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Sequence control in synthetic copolymers remains a tantalizing objective in polymer science due to

DOL:00.0000000000000¢ the influence of sequence on material properties and self-organization. A greater understanding of
sequence development throughout the polymerization process will aid the design of simple, gener-
alizable methods to control sequence and tune supramolecular assembly. In previous simulations of
solution-based step-growth copolymerizations, we have shown that weak, non-bonding attractions
between monomers of the same type can produce a microphase separation among the lengthen-
ing nascent oligomers and thereby alter sequence. This work explores the phenomenon further,
examining how effective attractive interactions, mediated by a solvent selective for one of the react-
ing species, impact the development of sequence and the supramolecular assembly in a simple A-B
copolymerization. We find that as the effective attractions between monomers increase, an emergent
self-organization of the reactants causes a shift in reaction kinetics and sequence development. When
the solvent-mediated interactions are selective enough, the simple mixture of A and B monomers
oligomerize and self-assemble into structures characteristic of amphiphilic copolymers. The composi-
tion and morphology of these structures and the sequences of their chains are sensitive to the relative
balance of affinities between the comonomer species. Our results demonstrate the impact of differing
A-B monomer-solvent affinities on sequence development in solution-based copolymerizations and
are of consequence to the informed design of synthetic methods for sequence controlled amphiphilic
copolymers and their aggregates.

1 Introduction proaches. 1213 Due to these complexities, the factors influencing

Throughout the last few decades, significant effort has gone into
developing sequence controlled polymers — synthetic copolymers
in which the primary sequence of monomer types along the chain
are intentionally biased or controlled. =3 Both the material prop-
erties and macromolecular morphologies of synthetic copolymers
are intrinsically dependent upon their sequences and assembly
behavior.#® The ability to synthetically control or bias copoly-
mer sequences and their supramolecular organization will enable
the informed design of novel and tunable materials for numerous
applications. %11

Though there has been marked progress made in develop-
ing specialized synthetic methods for sequence controlled poly-
mers, progress towards a generalized methodology is hampered
by the complexities inherent in even simple one-pot synthetic ap-
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sequence during these reactions are still not fully understood,
limiting the extent to which they might be exploited to regulate
sequence in these more "traditional" polymerizations. %1% Qur
previous work explored such sequence influencing effects in a
simplified model of a solvated step-growth polymerization among
two monomer types. We demonstrated that the presence of even
relatively weak non-bonding attractions between monomers can
induce an emergent microphase separation as the reaction pro-
ceeds.1* When this happens, the self-assembly of the growing
oligomers can locally enrich the concentration of certain species
at the reaction site, thereby altering reaction kinetics and copoly-
mer sequence. The resulting non-standard reaction kinetics can
be further altered by the alignment of nascent oligomers with
longer persistence lengths. 1°

This type of local concentration enrichment has previously been
reported in both experimental and computational observations of
the “bootstrap” effect,13:16-21 in which an increase in the local
availability of one monomer type shifts the relative kinetics of
comonomer pairs during a reaction. Analogous behavior occurs
in polymerization induced self-assembly (PISA), a widely stud-
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ied synthetic approach in which a controlled radical polymeriza-
tion drives self-assembly among nascent oligomers consisting of a
growing block of one type of monomer attached to a pre-formed
oligomer of a different type.222% In these PISA formulations, an
emergent phase separation driven by the polymerization reaction
itself can locally enrich monomer concentrations, and thereby
speed reaction rates, while also yielding desirable supramolecular
morphologies. 22-25-28

In our past studies, we investigated only monomer attractions
that act symmetrically between “like” monomers (i.e., between all
monomers of the same type) and showed that these can give rise
to polymerization-induced aggregation and demixing between
the monomer types, which then biases additional bond forma-
tion and shifts the overall copolymer sequence.!*1> However,
many monomer combinations would be expected to have asym-
metric interactions, where one type of monomer has a stronger
or weaker effective self-attraction than the other type, due ei-
ther to the nature of the monomer-monomer interactions them-
selves, or to the influence of a solvent selective for one of the
monomer species.??-31 Indeed, such an asymmetry in the effec-
tive monomer-monomer interactions, as mediated through a se-
lective solvent, is a crucial feature of PISA formulations. The
solvophilic stabilizing blocks in these chain growth polymeriza-
tions allow for the addition of a solvophobic monomer at concen-
trations that would otherwise not be well solvated. 2223

In this work we expand upon our prior studies to consider the
case of a selective solvent, utilizing an extension of our coarse-
grained, reactive model for step-growth polymerization employed
in previous work. The copolymerization between solvophobic and
solvophilic species is modeled by assigning stronger effective at-
tractions for the more solvophobic monomer and weaker attrac-
tions for the more solvophilic monomer, as discussed in Section
2. In Section 3.1 we examine the kinetic behaviors of copoly-
merization under such asymmetric attractions. In Section 3.2 we
investigate the sequences of the resulting oligomers, and the in-
fluence of attraction asymmetry on sequence. We analyze the
impact of chain stiffness in Section 3.3 and discuss the aggrega-
tion behavior of the resultant oligomers in Section 3.4. We find
that selective solvation during polymerization can drive an emer-
gent phase separation, yielding a complex interplay between the
sequence and supramolecular assembly of the nascent oligomers.

2  Methods

Monomer structure and intermolecular interactions. Our
model is a coarse-grained, reactive representation of a step-
growth copolymerization, first developed by Zhang and DuBay 4.
It is based on common “bead and spring” models for polymers,
which have been employed in the study of a wide variety of ma-
terial properties and have yielded well-validated results.3233 A
single bifunctional monomer is represented as a simplified bead,
which represents the repeat unit and determines the identity
of the monomer, denoted A or B to represent the two distinct
monomer types taking part in the reaction. Each bead is com-
posed of three particles, a central particle of type 1 and two ad-
ditional interacting particles of type 2, as shown schematically
in Fig. 1a. Two harmonic bonds control the inter-particle spatial
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separation and an angular harmonic potential controls the inter-
nal 2-1-2 angle, angle o in Fig. 1b, which together model the
internal configuration of the monomer. Adjusting the strength of
the angular harmonic potential alters the rigidity of the monomer
and can be used to control the persistence length of the associated
polymer.

The central, type 1 particle determines the primary non-
bonding intermolecular interactions within the system, by means
of a modified Lennard-Jones (LJ) potential 14:
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where r(q 1) is the distance between the two interacting monomer
centers 1 and 1/, r is the separation at the minimum of the poten-
tial (rg = 2% o), and c is a constant which ensures continuity be-
tween the attractive and repulsive portions of the potential. The
repulsive portion, controlled by the well depth &g, is kept con-
stant regardless of monomer identity, while the attractive portion
changes in strength based on monomer identity, as governed by
the well depth &;(y,;/). This has the advantage of allowing at-
tractive interactions to depend upon monomer identity — i.e., by
Setting €y(1,1) = €AA> Ean(1,') = €AB> Ean(1,1/) = €BB fOr Ato A, A to
B, and B to B monomer interactions, respectively — while simulta-
neously maintaining fixed steric repulsions for each species. The
model can therefore explore cases with zero attractive interac-
tions, while maintaining fixed monomer size-exclusion afforded
by the repulsive interactions of &ep.

The type 2 interaction particles of each monomer bead rep-
resent the reactive functional groups of the monomer, and their
non-bonded interactions take the form of a purely repulsive soft
potential. This is designed to serve as an additional, adjustable
reaction barrier to bond formation. When any two type 2 parti-
cles overcome this barrier, as well as the repulsive LJ interactions
between their respective monomer centers, and come within a de-
fined distance dpo,q, an irreversible bond is formed, as shown in
the transition between Fig. 1a and Fig. 1b. Upon bond formation,
all non-bonded interactions between directly bound monomers
are switched off.

Simulation progression and bond formation. The simula-
tion begins with equal numbers of A and B monomers distributed
randomly throughout the simulation volume and is first allowed
to equilibrate with all attractive interactions and bond formation
turned off. Time evolution occurs according to the Langevin equa-
tion, which simultaneously controls the temperature of the system
and provides the characteristics of viscous interactions between
monomers and an implicit solvent. After the equilibration period,
attractive interactions and bond formation are switched on, and
the system is progressed to a reaction extent of p = 0.9, i.e., to the
point where 90% of bond formation has occurred. Fig. 1c shows
the initial and final system state for a representative simulation
under these conditions.

Asymmetric effective inter-monomer interactions. This

work seeks to explore copolymerizations in which monomers
have asymmetric non-bonded interaction strengths, by impos-
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Fig. 1 Polymerization model schematic. (a) Each monomer is com-
posed of a central particle (type 1) and two binding particles (type 2)
with their internal structure governed by harmonic bonds. Monomers also
interact via nonbonded interactions which depend on the monomer iden-
tity, either A or B. When a type 2 particle on one monomer comes within
a distance dj,,q of a type 2 particle on another monomer, an irreversible
bond is formed between them. (b) Through sequential bond formation
events, oligomers form. The intra-monomer angle, o (1 —2—1), and the
inter-monomer angle, B (2—1—1'), are also shown here. Polymer chain
stiffness, and thus persistence length, [,, are controlled by tuning the
angular harmonic potential associated with the intra-monomer angle, .
(c) Polymerization proceeds from randomly distributed, well-dissolved,
monomers and forms more complex structures as they polymerize.

ing the condition exp > egg. This choice of attractive interac-
tion strengths provides a stronger driving force for A monomers
to self-associate than for B monomers — although we note that
even at the maximum attraction strengths investigated here, all
monomers remain well dissolved and do not begin to aggregate
until a significant number of nascent oligomers form. This alter-
ation to the attractive interactions for each monomer species is
akin to that produced by a difference in solvent affinity, wherein
one monomer, more solvophobic than the other, has a greater
propensity for self-association. As solvent molecules are not ex-
plicitly represented in our system, the relative solvent affinities of
the monomers are captured through these asymmetric LJ inter-
actions between each monomer pair: the stronger like-monomer
attractive interactions of species A make it the more solvophobic
species as compared to species B, where weaker self-attractions
produce a more solvophilic character.

In order to determine the interactions between A and B, we
define e = \/€aa€pB, making use of standard Lorentz-Berthelot
combining rules for LJ interactions (which is equivalent to the
Kong combining rules for our system). 343> With these conditions,
a range of attraction strengths were chosen such that the maxi-
mum ep value was set to lkg7, where signs of self-assembly
and sequence altering effects were observed in prior work !4,
while the maximum egg value remained much lower at 0.5kgT.
The chosen values for ey5 and egg, and the associated Lorentz-
Berthelot values for g5, are presented in Table S1 in the SI. For
each set of attraction strengths explored, persistence lengths of
I, =3.5 and I, = 16.5 were tested, corresponding to flexible and
stiff polymer chains as controlled by the angular harmonic poten-
tial. A detailed discussion of the persistence length calculation is
available in prior work.!> Three separate trials were performed
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for all sets of simulation parameters. A more detailed description
of the model is available in the SI.

3 Results

3.1 Solvent mediated attractions can drive an emergent as-
sembly process, altering reaction kinetics.

Our first aim was to explore whether collective monomer and
nascent oligomer behaviors would lead to changes in the local
solution environment in cases with asymmetric solvent affinities,
analogous to the interactions that give rise to bootstrap effects
and PISA syntheses. To this end we initially sought to under-
stand how well the self-association of the more strongly self at-
tractive A monomers and less self attractive B monomers drives
the formation of local regions of concentration enrichment and
how those associations influence reaction kinetics and the result-
ing system dispersity. We observe that for effective attractive in-
teractions of sufficient strength, an emergent self organization of
monomers occurs, which alters the solution structure and pro-
duces unconventional kinetic features. Fig. 2a shows the number-
averaged degree of polymerization, X,, as a function of reaction
time for the full range of attractive interaction strengths studied.
There are two important observations regarding the reaction ki-
netics displayed. First, at lower attraction strengths, X, increases
linearly at a rate that is independent of the reaction progress.
This linearity is expected for a second-order reaction scheme
and has been experimentally observed in step-growth polymer-
izations. 3¢ Thus, for these lower attraction strengths, our model
successfully captures the kinetics of a step-growth polymerization
based on Flory’s equal reactivity principle3®, and we observe a
fixed reaction rate irrespective of oligomer length. Second, we
note that the reaction rate actually increases over time for cases
with stronger solvent-mediated interactions, i.e., higher values of
Le;j = ean +€aB +€pB- In these cases, a transition occurs at some
point when the rate of the reaction increases, after which X,, pro-
gresses approximately linearly at this new rate for the remainder
of the reaction.

The mechanism behind this emergent rate change can be seen
in the configuration of the solution environment during the tran-
sition, as quantified by the radial distribution function between
different monomer species, g;;(r), shown in Fig. 2b&c. Here
ij is an index which correspond to the possible monomer type
pairs within the system, namely AA, AB, or BB. For the cases in
which attractive interactions are sufficient to drive the observed
rate transition, there is a noticeable enrichment in the g;;(r) for
the associated monomer type pairs at the time when the rate
change occurs — see Fig. 2b. By contrast, such an enrichment
in local monomer type concentration is not present in the cases
with lower overall inter-monomer attractions — no significant spa-
tial correlation between the monomer type pairs is observed in
the g;;(r) in Fig. 2c. To further quantify this behavior, we cal-
culated the first coordination number, n'ij , for each set of attrac-
tion strengths and monomer species pair ij by integrating g;;(r)
over the first coordination shell (see Section S4 in SI for calcu-
lation details). The values obtained for n’;j , taken at t = 20,0007
where the rate transition occurs for the strongest attraction case,
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Fig. 2 Local monomer density and polymerization kinetics. (a) Number averaged degree of polymerization X, vs. simulation time for each
combination of attractive interaction strengths explored. Dotted lines indicate simulations with gsa = 0.5kgT, dashed lines indicate gap = 0.75kpT,
and solid lines indicate simulations with x4 = kg7, while the coloration indicates the total attraction strength Xg;; for the simulation. The vertical
dotted line shows a reference time of interest r = 20,000 7, at which the calculations in (b-c) and the inset structures were determined. Inset:
A representative system structure for simulations with eaa = kg7, egg = 0.5kgT, and with exa = 0.5kgT, egg = 0.1kgT as indicated, taken at the
reference time + = 20,000 7. Type A monomers are shown in red, and type B monomers in blue. (b-c) Radial distribution functions g;;(r) for (b)
eaa = kpT, egg = 0.5kgT and (c) ean = 0.5kgT, €egp =0.1kgT. The g;j(r) function was calculated by monomer species pair and excluded nearest
bonded neighbors. Indices i and j indicate the monomer species pair considered and are colored red for ij = AA, blue for ij = BB, and purple for
ij=AB or ij =BA. (d) First coordination number, n'l’ vs. & is shown by monomer type pairs for each attraction strength explored.

are presented as a function of the governing attraction strength,
&, in Fig. 2d. The results clearly demonstrate the relationship
between the first coordination number and the associated attrac-
tive interactions for each monomer type pair. For lower attraction
strengths, which have not yet undergone a rate transition and
for which standard kinetics still hold, there is a small but robust
positive correlation between nilj and ¢;. However, at the high-
est attraction strengths (star markers), which are in the midst
of the rate transition at t+ = 20,0007, there is a sharp increase in
n’;j , greater than that expected from the trend due to attraction
strengths alone. This transition to a more aggregated phase is
expected as a consequence of Flory-Huggins solution theory3°,
which explains that the entropic cost of forming a more con-
densed or demixed phase is reduced by the formation or length-
ening of oligomers. The initial formation of oligomers shifts the
balance of entropic and enthalpic contributions and favors the
formation of an aggregated phase once chains are long enough
so that the attractive interactions outweigh the entropic cost of
demixing. The resulting increase in the local availability of re-
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acting species in the aggregated phase accelerates the reaction,
producing the change in rate behavior observed.

The distribution of chain lengths within the system is also af-
fected by the alteration of the local solution environment pro-
duced by attractive interactions of sufficient strength. The Flory-
Schulz distribution gives the ideal distribution of chain-lengths
for a step-growth polymerization that proceeds with a constant
rate. 3¢ Flory-Schulz theory also predicts a linear relationship be-
tween the dispersity, P, and the reaction extent, p, such that
D =1+ p for ideal polymerizations that proceed at a constant
rate3%, Figure 3a shows the observed P as a function of the re-
action extent, p. For combinations of attraction strengths that
showed a transition in the kinetics such as that seen in the solid
lines in Fig. 2a, there is an associated shift away from the lin-
ear Flory-Schulz prediction (dashed black line) to a non-linear
behavior. Although not all transitions in rate occur within the
time-window shown in Fig. 2a, we find that the rate increase co-
incides with the onset of non-linear oligomer dispersity in all such
cases. The progression of P and X, with time and reaction extent
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Fig. 3 Chain length distribution and dispersity. (a) System dispersity, P, as a function of reaction extent, p, for the full range of attractive interaction
strengths explored. Dotted lines indicate simulations with esa = 0.5kgT, dashed lines indicate exa =0.75kgT, and solid lines indicate simulations with
eap = kpT. The coloration indicates the total attraction strength Lg;; for the simulation, where ij are indices which correspond to each possible
monomer species pair, namely AA, AB, and BB. The dashed black line shows the predicted £ from Flory-Schulz statistics of =1+ p. (b-c) The
chain length distribution at p =0.9 for (b) eaa =0.5kgT, egp =0.1kgT and (c) eaan = kT, e = 0.5kgT. The solid black lines show the expected
Flory-Schulz distribution for p =0.9. All results were averaged over three simulation trials for each parameter set.

over the full polymerization are available in Figures S5 and S6 in
the SI.

As with the kinetic transition, the magnitude of the shift of
this chain-length distribution away from ideal behavior depends
on the magnitude of the attractions in the system, with minimal
attractions leading to a good agreement with the Flory-Schulz
prediction, while progressively higher attractions show increas-
ingly non-linear H. The chain length distributions at p = 0.9 for
the highest and lowest total attraction strengths explored in this
work are shown in Fig. 3b&c. For the lowest attraction strength in
Fig. 3¢, the expected Flory-Schulz distribution (solid black line)
matches the observed chain length distribution. However, for the
higher attraction strength shown in Fig. 3b, the observed chain
length distribution is noticeably shifted towards longer chain
lengths. Overall, Fig. 3 clearly demonstrates the breakdown in
Flory-Schulz predictions caused by increased inter-monomer at-
traction, which broadens the chain length distribution and results
in non-linear growth in b.

3.2 Oligomer sequences depend on solvent selectivity.

We have shown above how solvent-mediated asymmetric attrac-
tions between two monomer species can elicit collective behaviors
that drive assembly, yielding non-standard kinetics and oligomer
dispersities. We now examine the features of copolymer sequence

that are directly impacted by this emergent aggregation process in
order to probe if and how it alters the statistics of nearest neigh-
bor monomers and yields long range correlations in oligomer se-
quences. Further, we examine how these sequence effects change
as the difference in the solvent-mediated self-attractions between
the two monomer species grows.

The direct sequence impact of the emergent co-localization of
reacting species can be seen in the observed probabilities of se-
quential neighbors in the resultant oligomers. We denote these
paa and pgpg for the probability of finding an AA or BB sequence,
respectively, or pap for the probability of finding an AB or BA se-
quence. The analysis of the sequential neighbor probabilities, as
determined at reaction extent p = 0.9, is shown in Fig. 4a-c for
each of the attraction strengths explored in this study. Values are
presented in terms of the deviation, Ap;;, from the expected value
for a truly random sequence, pﬁ“d"m, i.e., Ap;j = pij— pgj?“dom for
monomer type indices i and j. It should be noted that the values
presented in Fig. 4 for p;; change throughout the reaction as the
sequences develop, as can be seen in the SI Figures S5 and Sé6.

For lower overall attraction strengths, where g44 = 0.5kg T (bot-
tom row), the sequences show minimal deviations from random
behavior, such that Ap;; ~ 0 and there is a nearly equal probability
of finding AA, AB, BA, or BB pairs within the resulting sequences.
Where the difference between A to A and B to B attractions,
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Fig. 4 Nearest neighbor and long-range sequence statistics. (a-c) Heatmaps showing nearest neighbor bonding probabilities for (a) AA, (b) AB,
and (c) BB pairs, for the full set of attractive interactions explored. Values shown are the differences, Ap;;, between the observed probabilities and the
probabilities expected for random sequences, p?}“d"m, where indices i and j specify the monomer species pair. (d) Sequence fluctuations metric, F(l),
for all attraction strength combinations. The dotted black line shows the 1'/2 scaling expected for a random sequence. Other dotted lines indicate
simulations with gaa = 0.5kgT, dashed lines indicate eapa = 0.75kgT, and solid lines indicate simulations with gap = kg T, while the coloration indicates
the Ag value for the simulation set. Inset: Representative system structures for systems with Ae =0 and Ae = 0.9kg7T. Type A monomers are shown
in red, and type B monomers are shown in blue. (e-g) Block length distributions for systems with ean =kgT and (e) egg = 0.5kgT, (f) egg = 0.3ks7T,
and (g) egg = 0.1kgT. The expected distribution for Markovian statistics (see Sl for details) for the A and B blocks are plotted as red and blue lines
respectively, on top of the observed distribution of block lengths of each type as histograms in the same color. Analyzed sequences and block length

distributions were collected from three independent trials for each parameter set, all at reaction extent p =0.9.

A€ = gqp — €pp, increases there is only a slight, ~ 2% biasing to-
wards AA pairs (bottom left corner). For the symmetric attraction
case, where €44 = €45 = €gg = 0.5kgT and Ae = 0, the deviation
from random sequences is negligible (~ 10~3) for each sequence
pair (bottom right corners). These random sequences are ex-
pected in the fully symmetric case, since the monomer species be-
have identically, differing only in their identifying label as A or B.
For higher attraction strengths, a distinct trend emerges — as the
attraction asymmetry increases, the sequence biasing of neighbor-
ing monomers also increases. For cases with €44 > 0.5kgT (top

6| Journal Name, [year], [vol.], 1-13

two rows), where the emergent kinetic shift and concentration
enrichment occurs, sequences deviate markedly from random as
biasing becomes much more significant. At the highest 44 and Ae
explored in this study (top left corner), AA pairs become the most
likely sequence combination in the system, representing a ~ 15%
biasing away from random sequence behavior. Thus the strength
and the relative balance of attractions between comonomer pairs
are both integral to determining the resulting nearest neighbor
probabilities.

The copolymer sequences obtained show evidence of long-
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range ordering as well, indicating that the sequence biasing ef-
fects extend beyond the nearest sequential neighbors. To ex-
plore this behavior, we make use of a metric developed for quan-
tifying the extent of long range sequence correlations in DNA,
which we adapted to the two-component copolymerization stud-
ied here. 141537 This approach considers the sequence as a 1D
random walk, with steps of +1 or -1 corresponding to A or B
monomers, respectively. The metric, F(I), then calculates the
root-mean-square fluctuation of the sequence walk as a function
of the distance / along the sequence. For a completely random
sequence, F (/) ~ /1, and deviations from this scaling reflect a bi-
asing in sequence over the length scale, /, where the deviation is
observed. Fig. 4d shows F(I) vs. | for each set of attractive inter-
actions explored. For cases with minimal difference in monomer
self-attractions, for which Ae < 0.2kgT, we observe no signs of
longer-range sequence fluctuations. Here F (/) closely follows the
scaling behavior predicted for a random sequence, which is ex-
pected given the minimal nearest neighbor sequence biasing seen
in these combinations. However, as Ae increases, long-range se-
quence correlations appear, as indicated by the increased slope of
F (1) for these cases. These correlations persist over a length scale
greater than X, ~ 10, the average chain length within the system.

The result of these long-range correlations in sequence may be
seen in the length distributions of contiguous blocks of either A
or B monomers within the oligomers. Fig. 4e-g shows the block
length distributions for a fixed eap = kg7 and an increasing Ae.
Similar to the Flory-Schulz distribution for chain lengths, both the
block length distribution and the dispersity expected from Marko-
vian statistics can be calculated. In this calculation, the identity
of each monomer only depends on the preceding monomer in the
sequence and the observed nearest-neighbor bonding probabili-
ties for that system — paa, pag, and pgp (see Section S5 in the SI
for details). The predicted Markovian distributions are then plot-
ted along with the observed block length distributions for each
monomer type. As A increases, the block distribution of the more
self-attractive A monomer shifts to noticeably greater lengths than
predicted by Markov statistics, displaying a broadening in the dis-
tribution analogous to that seen in the overall chain lengths at
higher X¢;; values (see Fig. 3b). Interestingly, these shifts in block
lengths are isolated to the A blocks, as the B block distributions
are still well described by Markovian statistics. At larger Ag, the
A monomers can be sufficiently attractive to condense into an
A-enriched phase as polymerization proceeds and the oligomer
chains lengthen, while the less attractive B monomers incorpo-
rate less into oligomers (see Fig. S4) and then less readily aggre-
gate once in the oligomer phase. This incorporation bias results
in the long-range correlations we observe in Fig. 4d and causes
a breakdown in Markovian statistics, which promotes the forma-
tion of longer A blocks than can be explained by a Markovian
model alone. In such cases, the self organization of reactants
produces “blockier” oligomers, with block regions ordered along
the oligomer chain by the relative self-attractions of their respec-
tive monomer species and the influence of the local environment.
The ordering of block regions results in separate domains rich in
A blocks and B blocks, analogous to the biased, but mixed, se-
quences found in gradient copolymers.

Soft Matter

3.3 Oligomer persistence length impacts both sequence and
aggregate structure.

Previously, we have observed the formation of pseudo-crystalline
nematic alignment in oligomers with sufficiently high persistence
lengths and symmetric A to A and B to B attractive interactions. 1°
This alignment impacted both the dispersities and the oligomer
chain and block length distributions within the system, in a man-
ner dependent on oligomer stiffness. We now discuss this emer-
gent transition to nematic alignment and examine its impact on
oligomer chain and block lengths in stiff oligomers under the con-
ditions of asymmetric attractive interactions.

In order to quantify the formation of these aligned structures,
we use an order parameter, Sj,.a, which is an ensemble aver-
aged measure of the local orientational ordering within regions
of sufficient density (see Section S6 in the SI for details). Like
other common ordering parameters used in the study of nematic
phases in liquid crystals, Sjoe transitions from Sje, = O for an
isotropic system to S}, = 1 for a perfectly aligned system. The
introduction of a density criteria and the restriction to measur-
ing local alignment focuses this parameter on alignment within
individual oligomer aggregates, allowing for high Sj,cy values in
systems with internally aligned aggregates, even if independent
aggregates do not share the same orientation. )., therefore cap-
tures the extent of local alignment among nascent oligomers but
does not describe a system-wide preferred orientation as in a true
liquid crystal nematic phase.

Fig. 5a shows the progression of S, as a function of the re-
action extent, p, for stiff chain oligomers of /, = 16.5 at each of
the attractive interaction strengths explored in this work. Orienta-
tionally ordered aggregates are clearly observed for Xg;; > 1.2kgT,
where Sjoc, reaches values > 0.5, indicating significant alignment
amongst neighboring chains. For the highest value of Xg;; at
p = 0.9, shown in the inset of of Fig. 5a, nearly all of the con-
densed oligomers are orientationally-ordered. The observed ne-
matic alignment is sensitive to both polymer attraction strengths
and chain stiffness. For flexible polymers, Sj., values remain
close to zero (see Fig. S3 in SI), and even higher attractions dis-
play only a marginal increase in S, . By contrast, at all but the
lowest attraction strengths, stiff polymer alignment surpasses the
highest alignment seen in any flexible chain system, a threshold
value indicated by the dashed black line in Fig. 5a. Though higher
attraction strengths promote the formation of the condensed ag-
gregates, it is the higher persistence length that restricts the acces-
sible conformations of chains in those aggregates, leading to their
orientational ordering. A notable feature of the ordering behav-
ior is that the onset of nematic alignment and the final peak value
for Sjocal are sensitive to different aspects of the attractive interac-
tions. Fig. 5b&c show the trend in these properties as a function
of epp and Lg;; respectively. Fig. 5b shows that the point at which
Siocal €xceeds the threshold established by the flexible chain case
is predominantly controlled by exs. For eap = kgT in particu-
lar, this onset of ordering is largely independent of the value of
egp and thus Ae. In this case, when &gg is small, A to A attrac-
tions are sufficient to drive alignment of A-enriched oligomers,
which form earlier in the reaction when the incorporation of B
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Fig. 5 Localized chain alignments in stiff-chain oligomers. (a) The local nematic ordering parameter, Sjocal, is plotted here as a function of reaction
extent, p, over the range of attraction strengths explored for stiff-chain, /, = 16.5, polymers. Dotted lines indicate simulations with s = 0.5kgT,
dashed lines indicate eap = 0.75kgT, and solid lines indicate exp = kgT, while the coloration indicates the total attraction strength, Zg;;, for the
simulation. The dashed horizontal black line indicates the highest value for Sy, seen for the flexible-chain, 1, =3.5, polymers (see Fig. S3), and
is used as a threshold to determine early emergence of chain alignment. Inset: A representative system structure at p = 0.9 for simulations with
ean =kgT, epg = 0.5kgT. Type A monomers are shown in red, and type B monomers in blue. (b) The reaction extent at which Sjoc, exceeds the
threshold value is shown for each parameter set as a function of gxa. (c) The peak value of Sjoca reached for each simulation parameter set as a
function of Zg;;. For both (b) and (c), coloration indicates gaa value and marker style indicates egp value. Results were averaged over three simulation

trials for each parameter set.

monomers into the polymer phase is significantly less than that of
A (see Fig. S3). The Sjoca values obtained from early alignment
are surpassed later in the reaction, however, by cases with higher
total attractions, Xg;;, once more B monomers have been incor-
porated into the oligomers. The Sj,., values at p = 0.9 are thus
predominantly controlled by Xg;; as seen in Fig. 5c. The varia-
tions in these two stages of nematic ordering further demonstrate
how differences in non-bonded attractive interactions can alter
the formation of the aggregate phase as the reaction proceeds.

The impact of chain stiffness and nematic alignment on chain
and block lengths is significant. Fig. 6 shows the chain and block
length distributions at p = 0.9 for systems with two different per-
sistence lengths but the same set of attractive interactions. In both
cases, attractive interactions strong enough to promote aggrega-
tion show a deviation from Flory-Schulz and Markovian statis-
tics, but the nature of this deviation differs significantly. As previ-
ously discussed, flexible chains show an increased dispersity and
a broadened block length distribution, due to the general promo-
tion of longer chain and block lengths in the system. By contrast,
stiff chains show a truncation in both chain and block length dis-
tributions and an enrichment at specific chain lengths, indicative
of a characteristic length introduced to the system by the persis-
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tence length and associated orientational ordering. These results
are similar to what was previously seen in the case of symmetric
attractions. 1> However, with the asymmetric attractions explored
in this work, the non-Markovian sequence behavior is isolated to
the A block lengths (Fig. S5& S6), which can also be seen in the
flexible chain case (Fig. 4). These results illustrate the complex
interplay between the attractive interactions and the chain stiff-
ness. This interplay governs the phase behavior and accessible
conformations of oligomers and, in turn, influences the sequence
of the resulting chains as well as the morphology of their aggre-
gates.

3.4 Nascent sequence and selective solvation influence the
composition of different regions within the aggregates.
The alterations to the ideal reaction kinetics and sequences de-
scribed above are associated with the formation of a condensed,
aggregated phase driven by oligomer formation. Here we explore
the composition and structure of these oligomer aggregates.
Nascent chain aggregation, the emergence of which was de-
scribed in Fig. 2 for the early stages of the reaction, continues
throughout the reaction with the continued growth of oligomer
chains, an expected consequence of Flory-Huggins theory.3¢ Af-
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solid black line shows the expected Flory-Schulz distribution for p =0.9. (b) Block length distributions for contiguous A monomer blocks are plotted
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shows the expected distribution from Markovian statistics. (NB: paa is approximately the same for both stiff and flexible chains at these attraction
strengths, so the associated Markovian prediction is equivalent.) Distributions in (a) and (b) were collected from three independent trials for each

persistence length.

ter 90% of possible bonds in the simulation have formed, this
aggregated phase has developed into clearly distinct structures
of clustered oligomers. The nematic alignment observed at high
persistence lengths is fundamentally driven by the formation of
dense oligomer aggregates. To identify properties of this aggre-
gate phase in the late stage of the reaction, we make use of a local
neighbor metric, n'°4| which is defined as the number of neigh-
boring monomers that are within a distance of 2.5¢. Threshold
values for this metric were chosen both to distinguish aggregated
structures from the surrounding dilute phase and to delineate re-
gions within these structures that broadly correspond to their ex-
teriors and interiors. The n!° metric also reports on the rel-
ative solvent accessibility of each region within the aggregate.
We set two threshold values for n!°? at 12 and 36 neighboring
monomers. The interior of the aggregates are then defined by
monomers with nl°¢ > 36, while the exterior of the aggregates
are defined by monomers with 12 < n'°4 < 36, Monomers with
nlocl < 12 are not considered to be part of the aggregated phase.
According to these criteria, the densities of the exterior regions
of an aggregate are at least three times the initial bulk density
for monomers in the simulation box, while the densities of the
interior regions are at least nine times the initial bulk density.

Fig. 7 shows the results of the application of these local neigh-
bor criteria to our system at p = 0.9. Notably, for systems with
eaa = 0.5kgT and egg < 0.5kgT, we do not find regions for which
n'ocd > 12 At these attractions, the reaction kinetics (Fig. 2a) and
dispersities (Fig. 3) are as expected for an ideal step-growth pro-
cess, the g(r) function shows no concentration enrichment early
in the reaction (see Fig. 2c), and no aggregates are visible in the
system at p = 0.9. The correspondence among these results sug-
gests that the n1°@! criterion is appropriately delineating the ag-
gregated phase. In Fig. 7a, the total fraction of all monomers in

the aggregated phase, fys, is shown as a function of the total
attraction strength, Xg;;. As with the aggregation and the asso-
ciated rate change that occurs earlier in the polymerization (see
Fig. 2), we find that the total incorporation into aggregates at
the late stage of the reaction predominantly depends on the total
strength of the intermonomer attractions.

Having established criteria for identifying the interior and ex-
terior regions of the aggregates, we next sought to quantify the
incorporation of each monomer species into these regions, ex-
amining the fraction of A monomers within the aggregate, f;;g,
within each region. The results for fa‘Zg are shown in Fig. 7b for
all simulation parameters where aggregates form. For the sym-
metric attraction case, A¢ = 0, both monomer species are equally
incorporated into the interior and exterior regions of the aggre-
gates. Representative aggregate structures under symmetric at-
tractions (Fig. 7c&e) clearly show the even incorporation of both
monomer species throughout the entire aggregate. At the onset
of attraction strength asymmetry, however, a distinct enrichment
of A monomers in the interior regions is apparent. For modest
attraction asymmetries, this enrichment of A in the interior is
associated with a depletion of A in the exterior. As the attrac-
tion asymmetries increase further, however, this depletion of A
in the exterior is actually lessened, because fewer B monomers
are incorporated into the aggregates, remaining instead in the
surrounding dilute phase (see Fig. S4). In the maximally asym-
metric case, B monomers are significantly less incorporated and
almost entirely located in the aggregate’s exterior, as can be seen
in the representative structures in Fig. 7d&f.

The impact of increased chain stiffness on the formation and
structure of aggregates is also apparent from the results in Fig. 7.
Increased chain stiffness has been shown to influence the phase
behavior of polymers, and greater stiffness further promotes the
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monomers in blue. All results are shown at p =0.9.

formation of an aggregated phase.3842 This behavior is borne

out in our system, as stiff chain oligomers show greater incorpo-
ration into the aggregated phase than flexible oligomers for all
attraction strength combinations explored (Fig. 7a). Further, the
interiors of stiff oligomer aggregates are less enriched in A than
in the corresponding flexible oligomer aggregates with the same
inter-monomer attractions — see Fig. 7b. This reduction of inte-
rior f;{z,g at increased persistence length is a consequence of two
features of the increased chain stiffness. First, the increased total
aggregation which stiff chains promote (Fig. 7a) necessarily in-
creases the incorporation of B throughout aggregates. Secondly,
greater chain stiffness restricts the accessible conformations of
the oligomers within the aggregate. Flexible chains may readily
adopt conformations that position incorporated B monomers in
the exterior of an aggregate, even when an isolated B monomer
is located within a stretch of A monomers in the chain. In stiff
chains, however, such bent conformations are restricted, and B
monomers incorporated within the interior of a chain are likely
to be located in the interior of the aggregate as well. Such con-
formational restrictions also control the morphology of the aggre-
gate in a manner largely independent of the attraction strengths,
with flexible chains forming loosely spherical, globule structures
(Fig. 7c&d), and stiff chains forming elongated, rod-like aggre-
gates (Fig. 7e&f).
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It is important to note that the extent to which each monomer
species is incorporated into the growing oligomers changes
throughout the reaction in a manner dependent on the balance
of attraction strengths between the monomer species. For high
attraction strength asymmetry, we observe an enrichment in the
more attractive A monomers earlier in the reaction and an in-
creased incorporation of B later on. Additional data on the poly-
merized fraction of each monomer species and its variation with
p is shown in Fig. S4.

4 Discussion

These results extend our previous observations of kinetic alter-
ation and sequence biasing effects in step-growth polymeriza-
tions 1415 to cases where effective intermonomer attractions are
asymmetric, such as would arise when solvent affinities differ
between reactants. These conditions relate to a broad class of
real-world polymerizations where such a difference in reactant
affinities exist.??-31:43 Localized concentration enrichment aris-
ing from solvent selectivity, of the kind we observe here, has been
proposed as a mechanism for the “bootstrap” effects discussed
previously 13:16:17 and for the reaction rate increases in PISA for-
mulations. 22-25,26

Our analysis of oligomer sequences shows that, for the more at-
tractive (i.e., solvophobic) A monomers, the contiguous A-block
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length distributions show a comparable shift to that of the overall
chain length distributions, demonstrating that conditions which
foster concentration inhomogeneities also impact the resulting
oligomer sequences. For conditions in which monomer affini-
ties differ sufficiently, even the relative incorporation of A and
B species into the aggregated phase is altered. This alteration
changes the development of sequences, promoting the formation
of longer block lengths of the more aggregated monomer species.

The differential incorporation of monomer species into the ag-
gregate phase highlights another important consequence of sol-
vent selectivity. In systems with equivalent attractions between
all monomer species, both species have the same propensity for
aggregate formation, however asymmetry in the attractions af-
fecting the different species leads to aggregates with distinct do-
mains of altered composition. Aggregates of monomers with suf-
ficiently asymmetric attractions show compositions comparable
to micellar or core-shell structures common in supramolecular
self-assembly and emulsion polymerizations.22444> This behav-
ior demonstrates how the balance of attractive interactions be-
tween reactants can impact not only the sequence of oligomers
and the morphology of aggregates, but also the inclusion and
distribution of species throughout the aggregate structures. The
combined influence of sequence and solvent quality on copoly-
mer aggregates has also been shown in computational studies of
block, statistical, and gradient copolymers. *6~*8 Qur results rein-
force this connection, further demonstrating how solvent interac-
tions may also influence the early development of sequence. In
addition, we find that these effects are altered by the geomet-
ric constraints associated with stiffer chains — as expected given
prior studies on the solvent-dependent phase behavior of stiff and
liquid crystalline polymers. 42-49-51

More generally, the observed assembly process belongs to the
broad class of non-classical self-assembly pathways. 5256 In many
of these non-classical assembly processes, weaker isotropic inter-
actions drive the formation of a condensed, but still disordered,
phase, after which anisotropic interactions among the condensed
particles give rise to further ordering, as seen for instance in
models of protein crystallization and in the formation of "shish-
kebab" polymer crystallites around a fiber-like core.>7-0 This
"two-step" assembly pathway describes well what we observe in
these polymerizations once the reaction has yielded oligomers
of sufficient length to aggregate. After reaching this threshold
length, the nascent oligomers condense and the interplay be-
tween the isotropic selective solvent-mediated interactions and
the orientationally-dependent oligomer bonds can give rise to ad-
ditional nematic and sequence ordering. However, in our system
this "two-step" pathway is itself initiated by the formation of the
strong anisotropic polymer bonds that act to reduce the entropic
cost associated with monomer aggregation and thus shift the ther-
modynamics of the system towards the formation of an initially
less-ordered condensed phase. 30

The balance of solvophobic and solvophilic interactions is a
critical component in PISA, which provides a notable example
of both the importance and utility of the dynamic interplay be-
tween the relative affinities of reactants and solvent, as well as a
multi-step assembly pathway which is initiated by the formation
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of strong anisotropic bonds. Recent extensions of PISA processes
to sequence controlled polymers suggest the opportunity for im-
proved morphological control, highlighting the potential for ad-
ditional development and the need for greater understanding in
this area.®1:52 Further work has suggested that supramolecular
morphologies accessible through PISA may be impacted by the
addition of grafted side chains, which can alter morphology in a
sequence-dependent manner. 364 Other polymerization induced
microphase separations have been shown to promote desirable
material properties as well, %> and there is continued interest
in the use of solvent interactions to tune supramolecular polymer
structures. 43

Alongside our own results, these observations of the impor-
tance of solvent interactions to copolymer phase behavior high-
light the potential to simultaneously bias sequence and tune ag-
gregate morphology and composition through the intentional al-
teration of monomer-solvent affinities. Even the strongest set
of attractions explored in this work, esa = kg7 (which is ~ 2.5
kJ/mol at 300 K), are readily accessible interaction energies for
a variety of supramolecular interactions,%7-%° making it feasible
to select or modify comonomers and solvent to obtain desired
interaction profiles. The persistence lengths we explore are also
well within the range observed in flexible and semi-flexible chains
of both biological and synthetic polymers.”%74 Interestingly, ac-
cording to Flory-Huggins theory, 3¢ even the milder attractions of
~ 0.3kgT, which do not exhibit an emergent phase separation in
our simulations, would still be expected to spur aggregation at
some longer length. Tailoring the length of the copolymers at
the onset of this behavior could provide another way to modify
sequence and assembly.

The interplay between solvent interaction, sequence, and ag-
gregation behavior suggests the possibility of tuning the relative
solvent affinities of the reactants in order to intentionally bias
the resulting copolymer sequence and assembly. The control of
solvent interactions may be a feasible route to control phase be-
havior and material properties of copolymers.

5 Conclusion

We have utilized a reactive, coarse-grained model to explore the
influence of differing solvent affinities in step-growth copolymer-
ization by modulating the effective inter-monomer attractions
acting between each monomer combination. We find that, in
cases with even mild solvent-mediated attractions, an emergent
co-localization of reacting species occurs which promotes the for-
mation of an aggregate phase as the reaction proceeds. This spa-
tial heterogeneity produces non-standard kinetic effects, chang-
ing both the reaction rate and the resulting dispersity. The self-
assembly of the reacting species also influences the sequence of
the oligomers formed, in a manner dependent on the selectivity
of the solvent interactions. The complexities arising from these
collective behaviors lead to associated kinetic and sequence ef-
fects that cannot be fully captured by standard Flory-Schulz or
Markovian statistical descriptions.

Understanding the impact of solvent affinities on sequence de-
velopment and phase behaviors in solution-based copolymeriza-
tions is an important step towards developing generalizable syn-
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thetic approaches to sequence controlled or sequence-biased poly-
mers for targeted supramolecular assemblies. A greater compre-
hension of the collective behavior, biased bond formation, and
nascent chain self-assembly that can arise during the copolymer-
ization of monomers with differing solvent affinities will improve
our capacity to harness these effects towards the design and de-
velopment of advanced copolymeric materials.
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