
Strain localization and failure of disordered particle rafts 
with tunable ductility during tensile deformation

Journal: Soft Matter

Manuscript ID SM-ART-05-2020-000839.R1

Article Type: Paper

Date Submitted by the 
Author: 17-Jul-2020

Complete List of Authors: Xiao, Hongyi; University of Pennsylvania, Department of Physics and 
Astronomy
Ivancic, Robert; University of Pennsylvania School of Arts and Sciences, 
Physics
Durian, Douglas; University of Pennsylvania, Physics & Astronomy

 

Soft Matter



Strain localization and failure of disordered particle rafts with tun-
able ductility during tensile deformation†

Hongyi Xiao,a Robert JS Ivancic,a and Douglas J Duriana∗

Quasi-static tensile experiments were performed for a model disordered solid consisting of a two-
dimensional raft of polydisperse floating granular particles with capillary attractions. The ductility
is tuned by controlling the capillary interaction range, which varies with the particle size. During
the tensile tests, after an initial period of elastic deformation, strain localization occurs and leads
to the formation of a shear band at which the pillar later fails. In this process, small particles with
long-ranged interactions can endure large plastic deformations without forming significant voids,
while large particles with short-range interactions fail dramatically by fracturing at small deforma-
tion. Particle-level structure was measured, and the strain-localized region was found to have higher
structural anisotropy than the bulk. Local interactions between anisotropic sites and particle rear-
rangements were the main mechanisms driving strain localization and the subsequent failure, and
significant differences of such interactions exist between ductile and brittle behaviors.

1 Introduction
Improving the ductility of disordered solids is an ongoing chal-
lenge as many of them have high application value but cannot
withstand large plastic deformation beyond yielding, and often
fail catastrophically.1–4 Strain localization is an important pro-
cess that leads to such failures, where strain in the early stage
of deformation gradually localizes into a single region that spans
across the sample.5–7 This process often results in the formation
of a shear band, where the material later fails. Strain localization
and shear band formation occur in a variety of disordered solids,
such as metallic glasses,1,2 glassy polymers,8,9 foams,10,11 and
granular materials,12–14 despite the vast differences in the details
of their composition. The similarity in their mechanical behav-
ior comes from their disordered structures, which must rearrange
during plastic deformation.15 In a simplified picture for strain lo-
calization, early-stage local rearrangements tend to occur at sites
that are structurally weak,5,16,17 which in turn further increase
their susceptibility for more rearrangements. It is believed that
the cooperative effects of these local rearrangements can lead to
the formation of a system-spanning shear band.18–20 While there
are several theoretical approaches that capture this process on
continuum scale or mesoscale,15,18,21,22 direct experimental ob-
servation of structural weakening is still lacking.

The structural evolution during strain localization and failure
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for materials with different ductility has not been well described.
Although the occurrence of strain localization is universal, the
pathway for it and the following failure process can be differ-
ent. For example, materials like wet foams and bubble rafts
can be highly ductile and exhibit a fluid-like behavior by sustain-
ing large plastic deformation without forming significant voids or
fractures.11,23–25 Materials like metallic glasses and rocks can be
highly brittle and form a sharp fracture after relatively little plas-
tic deformation beyond yielding.2–4 It is also possible to induce a
brittle to ductile transition for a single type of material by tuning
its properties such as temperature8, particle shape,4 internal fric-
tion,26 preparation history,8,27,28 system size,29–33 and particle
interaction.8,26,34–36 The mechanisms leading to the differences
in ductility are not entirely clear, but some of these methods mod-
ify particle properties, such as friction and shape, which suggests
that the transition should have a microscopic origin. Thus the in-
teraction between local structure and local dynamics could play
an important role, and this can be better understood by examin-
ing a model experimental system with tunable ductility.

Here we focus on an approach to tune ductility used previously
in simulations, which is to modify the interaction potential be-
tween particles.8,34–36 These computational studies modified the
Lennard-Jones potential and showed that the ductility of the dis-
ordered material increases with increasing the characteristic in-
teraction range between particles. While this is relatively easy to
accomplish in computer simulations, controlling interaction po-
tential in an experimental system while tracking all the particles
during the highly transient strain localization and failure pro-
cesses is challenging. One relevant branch of experimental meth-
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ods is to fabricate disordered solids by connecting particles with
tunable rigid bridges37–40 By varying the stiffness and volume
of these bridges, the fracture toughness of the material measured
during crack propagation can be improved.37,40 Although the un-
derlying mechanism is more about the rigid bridges, rather than
particle rearrangements, these results are encouraging for design-
ing experiments with tunable particle interactions and preferably
with more degrees of freedom for particles to rearrange.

Following this idea, we built and performed experiments on a
model disordered solid made of a monolayer of granular particles
floating at an air-oil interface (a particle raft) with capillary at-
tractions between the particles, which is caused by the distortion
a floating particle induces to the surrounding fluid interface. For a
second particle that is nearby, this distortion causes an imbalance
between its gravity, buoyancy, and the capillary force, which in-
curs a net attractive force between the two particles.41–45 In this
way, the capillary attraction is often long-ranged with the charac-
teristic interaction range being the capillary length of the liquid
involved, lc,41,44 which is roughly the size of the liquid menis-
cus around a particle. Combined with the short-ranged repul-
sion between particles in contact, the interaction potential shares
similarities with potentials of other particles of interest such as
atoms.41 This similarity have made particle or bubble raft a model
macroscopic system to study the physics of crystalline and amor-
phous materials.46,47 Moreover, the viscous drag on the particles
can be minimized by adjusting their velocities, so that the defor-
mation can be free from basal friction,48 which is often a prob-
lem for two-dimensional systems. The particle raft itself is also
an important system in various fields such as self-assembly49–51

and particle-coating for interfaces in applications including drug
delivery and food production.51–53 These applications can benefit
from better understanding of mechanical behaviors of the particle
rafts25,47,54–58.

In this study, quasi-static tensile tests were performed for par-
ticle rafts and the capillary interactions were controlled by us-
ing different particle diameters, d, which essentially controls the
characteristic interaction range in units of the particle diameter,
lc/d. This allowed us to observe structural changes of pillars
showing different ductility, which qualitatively agrees with previ-
ous computational studies.8,34–36 These experiments also reveal
differences in the interplay between structure and dynamics dur-
ing strain localization and failure for materials with different duc-
tility.

The rest of this article is organized as follows. In Sec. 2,
we describe the particle rafts, the experimental apparatus, and
techniques for tracking particles and measuring the tensile force.
Sec. 3 demonstrates the brittle and ductile behaviors observed in
the experiments. Sec. 4 presents detailed analysis of structure-
dynamics relations during strain localization and failure for pil-
lars with different ductility. Sec. 5 presents the conclusions.

2 Tensile experiments of floating granular particles
In this study, the rafts consist of spherical particles floating at
an air-oil interface. The particles are made of closed-cell Sty-
rofoam with a density of approximately 15 kg/m3. The par-
ticles are slightly polydisperse, and three batches of particles
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Fig. 1 Demonstration of the capillary interaction: (a) Photo of two
similar sized floating d = 3.3 mm particles. (b) Analytical estimation44

for the normalized capillary attraction of a single pair of particles vs.
separation distance normalized by the capillary length or by the average
particle diameter for the three particle sizes (inset).

with different mean diameters d were studied: d = 0.7±0.1 mm,
d = 1.0±0.1 mm, and d = 3.3±0.3 mm, as measured using a Cam-
sizer (Retsch). The oil used in the experiments is mineral oil
as in a previous study.59 The surface tension is estimated to be
γ = 27.4±0.7 dyn/cm, the density is ρ = 870±10 kg/m3, resulting
in a capillary length of lc =

√
γ/ρg = 1.8±0.2 mm. The kinematic

viscosity of the mineral oil is approximately ν =13.5 cSt.
An example of two floating particles is depicted in Fig. 1(a).

As seen, the contact angle between the particle surface and the
oil is small, and the particles are pulled down by the surface ten-
sion. This type of capillary attraction was recently analyzed by
Dalbe et al.,44 and the attractive force is fc = −CK1[(l + d)/lc].
Here, l is the separation distance between the two particle sur-
faces (l = 0 at close contact), and K1(X) represents the modified
Bessel function of the second kind and first order. The constant
is defined as C = πγdsin(φc) tan2(φc +θ)/K1[d sin(φc)/2Lc], with θ

being the contact angle and φc being an angle defined by the ver-
tical position of the particles.44 Thus, the order of magnitude of
fc is mainly determined by γd. Figure 1(b) shows how fc (nor-
malized by fc at l = 0) decays with l (normalized by lc). Here, the
attraction decays rapidly over lc and becomes negligible after 2lc.
By normalizing l using d, the inset in Fig. 1(b) shows that fc for
the smaller particles (1.0 mm and 0.7 mm) can extend over a few
d, while for the 3.3 mm particles fc decays rapidly within one d.
Thus, in units of d, the range of the capillary interaction increases
with decreased particle diameter. Although the liquid surface dis-
tortion becomes much more complicated in a dense packing, re-
sulting in many-body contributions to the potential energy, this
difference in the interaction range should be preserved, at least
over voids when a pair of particle are not completely blocked by
other particles.51

The experimental apparatus used here is based on a previous
setup designed to study plastic deformation of granular materi-
als.17,24,59–62 It is capable of applying a well-controlled global
strain to a two-dimensional granular material while tracking all of
the particle positions and measuring the global resistance force.
In this study, this apparatus was adapted to performing tensile
tests for the particle rafts, which is shown in Fig. 2(a). Here, a
pillar of floating particles is sandwiched by two boundaries made
of hollow carbon fiber tubes that also float on their own. The
boundary on the bottom (of the picture) is fixed while the top
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Fig. 2 The experimental apparatus. (a) A photo of the experimental
apparatus. (b) An example of particle tracking with the tracked centers
marked by dots and the tracked radii displayed using circles. (c) An
example of measured tensile force vs. global strain for a single experiment
with 1 mm particles.

boundary is driven away from the bottom boundary by a stage
moving24,61 at a constant tensile velocity vt , which is conveyed
via two soft cantilever beams that connect the moving stage and
the top boundary. For the 0.7 mm and 1.0 mm particles, the par-
ticles are naturally attracted to the boundaries by the capillary
attraction, which is stronger than the particle-particle attraction.
For the 3.3 mm particles, the particle-boundary attraction is not as
strong, so a layer of particles were glued to the boundary to pre-
vent boundary detachment. The implementation of rigid bound-
aries suppresses deformation near the boundaries, which makes
the deformation not rigorously uniaxial and bias deformation and
failure towards the bulk region. In the analysis, we exclude the
particles near the boundaries.

For studying local structure, it is important to prepare a well-
shaped rectangular pillar made of a strictly single layer of densely
packed particles. Here, we first initiated a thin pillar (less than
5d wide) that connected the two boundaries, and then we grew
the pillar by dropping particles near its two sides, and let the
particles assemble to the existing pillar driven by the capillary
attraction, until the pillar reaches the desired shape. In this way,
we can obtain dense disordered packing with no particle overlaps
or large voids, see Fig. 2(a) and (b), and the fluctuation of the
boundary shape is typically smaller than 1d. Previous simulations
of small-scale tensile tests suggest that the occurrence of strain
localization and the formation of the shear band is not sensitive

to the system size as long as it is larger than 3-4 times of the
shear band size.32 We also found that shear band formation is
not sensitive to the system size when the pillar height is larger
than approximately 40d. The height/width ratio was varied from
1:1 to 4:1 and it does not qualitatively influence shear banding.
Thus, a reasonable pillar size was chosen to be L0 = 80d in height
and W0 = 40d in width for all the particle sizes. We chose a tensile
strain rate of ε̇ = vt/L0 =1.3×10−5 s−1 for all the particle sizes,
corresponding to vt = 1.04× 10−3 d/s. This results in a capillary
number of Ca = µvt/γ that is on the order of 10−6, where µ =

νρ, and a Reynolds number of Re = vtd/ν that is on the order of
10−4. This suggests that hydrodynamic forces and viscous forces
are much smaller than the capillary attractions in the system, and
the experiments were in a quasi-static regime.

For each experiment, images with a resolution of
2048×2048 px2 were recorded by a JAI/Pulnix TM-4200CL
camera with a time interval of 0.75 s, corresponding to a dis-
placement of the moving boundary of 7.8×10−4d. The positions
and radii of all the particles were tracked using a previously de-
veloped algorithm with a sub-pixel accuracy,24,61 and examples
of the tracked particle center and diameter are plotted on top
of a raw experimental image in Fig. 2(b). To reduce noise, we
further applied a Gaussian filter to the measured positions with a
time window corresponding to a moving boundary displacement
of approximately 1/15d, similar to our previous work.24,24 And
then particle velocities, v, were calculated based on the filtered
positions.

The global tensile force, Ft , was also measured during the ex-
periment, which ranges from 10−6 to 10−3 N and is too small
for typical commercial sensors. Instead, Ft was determined by
measuring the deflection that the soft cantilever beams experi-
enced while pushing on the moving boundary, see Fig. 2(c). The
deflection is linear to Ft

63 and it was measured as the relative
displacement between the boundary and the moving stage. This
displacement was monitored using two webcams mounted on the
stage (Fig. 2(a)), with a resolution of approximately 90 px/mm
and a time interval of 5.8 s. The beams are made of stainless steel,
and the stiffness of the beams were chosen so that observable de-
flections can be generated, with the maximum deflection being
slightly below 1 mm. The beam stiffness was separately calibrated
using a commercial 10 g force sensor (Transducer Techniques). As
demonstrated in Fig. 2(c), the result captures the trend of Ft in-
cluding its sharp initial increase. The major source of error comes
from possible variation of the beam length between the calibra-
tion and the experiment due to mounting. This could induce an
error in the conversion from deflection to force that is within 5%,
while not influencing the shape of the loading curve.

For each particle size, 50 tensile deformation tests were per-
formed to achieve good statistics on local deformation and struc-
tural changes, as discussed in the following sections.

3 Observations of brittle and ductile behaviors
In the tensile experiments, a transition from brittle to ductile be-
havior occurs as the particle size decreases. To visualize the tran-
sition, we quantify the local deviatoric strain rate, J2, in the de-
forming pillar at different global strains. The calculation of J2 is
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Fig. 3 Normalized J2 for examples of different particle sizes at different
global strains. In each pillar, local J2 for each triangle is plotted on top
of the original experimental image. See the supplementary material for
videos of the three experiments.

detailed in our previous studies,24,62 which is based on Delau-
nay triangulation of instantaneous particle positions. For a single
triangle, we calculated a local strain rate tensor ė based on the
velocity v of the particles on its vertices using the constant strain
triangle formalism,64

(
vx(x,y)− vx,c

vy(x,y)− vy,c

)
=

(
ė11 ė12

ė21 ė22

)(
x
y

)
, (1)

where x and y are Cartesian coordinates relative to the triangle
centroid, and vx,c and vy,c are the velocity at the centroid (to be
computed). From the symmetric portion ε̇ = (ėi j + ė ji)/2 we cal-
culate the local deviatoric strain rate J2,

J2 =
1
2

√
(ε̇11− ε̇22)2 +4ε̇2

12. (2)

Following our previous work,24,62 we normalize J2 by a charac-
teristic strain rate vt/d in the analysis.24

While J2 is good for identifying deviatoric deformation, we also
calculated a second local quantity, D2

min, which specifically picks
out the non-affine part of the deformation that corresponds to
local particle rearrangements.15 The calculation of D2

min is based
on the change of particle positions, ri, between two consecutive
frames within a time interval of ∆t. For each particle i, a best-fit
local affine deformation matrix, E, can be computed, and then
the non-affine displacement, D2

min, associated with particle i can
be calculated,21,60,65

D2
min,i(t,∆t) =

1
n

n

∑
i=1

∣∣r ji(t +∆t)−Er ji(t)
∣∣2 , (3)

where r ji = r j− ri is the relative position between particle i and
its neighbor j. Here we selected a time interval that corresponds
to a global tensile strain of 0.2%, which is a duration that is large
enough to capture a clear signal of non-affine displacement. The
search radius for neighbors is set to be 1.25d so that the first
shell of neighbors is included, which is roughly the same group
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Fig. 4 Normalized D2
min for examples of different particle sizes at different

global strains (same cases as Fig.3). In each pillar, the particles are
colored by their D2

min values. See the supplementary material for videos
of the three experiments.

of particles that share triangles with the center particle. We then
normalize D2

min by d2.60,65 Using J2 and D2
min, we demonstrate

examples of strain localization and failure for the three particle
sizes at different global strains, ε = (L− L0)/L0, where L is the
instantaneous pillar height. These results are shown in Figs. 3
and 4, where triangles colored by J2 or particles colored by D2

min
are plotted on top of experimental images. Note that the particles
near the four boundaries are left out of the analysis of J2 and
D2

min.
Figures 3 and 4 show that while strain localization and failure

occur for all particle sizes, qualitative differences exist. At the be-
ginning (ε ≈ 0), the local J2 is uniformly distributed for all d, and
little rearrangement occurs, indicating initial elastic deformation.
The magnitude of J2 decreases slightly with increased d. As ε pro-
ceeds to 0.25% and 0.5%, J2 is still fairly spread out in the pillar,
but its distribution is clearly non-uniform. This hint of strain lo-
calization is accompanied by the appearance of some high D2

min
values at locations where J2 is also higher. The difference for
the three particle sizes is small, but starts to show up as ε in-
creases to around 1%. Now, the deformation for the 3.3 mm case
is strongly localized to a single region, evident by a narrow and
system-spanning band with high J2. However, for the 0.7 mm and
1.0 mm cases, J2 is distributed in a relatively wider region, and
J2 gradually concentrates into a system-spanning band as ε ap-
proaches 2%. In the meantime, D2

min in the bands for the smaller
particles is higher and has a wider spread comparing to that of the
3.3 mm particles, indicating that the smaller particles are more
capable of rearranging.

The emergence of the strain-localized region can be treated as
the onset of failure. As ε further increases, a significant difference
in the ductility of the pillars appears. For the 3.3 mm particles,
a fracture develops from the strain-localized region and can be
observed at ε = 2% and 3%. At this point, the high J2 at the frac-
ture is mainly due to the growth of voids, which are visible as
the white spaces between particles in the D2

min. The pillar breaks
apart with little deformation, showing typical a brittle behavior.
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For 0.7 mm particles, rearrangements occur over extended region
of the sample (at ε = 3−9%), and no significant system-spanning
fracture exists. Instead, a long-lasting shear occurs between the
upper and lower half of the pillar divided by the strain-localized
region, which is a shear band. The overall shape of the pillar
deforms significantly and the shear band length shortens as ε in-
creases, showing a typical ductile behavior. The failure of 1.0 mm
particles is close to that of 0.7 mm particles, but by examining all
50 runs, we found there are typically a few voids growing at large
ε, similar to the 3.3 mm particles.

Throughout all experiments, strain localization and failure are
consistent with Figs. 3 and 4. For each particle size, the shear
band appears at similar global strains with similar characteristics,
while its vertical location varies. The average angle of the shear
band with the horizontal direction is 26.3±5.2◦ for d = 0.7 mm,
27.5±4.3◦ for d = 1.0 mm, and 26.6±6.9◦ for d = 3.3 mm. Note
that for the 3.3 mm particles, the failure planes still have the
same inclination as that for the smaller particles, which could
arise from similarities in their early-stage deformation, so we also
refer to them as shear bands. The value of this inclination is dif-
ferent from the 45◦ that is commonly seen in materials like metal-
lic glasses and polymers.1,2,8,9 The deviation is possibly a result
of particle friction that is unique to granular materials.6,66 This
could be explained as a combined effect of a local Mohr-Coulomb
failure criterion and long-range elastic interactions between the
failure sites (local rearrangements).19

Another way to examine the brittle-to-ductile transition is to
study the stress-strain curves. Here, we calculate the global ten-
sile stress by normalizing the measured tensile force Ft with γW0,
which can be understood as the characteristic magnitude of the
pairwise capillary attraction force, γd,44 times the number of par-
ticles across the width, W0/d. The result of this straightforward
normalization is shown in Fig. 5, with five individual measure-
ments demonstrated for each particle size. The maximum stress
increases with d, which is possibly due to the fact that larger parti-

cles can bring larger distortion to the liquid surface and thus have
larger capillary attractions.44 The stress difference is comparable
to the difference in their Bond number, Bo = d2/4l2

c , which com-
pares gravitational forces with the capillary forces. Although dif-
ferences exist between individual experiments, the results show a
significant change in ductility with particle size.

Initially, an elastic behavior is observed for all d with the tensile
stress rapidly increases, agreeing with the J2 and D2

min results.
For ε =0.25%-1%, the increase of the tensile stress slows down
until it flattens, which coincides well with the starting of strain
localization, indicating plastic deformation beyond yielding. The
third period is the failure process evident by the decay of stress.
A distribution of of maximum stress and ductility can be found
in the individual measurements, which is likely due to different
initial structure. To show the difference in ductility more clearly,
we first average the tensile stress over the 50 experiments for each
d, and then normalize it by the maximum average tensile stress,
which gives Ft/Ft,max (Fig. 5 inset). This normalization shows a
clear trend that the rate of decay is slower for smaller particles,
which further confirms their higher ductility. The relatively rapid
decay of strength for the 3.3 mm particles is mainly due to the
growth and merging of voids, while the slower decay of strength
for the 0.7 m is mainly due to the decrease of cross-sectional area.
The strength decay of the 1.0 mm particles is intermediate in a
way that it follows the curve of the more ductile 0.7 mm particles
until approximately ε = 5%, and falls off, which could be an effect
of void growth.

These results show that we experimentally achieved a brittle-
to-ductile transition by decreasing d, which corresponds to in-
creasing the interaction range of the capillary attraction. This
transition agrees qualitatively with transitions found in previous
numerical simulations that modified Lennard-Jones-like poten-
tials.8,34–36

4 Structural changes during strain localization and
failure

4.1 Quantifying structural changes

In this section, we quantify structural changes during tensile de-
formation by examining the local structural anisotropy and study
how it interacts with local deformation. The structural anisotropy
can be quantified using different approaches, such as free vol-
ume,67 Voronoi cell size and shape,68,69 local topology,70 and
machine learning.17,71 For this study, we focus on a quantity that,
like J2, is defined over Delaunay triangles: The area-weighted
divergence of the particle center-to-Voronoi cell centroid vector
field, Qk,72

Qk = ∇ ·Ck
Ak

〈A〉
. (4)

For a Delaunay triangle k, Ck is the vector field pointing from
particle centers to the centroid of corresponding Voronoi cells,
Ak is the area of the triangle, and 〈A〉 is the average area of all
triangles. An example of calculated Qk field is shown in the in-
set of Fig. 6, along with the corresponding triangles and Ck field.
By construction, the average Qk over an entire packing is zero.
Positive values of Qk tend to correspond to closely packed, or
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“overpacked,” sites, while negative values correspond to voids,
or “underpacked,” sites. The distribution of Qk value was previ-
ously observed to be nearly Gaussian except for a noticeable tail
of underpacked regions.72 Videos of experiments with particles
colored by their Qk values can be found in the supplementary
materials, along with videos for J2 and D2

min.
Figure 6 shows the initial Qk distribution calculated using ini-

tial particle positions for each d. Here, triangles connecting
boundary particles are again not included. The majority of Qk

resides in the region around zero with a Gaussian-like distri-
bution,24,62,72 which is made clear by plotting a Gaussian fit
calculated using −0.15 < Qk < 0.15 for each particle size. For
Qk <−0.15, the distribution deviates from Gaussian and becomes
exponential-like instead, corresponding to the existence of highly
underpacked sites. For this tail, the decay of the probability den-
sity is slower for larger d, meaning that the portion of highly un-
derpacked sites is larger for more brittle materials. The tails in the
Qk distributions for Qk > 0.15 also deviate from the Gaussian fits
following a similar trend. Note that these pillars are prepared fol-
lowing the same procedure and the initial packing fraction is simi-
lar for the three sizes, which is 0.77±0.01 for 0.7 mm, 0.78±0.01
for 1.0 mm, and 0.77±0.01 for 3.3 mm (averaged over 50 experi-
ments). The difference in the shape of the tails should come from
the way particles assemble into the pillar during the preparation,
which is again dictated by their capillary attraction.

Previous studies suggest that the distribution of Qk is related
to important physics in disordered solids including jamming tran-
sition,72 structural strength,24 and shear band formation.62 To
study the significance of structure during strain localization, we
quantify the tails in the distribution by measuring the area dif-
ference between the probability density of Qk distribution, p(Qk),
and the corresponding Gaussian fit, pG(Qk), which is the shaded
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area in Fig. 6, in a linear scale. We refer to it as the excess area,
Φ, and it is calculated as

Φ =
∫ Q−k

−∞

(p(Qk)− pG(Qk))dQk +
∫

∞

Q+
k

(p(Qk)− pG(Qk))dQk, (5)

where the integration limits are, Q−k =−0.15 and Q+
k = 0.15 for all

d, which correspond to where p(Qk) starts deviating from pG(Qk).
In Fig. 7, we study how Φ changes as the global tensile strain
increases. Here, we first normalize the global strain, ε, by the
strain when the shear band appears, εSB, which is set to be the
strain when the measured tensile force starts to decay. The av-
erage εSB over 50 experiments is 1.3±0.4% for 0.7 mm particles,
1.2±0.4% for 1.0 mm particles, and 1.0±0.3% for 3.3 mm parti-
cles. Figure 7(a) shows Φ vs. ε/εSB averaged over 50 experiments
for 0.7 mm particles as an example. In addition, we also show the
change of the normalized tensile stress, Ft/Ft,max, vs. ε/εSB in the
inset of Fig. 7(a).

Here, we examine Φ calculated using only triangles in the re-
gion that would develop into a shear band and compare it to Φ for
the entire pillar. For the shear band, we collect triangles that are
connected to particles within 1.5d distance to the center plane of
the shear band. This narrow distance threshold allows us to pick
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up strong structural signals in the early stage of the deformation.
The results are not sensitive to this threshold or the integration
limits in Eq. 5. The comparison in Fig. 7(a) shows that Φ in the
shear band region is initially higher, indicating that strain local-
ization favors locations with higher anisotropy. In the elastic pe-
riod (ε/εSB<0.3), Φ remains relatively unchanged, indicating lit-
tle structural change during elastic deformation while the tensile
stress quickly builds up. For ε/εSB > 0.3, as the pillar enters the
plastic regime with initiation of rearrangements and strain local-
ization, Φ in the shear band region starts to increase at a rate that
is much faster than the rate for the bulk. This increase coincides
well with the appearance of local rearrangements, suggesting a
strong structure-dynamics coupling. No significant transition of Φ

is found at ε/εSB = 1, indicating that the structure change during
the initiation of the shear band is rather smooth, and indeed no
sharp stress drop is observed in the force measurements (Fig. 5).

Figure 7(b) shows the difference in Φ between the shear band
region and the bulk, ∆Φ, which is normalized by the initial ac-
cess area of the bulk, Φ0 (shown in the inset). For all particle
sizes, ∆Φ/Φ0 is initially higher, and it is larger for larger d. For
all three sizes, ∆Φ/Φ0 also experiences a relatively unchanged in-
terval during elastic deformation, before it starts to increase at
a global strain that coincides well with strain localization. Thus,
there is a strong structural signal in the strain localization process
that exists long before the shear band actually appears, and it is
magnified by plastic rearrangements in the early stage of the de-
formation. The higher initial structural anisotropy in the shear
band region is reminiscent of our previous computational study of
pulled polymer nanopillars where the location of the shear band
can be predicted with high accuracy using the initial structural
information,9 indicating that structural difference is a universal
factor that drives strain localization of disordered solids. Fig-
ure 7(b) also shows that both Φ0 and ∆Φ/Φ0 are higher for more
brittle systems, indicating possible influences of the initial struc-
ture on ductility. The implications of the structural difference in
the Qk distribution will be interpreted by particle-level relations
between rearrangements and local deformation in the following
subsection.

4.2 Structure-dynamic relations during strain localization

To examine local relations between structural anisotropy and lo-
cal deformation, we bin the deviatoric strain rate, J2, of a triangle
according to its Qk value, and average over all triangles within
each bin.24,62 The bin-averaged J2–Qk relation during plastic de-
formation often has a “V-shape”, where J2 is high at highly posi-
tive and highly negative Qk, and low around Qk = 0.24,62 Different
from our previous experiments with a frictional substrate leading
to highly localized plastic deformations,24,62 a well defined elas-
tic regime exists here. This motivated us to compute the relation
at different ε which are shown for the 0.7 mm particles as an ex-
ample in Fig. 8(a). Here, we focus on the range of Qk where we
have ample amount of data, and we normalize the bin-averaged
J2 by the average J2 of all triangles at a specific ε/εSB, which is
〈J2〉. In the initial elastic regime at small ε/εSB, J2–Qk relation is
indeed different from the “V-shape” relation. Instead, J2 is low-
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est at the smallest Qk and increases linearly with Qk, especially
for the very beginning (light-colored). The "V-shape" relation is
recovered in the period dominated by plastic rearrangement, and
the transition appears gradual. This is a dynamic-structure sig-
nature of the yield transition, another signal that coincides with
strain localization.

The difference in the J2–Qk relation comes from the composi-
tion of the deformation: in the elastic period, J2 is dominated by
affine deformation, while in the later stage, J2 is dominated by
plastic rearrangements. To further investigate this difference, we
compute the J2–Qk relation in a second way. Instead of using tri-
angles at a specific ε/εSB, we include all triangles collected within
0 < ε/εSB < 1 and separate them into two groups: the ones that
are near rearranging particles, and the ones far away from rear-
ranging particles. Here we consider a particle rearranging when
its D2

min/d2 > 1× 10−4, a rather low threshold to make sure that
we filter out all significant rearrangements and get truly affine
deformation. We consider a triangle to be far away from a rear-
ranging particle if it is not connected to either this particle or its
first shell of neighbors (i.e., two layers away), and vice versa.

The calculated J2–Qk relations are shown in Fig. 8(b) for all d,
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which show a clear difference between affine elastic deformation
and plastic rearrangements. For triangles far away from rear-
rangements, the J2–Qk relations show a linear increase of J2 with
Qk, consistent with the early-stage results in Fig. 8(a), confirming
that it is indeed a dynamic-structure signature for elastic defor-
mation. A possible explanation for J2 being higher for more over-
packed sites is that the capillary attractions for closer particles are
stronger, so that these sites have higher local elastic moduli and
bear more elastic loading in a heterogeneous force network.

Plastic rearrangements favor highly anisotropic sites, especially
for highly underpacked sites with negative Qk.24,62 This is evi-
dent in the results for triangles around rearrangements, which
agree with the later-stage relations in Fig. 8(a). The rise of J2 in
the overpacked side (Qk > 0) of the “V-shape” is more significant
for smaller d (more ductile). For the 3.3 mm particles that have
the shortest interaction range, it is possible that the strength of a
compact triangle is too strong for it to rearrange. In our previous
studies of compression and penetration for particles of different
shapes, dimers showed a substantially higher strength and poor
ability to rearrange due to interlocking,24,62 and do not have the
upturn in the J2–Qk relation. This similarity indicates that the
upturn in the positive Qk side can serve as a signature for the de-
gree of ease for rearranging, and thus their ductility. The lack of
rearranging capability for highly overpacked sites could also con-
tribute to the higher tensile stress for larger particles, as there is
often a trade-off between strength and ductility during such tran-
sitions.8 In general, this preference for rearrangements to occur
at highly structural anisotropic sites means that the increase of
Φ can be considered as accumulation of structural damage18,33

during plastic deformation, which eventually leads to strain lo-
calization and failure.

4.3 Structure-dynamic relations during failure

Finally, we explore the structure-dynamic relation during failure,
which greatly influences the ductility. At this period, while Qk

is still a proper quantity for studying the structure-dynamic re-
lation and identify growing voids (with highly negative Qk), we
choose to directly use the triangle area, Ak, to represent the lo-
cal structure, since it can be compared to important length scales
such as d and lc. For the choice of a quantity representing the
dynamics where void growth is important, we use the volumetric
strain rate, ε̇v = ε̇11 + ε̇22, and also normalize it by vt/d. The late
stage of deformation, ε > εSB, is highly localized and all large re-
arrangements is confined in the failure region (Fig. 4). Thus, we
focus on triangles in this region, which can be found by selecting
triangles around particles with high D2

min. We set the threshold
to be D2

min/d2 > 1× 10−3 and the search radius to be two layers
around these particles so that roughly all triangles in this zone
are included.

The structure-dynamics relation between the triangle areas and
the volumetric strain rate is shown in Fig. 9. For each particle size,
we bin ε̇v/(vt/d) by Ak/d2 and show the bin-averaged values in
Fig. 9(a). The results show that the averaged ε̇v/(vt/d) is posi-
tive, and triangles with larger areas tend to have larger volumet-
ric strain rates. This trend works in favor of the growth of larger
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voids during failure, and the differential growth rate of Ak can
further increase the local packing anisotropy, which is consistent
with the Qk-based measure in Fig. 7. Moreover, the increase rate
of ε̇v/(vt/d) with Ak/d2 is significantly larger for larger particles,
showing that the void growth for brittle failure is more dramatic.
For ductile failure, while ε̇v/(vt/d) for the 0.7 mm particles is rel-
atively low, the deviatoric strain rate J2 can actually be higher
than J2 for the brittle materials, see Fig. 3. These results quanti-
tatively show that ductile materials can have larger-scale particle
rearrangements while avoiding any significant void growth dur-
ing failure.

The initial plateau at small Ak/d2 in Fig. 9(a) corresponds to
the regime where particles are in close contact. The plateau ex-
ists because Ak/d2 at close contact is not a unique value due to the
polydispersity of the particle diameters. To correct this, we sub-
tract the triangle area corresponding to close contact, Ak0, which
is calculated using the actual diameter of the constituting parti-
cles, as sketched in Fig. 9(a). In this way, Ak−Ak0 is the actual
area that corresponds to the separation of particles for a trian-
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gle. Upon further examination, we found that the increase rate of
ε̇v/(vt/d) with (Ak−Ak0)/d2 is proportional to d, which motivated
us to scale (Ak−Ak0)/d2 by lc/d. Figure 9(b) shows the results of
ε̇v/(vt/d) that is bin-averaged according to (Ak−Ak0)/dlc. In this
way, data for the three particle sizes collapses, showing a linear
initial increase followed by a plateau at large areas.

One way to rationalize this new scaling is that during tensile
deformation, the triangles mainly expand in one direction, while
the separation in the other direction remains at a characteristic
length of d. Thus (Ak−Ak0)/d gives a length scale for the sepa-
ration in the expanding direction, ls, which can be compared to
lc. Within ls/lc ≈ 2, the increase of ls results in faster expansion.
The upper limit, ls/lc ≈ 2, somehow agrees with the decay range
of the capillary attraction fc as shown in Fig. 1(b). The inset in
Fig. 9(b) shows how ls compares with the normalized average
pairwise separation distance of the triangle particles, l̄/d. The
results show that ls is comparable to l̄ in magnitude, which con-
firms that ls is comparable to l in Fig. 1(b). For ls/lc > 2, a second
regime is reached where ε̇v is roughly proportional to vt/d, and
ls/lc no longer has an influence over it, suggesting that the parti-
cles have broken free from the capillary attraction. This plateau
in the volumetric strain rate means that the area increase rate,
dAk/dt, is proportional to Ak, indicating an exponential growth,
a rather drastic growth mode that facilitates failure. Only the
3.3 mm particles reaches this regime, which distinguishes brittle
and ductile failure. This scaling reveals how ductility is tuned
by the interaction range lc/d at the particle level. Experiment-
ing at larger systems might allow larger voids to form for smaller
particles and eventually reach the plateau, and possibly trigger a
system-size induced ductile-to-brittle transition.29–33

5 Conclusions
We have shown that a model disordered solid made of a parti-
cle raft can experience elastic deformation, strain localization,
and failure during quasi-static tensile tests. The ductility of the
material can be tuned by using different particle sizes, which in
turn controls the interaction range for the capillary attractions.
Smaller particles with longer interaction ranges are more ductile
and can endure larger global tensile deformation without form-
ing larger voids and fractures. Larger particles with shorter in-
teraction ranges fail in a brittle way with a fracture forming after
relatively small global tensile deformation.

Distinct local structure-dynamic relations were found between
elastic deformation and plastic rearrangements, with the latter
being responsible for inducing structural changes and strain lo-
calization. The excess portion of local sites with high structural
anisotropy was found to be higher for strain localized regions
and also for more brittle materials. These sites are more prone
to having local particle rearrangements, which can in turn fur-
ther raise the structural anisotropy, forming a mechanism that
leads to strain localization. During strain localization and failure,
smaller particles can organize into larger rearrangements while
keeping voids from growing, resulting in ductile behaviors. On
the contrary, rearrangement in larger particles relies more on the
highly underpacked sites, and a larger differential void growth
was found for these particles, leading to brittle behaviors. Under

this mechanism, the initially higher structural anisotropy for pil-
lars with large particles works in favor of their brittleness, which
could serve as a secondary effect that influences the brittle-to-
ductile transition. This requires further investigation which de-
couples the initial structural anisotropy with particle interaction
potentials.

The experimental method developed in this work is useful for
studying the influences of particle-level features on local struc-
tures and dynamics as well as emergent system-scale behaviors
such as the shear band formation, despite the relatively small
system size. While this study demonstrates how the particle
interaction range controls ductility as previous simulations pre-
dicted,8,34–36 more mechanisms can also be tested using this ap-
paratus. It is certainly possible to tune the capillary interaction
more finely by adjusting particle/fluid density ratio, contact an-
gle, surface tension, or even replace the liquid surface tension
with a long-range elastic tension by covering particles with a
thin elastic film.73 We can also test the influence of surface fric-
tion,26 deformability,74 and particle shape4 by using bubbles or
3D-printed particles. Including thermal noise by mechanically vi-
brating the liquid surface to study the effect of temperature and
quenching8,28 is also possible. These methods can be used for ex-
ploring, designing, and optimizing ductility and other mechanical
properties of disordered materials.
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Tensile experiments of disordered granular particle rafts at an air-oil interface show that their ductility 
can be tuned by the particle size. 
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