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Abstract (max. 250 words) 

Some fundamental questions in the organic solar cell (OSC) community are related to the role 

of bulk and interfacial morphology on key processes such as charge generation, recombination, 

and extraction that dictate power conversion efficiencies (PCEs). The challenges with 

answering these questions arise due to the difficulty in accurately controlling, as well as 

comprehensively characterizing the morphology in bulk-heterojunction (BHJ) OSC blends.  In 

this work, large variations in the interfacial and bulk morphologies of different low molecular 

weight fraction (LMWF) PM6:Y6 blends were detected despite the blends being fabricated 

from ostensibly the same building blocks. A drop in PCE from ~15% to ~5% was observed 

when the concentration of LMWFs of the PM6 polymer was increased from 1% to 52%. The 

drop in PCEs is found to be due to the lowering of the short-circuit current density (JSC) and 

fill-factor (FF) values as a result of compromised charge generation efficiencies, increased bulk 

trap densities, reduced charge transport, and inefficient charge extraction. The origins of the 

high device performance in the 1% LMWF blend is rationalized by the favorable bulk and 

interfacial morphological features, resolved from four techniques at sub-nanometer to sub-

micrometer length scales. First, the closer donor: acceptor (D:A) interactions, smaller D and A 

domains, and increased D:A interfacial area facilitate ultrafast electron and hole transfer at the 

D:A interface. Second, the better long-range ordering and optimal phase separation of the D:A 

regions lead to superior charge transport and extraction. 
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Broader context: (max. 250 words)

Polymer:non-fullerene acceptor (NFA) bulk-heterojunction (BHJ) organic solar cells 

(OSCs) have reached unprecedented power conversion efficiencies (PCEs) of over 18%. 

However, there are some important fundamental questions regarding the role of morphology in 

the major processes dictating device performance that remain unanswered. One of the key 

challenges in addressing these questions is accurately characterizing the bulk and interfacial 

morphology in these blends. Moreover, precisely distinguishing the donor:acceptor (D:A) 

interactions at the BHJ interface in high performing polymer:NFA blends is challenging due to 

the structural similarities between the donor and acceptor molecules that lead to complex 

compositions, which are difficult to deconvolute. Here, we use the molecular weight fractions 

of the donor polymer as a tool to exert fine control over the interfacial and bulk morphology. 

Subsequently, from powerful 1D and 2D solid state NMR (ssNMR) spectroscopy techniques, 

valuable information on the nature of the D:A inter- and intra-molecular interactions could be 

obtained. The results from ssNMR spectroscopy are corroborated by three additional techniques 

at different length scales (sub-nanometer to sub-micrometer) used to attain a comprehensive 

understanding of the bulk and interfacial morphology in these blend systems. Ultimately, the 

results from this work provide recommendations on the significant bulk and interfacial 

morphological features that are critical for optimizing charge generation, recombination, and 

extraction processes to give high performing OSCs, expediting the pathway to its 

commercialization in the near future.
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1. Introduction

With polymer:non-fullerene acceptor (NFA) bulk-heterojunction (BHJ) organic solar cells 

(OSCs) reaching unprecedented power conversion efficiencies (PCEs) of over 18%,1 it has 

become essential to obtain an in-depth understanding of the role of bulk and interfacial 

morphology in the key processes determining their PCEs. However, precisely controlling and 

characterizing the bulk and interfacial morphology remains challenging. In this work, we 

investigate PM6:Y6 systems with different percentages of a low molecular weight (Mw) fraction 

(LMWF) in the batch of the PM6 polymer. When varying the LMWF of PM6 from 1% to 52%, 

large variations in the interfacial and bulk morphologies of the different LMWF blends were 

detected, despite being fabricated from ostensibly the same basic building-blocks. 

Consequently, divergent OSC performance between the different LMWF PM6:Y6 blends was 

obtained, highlighting the importance of carefully controlling the polymer Mw to ensure optimal 

device performance. Furthermore, although a few studies have previously shown that the Mw 

of polymers can significantly impact device performance in NFA-based OSCs,2–4 its effect on 

interfacial and bulk morphologies, and subsequently, the key photophysical processes from 

charge generation to extraction remain largely unexplored. Therefore, varying the LMWF in 

the PM6 polymer enables us to cleanly probe the impact of bulk and interfacial morphology on 

all processes of OSC operation, free of any differences in the innate chemical structures of the 

blend components.5

In this work, we extensively characterize the 1% and 52% LMWF PM6:Y6 blends with 

one- (1D) and two-dimensional (2D) solid-state NMR (ssNMR) spectroscopy, allowing us to 

identify and accurately characterize donor:acceptor (D:A) inter- and intra-molecular 

interactions. Furthermore, ssNMR results are supplemented by morphological characterization 

using grazing incidence wide angle scattering (GIWAXS), photo-conductive AFM (pc-AFM), 

and resonant soft x-ray scattering (RSoXS) techniques. The use of multiple techniques to 
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characterize the morphology at different length scales (from sub-nanometer to sub-micrometer) 

enables us to develop a comprehensive understanding of the bulk and interfacial morphology 

in the different LMWF PM6:Y6 blends. Subsequently, the role of such morphological 

differences on the processes dictating OSC device performance can be established; from this, 

we are able to provide important recommendations on the key interfacial and bulk 

morphological features that enable efficient NFA OSC device operation. Thus, this study 

provides an understanding of two fundamental and complex questions that are highly relevant 

to the OSC community: i) the role of the nature of the D:A BHJ interface on charge generation 

and recombination processes, and ii) the morphological factors affecting charge extraction and 

transport in BHJ OSCs. 

2. Results and Discussions

2.1.  Chemical Structures, Energy Levels, and Device Configuration

Fig. 1 shows the energy levels, device configuration, and chemical structures of the 

materials used in this study, as well as schematic representations of four different PM6 polymer 

batches that were tested with the Y6 NFA. The PM6 donor polymer batches comprised of high 

and low number average molecular weight (Mn) fractions, as depicted in the green and red 

schematics in Fig. 1c. The schematic pathway to the synthesis of the PM6 donor polymers and 

the extraction procedures for obtaining the different batches of polymers are described in the 

Supporting Information (Figs. S1-S3). From gel permeation chromatography (GPC) (Table S1), 

it was found that the different PM6 batches contain high and low Mw fractions of Mn = 40 kDa 

and Mn = 2.5 kDa, respectively. It should be noted that the polymers in the LMWFs with a Mn 

= 2.5 kDa consists of about 4 PM6 monomers, whereas the high molecular weight fraction 

(HMWFs) with a Mn = 40 kDa consist of polymers with about 64 PM6 monomers. The batches 

vary in the ratio of low and high molecular weight fractions present, and are referred to as 1%, 

7%, 9%, and 52% LMWF PM6 donor polymers as shown in Fig. 1c. To the best of our 
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knowledge, completely removing the LMWF is not possible; there will always be a small 

amount (≤ 1%) of the LMWF PM6 fraction present in the polymer batches. Generally, GPC 

analyses of this low quantity of LMWF PM6 are not conducted in most studies reported in the 

literature.5–12 

Fig. 1 (a) Chemical structures of the PM6 donor, the Y6 NFA, and the PDINO electron transport 

interlayer. (b) Energy levels of PM6, Y6, and hole (PEDOT:PSS) and electron (PDINO) 

transport layers as well as the device architecture used. (c) Schematic representation of the 
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different LMWFs (1%, 7%, 9%, and 52%) in the PM6 polymer batches used.

2.2.  Solar Cell Characteristics

We begin this study by testing the four different batches of PM6 donor polymers containing 

1%, 7%, 9%, and 52% LMWFs with the Y6 NFA. To ensure a systematic comparison between 

the four batches, the device configuration, D:A blend ratios, processing solvents, and annealing 

conditions for the devices across the different PM6 batches were kept the same. As depicted in 

the box plots in Fig. 2a, the PCE decreases with increasing LMWFs (1%, 7%, 9%, and 52%) of 

the PM6 polymer in the blends from about 15% to 5% (Table 1). To further investigate why the 

PCE drops with increasing LMWFs, we examine the J-V curves of the different LMWF blends 

in further detail. Fig. 2b shows the J-V curves at 1 sun illumination (100 mW cm-2 AM 1.5) of 

the four different blend systems. Since the 7% and 9% LMWF blends do not show significant 

differences in the PCEs, an in-depth study was conducted to understand the reasons behind the 

PCE differences in the 1% and 52% LMWF blend systems. 

Table 1. Power conversion efficiency averages for at least 20 devices for the four different 

batches of PM6 polymer with the Y6 NFA. The solvent (CF, 0.5% CN) and processing 

conditions (annealing at 110 °C for 10 min) were kept the same to ensure a systematic 

comparison of the blend systems.

The large drop in PCEs from 15% to 5% in the 1% and 52% LMWF blends was found to 

be dictated by a reduction in the FF and JSC values, where the FF dropped from an average 

PM6:Y6 
blend VOC (V) JSC

(mA cm−2) FF Average PCE 
(Max) [%]

1% LMWF 0.83 ± 0.003 25.5 ± 0.7 0.712 ± 0.02 15.0 ± 0.4 (15.35)
7% LMWF 0.846 ± 0.003 20.6 ± 1.2 0.681 ± 0.02 11.8 ± 0.6 (12.9)
9% LMWF 0.843 ± 0.005 20.4 ± 1 0.646 ± 0.02 11.1 ± 0.5 (12.3)
52% LWMF 0.85 ± 0.006 12.0 ± 0.7 0.51 ± 0.02 5.2 ± 0.5 (5.7)
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value of 0.71 to 0.51 and the JSC dropped from 25.5 to 12 mA/cm2 (Table 1). The small 

differences in the VOC values (0.83 V vs. 0.85 V) can be explained by the higher charge transfer 

voltage losses (S1-CT offset) in the 1% LMWF blend compared to the 52% LMWF blend (Figs. 

S4-S5). Fig. 2c shows the external quantum efficiency (EQE) spectra of the 1% and 52% 

LMWF blends which drops from an average EQE of ~80% to ~40% in the wavelengths of 500-

800 nm. Furthermore, the integrated JSC values were found to be within 4% of the average JSC 

values measured via the J-V characteristics. A combined simulation and experimental 

approach13 was used to obtain the internal quantum efficiencies (IQEs) for the 1% and 52% 

LMWF blend systems. The difference in IQEs from ~90% to ~70% in going from the 1% 

LMWF to the 52% LMWF blend systems confirms the decreased charge generation and 

extraction efficiencies. 

Fig. 2 (a) Box plots showing PCE averages for the 1%, 7%, 9%, and 52% LMWF PM6:Y6 

blends. (b) J-V curves of the 1%, 7%, 9%, and 52% LMWF PM6:Y6 blends and (c) EQE and 
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IQE spectra of the 1% LMWF and 52% LMWF PM6:Y6 blends.

2.3. Morphological Characterization

Next, we establish the interfacial and bulk morphological differences in the 1% and 52% 

LMWF PM6:Y6 blend systems. An OSC device performance is largely affected by the BHJ 

morphology.1,14–19 Therefore, by characterizing the bulk and interfacial morphology in the two 

blend systems, we can identify the effects of these differences on the processes ranging from 

charge generation to extraction that dictate device performance.16,18–23 To obtain a 

comprehensive picture of the BHJ morphology in the two PM6:Y6 blends from sub-nanometer 

to sub-micrometer length scales, four techniques were used.

Fig. 3 Normalized AFM topography images of (a) 1% LMWF PM6:Y6 and (b) 52% LMWF 

PM6:Y6 blends. photoconductive AFM images taken at 0V bias and under white light 

illumination of (c) 1% LMWF PM6:Y6 and (d) 52% LMWF PM6:Y6 blends. The 

corresponding normalized photoconductive AFM images of (e) 1% LMWF PM6:Y6 and (f) 

52% LMWF PM6:Y6 blends. Lorentz corrected and circularly averaged RSoXS profiles of the 

(g) 1% LMWF PM6:Y6 and (h) 52% LMWF PM6:Y6 blend systems.

First, AFM and photo-conductive atomic force microscopy (pc-AFM) techniques were used 

to visualize the domain sizes and the hole- and electron-rich domains on the BHJ blend film 
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surfaces of the 1% and 52% LMWF PM6:Y6 devices at sub-micrometer length scales. In a pc-

AFM measurement, an electrically conductive platinum-chromium coated tip is used to scan 

the surface of the photoactive layers of the devices under white light illumination and 0 V bias 

such that features of high and low photocurrents in the two blend films corresponding to hole- 

and electron-rich regions can be spatially mapped. Fig. 3a,b shows the topography images of 

the 1% and 52% LMWF blends. Fig. 3c,d shows the corresponding pc-AFM images that are 

simultaneously scanned with the topography images. The corresponding high resolution 500 × 

500 nm sized images of each blend shows identifiable differences in the domains of the two 

blend films. The 1% LMWF blend exhibits smaller and more defined, grain-like, and swirling 

patterns which can also be visualized in the photocurrent images. The corresponding 

photocurrent image of the 1% LMWF device reveals small phase separated domain sizes of 

hole- (PM6; lighter color on the photocurrent scale) and electron- (Y6; darker color on the 

photocurrent scale) rich regions on the film surface. Overall, the fact that there is a continuous 

interpenetrating network of electron and hole rich domains that can be visualized by pc-AFM 

suggests that there are finely phase-separated donor and acceptor networks throughout the 1% 

LMWF PM6:Y6 blend film surface, which can be correlated to the finely phase separated 

surface morphology. The higher viscosity and thickness of the 1% LMWF blend film amounts 

to root-mean-square (RMS) roughness values of ~1.9 nm. Contrastingly, the 52% LMWF blend 

displays larger domain sizes and less defined features. The corresponding photocurrent image 

of the 52% LMWF blend shows that domains of hole-(PM6; lighter color on the photocurrent 

scale) and electron- (Y6; darker color on the photocurrent scale) rich regions are not finely and 

continuously separated as in the 1% LMWF case, which is consistent with the larger domain 

sizes seen in the height images. The lower viscosity and thickness of the 52% LMWF blend 

amounts to RMS roughness values of ~1.7 nm. Overall, comparison of the pc-AFM images 

under white light illumination elucidate two advantages in the nanoscale morphology of the 1% 

LMWF blend films: an increase in the nanoscale photocurrent scale; consistent with the higher 
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JSC values of the tested devices (Fig. 3e,f), and a continuous interpenetrating network of electron 

and hole rich domains suggesting finely phase-separated D and A networks throughout the film 

surface. 

Second, grazing incidence wide-angle x-ray scattering (GIWAXS) was used to probe 

differences in the meso-scale structural order of the two blends (ca. tens of nanometers). Fig. 

S6 shows the GIWAXS patterns of the 1% and 52% LMWF PM6:Y6 blend films, which reveal 

that both blends have a primarily face-on orientation. The GIWAXS 1D line cuts corresponding 

to the in-plane (qxy) and out-of-plane (qz) scattering intensities are also shown in Fig. S6. The 

corresponding d-spacing,  and lamellae stacking distances are listed in Table S2. It was 

found that while the  stacking peaks corresponding to both PM6 and Y6 could be resolved 

in the 1% LMWF blend, at 1.75 qz (d: 0.36 nm, Lc: 2.31 nm) and 1.81 qz (d: 0.35 nm, Lc: 3.89 

nm) respectively, the scattering peaks in the 52% LMWF blend corresponding to Y6 could not 

be resolved. The only  stacking peaks that could be resolved in the 52% LMWF blend was 

the peak corresponding to PM6 at 1.76 qz (d: 0.36 nm, Lc: 2.32 nm). In addition, it was found 

that the 1% LMWF blend contained additional lamellar scattering peaks from Y6 at 0.22 qxy (d: 

2.85 nm, Lc: 26.30 nm) and 0.43 qxy (d: 1.46 nm, Lc: 5.91 nm), which was absent in the 52% 

LMWF blend. Furthermore, the 1% LMWF blend was generally found to have larger coherence 

lengths (LC) for the lamellar stacking peaks. Therefore, from a qualitative inspection, we can 

conclude that the 1% LMWF blend exhibits a superior molecular ordering compared to the 52% 

LMWF blend.  

Third, resonant soft x-ray scattering (RSoXS) was used to obtain information on the domain 

purity and the domain spacing distribution.24,25 Figs. 3g,h show the Lorentz corrected and 

circularly averaged RSoXS profiles of the blend films. The fitting parameters are provided in 

Table S3. Long periods of ~126 nm for the 52% LMWF blend and ~56 nm for the 1% LMWF 

blend were extracted from the RSoXS profiles, which were consistent with the differences in 
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domain sizes obtained from the pc-AFM measurements. Variations in the long period between 

the two LMWF blends can be explained by considering the impact of the polymer viscosity on 

the film formation. Previous studies have shown that blends containing more low Mw PM6 

chains are less viscous and as a result have more time to undergo liquid-liquid transition, which 

delays the liquid-solid transitions to form larger domains.4,26–31 The root-mean-square (RMS) 

composition variation (which is monotonically related to the domain purity) of the 1% and 52% 

LMWF blends were determined by obtaining the integrated scattering intensities. A higher 

value for the RMS composition variation indicates larger average purity of domains in the 

blends. In comparison to the 1% LMWF blend, it was found that the RMS composition variation 

was higher for the 52% LMWF blend, indicating higher average purity. A high average purity 

has been shown to be related to a reduced number of molecular D:A interfacial area due to the 

reduced distribution of acceptor molecules in the polymer-rich phase.4,20,24,32 Therefore, the 

RSoXS data suggests that the 1% LMWF blend has an increased molecular D:A interfacial area 

in addition to the increased domain interfacial area due to the smaller average domain sizes of 

the polymer-rich and acceptor-rich domains. This observation is consistent with the nanoscale 

phase separation visualized from pc-AFM where more continuously phase separated D:A 

interfaces can be observed in the 1% LMWF blend.

The morphological techniques discussed so far reveal differences in the macroscopic 

characteristics of the 1% and 52% LMWF PM6:Y6 blends. Several theoretical and 

experimental studies have suggested that the nature of the molecular-level D:A interactions can 

affect the rates of charge transfer and recombination,33–35 electronic coupling,19,36 charge 

generation,19,35 and charge delocalization.37 To this end, insights into short-range structures and 

molecular D:A interactions of the 1% LMWF and 52% LMWF PM6:Y6 blends were obtained 

by employing multi-nuclear 1D and 2D solid-state NMR spectroscopy techniques.

Solid-state NMR (ssNMR) spectroscopy is a short-range technique that allows local 

structures and interactions in heterogeneous polymers and blends to be measured and 
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distinguished at a sub-nanometer to nanometer resolution.16,38–44 The 1H, 13C, and 19F chemical 

shifts and line-shapes are sensitive to local bonding environments, non-covalent interactions, 

and molecular conformations in -conjugated materials.[38–41]16,45–47 In such materials, 

information on molecularly proximate and dipole-dipole coupled 1H-1H and 1H-X pairs (X=13C, 

15N and 19F) at sub-nanometer to nanometer distances can be obtained by the analyses of 

powerful 2D correlation NMR spectra. In addition, in situ and ex situ NMR techniques have 

been employed to understand the phases transitions, crystallization, melting and solid-to-

solution transformations or vice-versa.48–51 Furthermore, combined X-ray scattering, ssNMR 

spectroscopy, and computational modeling approaches have shown enormous potential to 

elucidate the structures of conjugated systems43,45 and packing interactions in 

polymer:fullerene BHJ blends.40 Such multi-technique approaches are seldom applied to study 

BHJ blends with non-fullerene acceptors due to the presence of structurally identical donor and 

acceptor moieties that lead to intrinsically complex compositions which are difficult to 

deconvolute. However, in this case, analyzing and comparing the structural information gained 

from powerful 1D and 2D NMR spectroscopy techniques, valuable insight into the nature of 

the D:A inter- and intra-molecular interactions in the 1% and 52% LMWF blends could be 

obtained.

In this study, we examined different 1H, 13C, and 19F sites in the 1% and 52% LMWF PM6 

donor polymers and Y6 acceptor molecules and their respective blends. Although 1H ssNMR 

spectra benefit from intrinsically high sensitivity, the severely overlapped spectra of PM6:Y6 

blends hinder the identification of signals corresponding to distinct aliphatic and aromatic 1H 

sites (Fig. S7).  1D and 2D 19F ssNMR techniques have been employed to characterize the local 

19F sites in PM6 donor and Y6 acceptors moieties (Fig. S8). Detailed insights into through-

space proximities between 1H and 13C nuclei at sub-nanometer to nanometer distances can be 

obtained by analyzing and comparing the 1D 13C{1H} CP-MAS and 2D 13C-1H heteronuclear 

correlation (HETCOR) NMR spectra of neat molecules and BHJ blends (Fig. 4 and Figs. S9-
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S11). In particular, 2D 1H-13C HETCOR NMR experiments facilitate spectral simplification by 

distributing the 1H and 13C signals into two frequency dimensions, which allow distinct 2D 13C-

1H correlation intensities to be resolved. The homonuclear decoupling was applied during the 

acquisition of vertical indirect 1H dimension using a DUBMO pulse sequence.52,53 The analyses 

of 2D 13C-1H correlation intensities of the 1% and 52% BHJ blends can be compared to the 

analogous signals in the 2D 13C-1H correlation spectra of neat PM6 and Y6 materials to obtain 

valuable information on the D:A inter- and intra-molecular interactions, as discussed below.

Fig. 4 shows the 2D 13C-1H HETCOR NMR spectra of the 1% and 52% LMWF PM6:Y6 

blends together with the 1D 13C{1H} CP-MAS spectra of neat Y6, PM6, and the PM6:Y6 blends 

presented on the top horizontal axes (Fig. 4). Aliphatic and aromatic 1H and 13C signals 

associated with PM6 and Y6 molecules are shown in colored dots, as depicted in their schematic 

structures. Analogous 2D 13C-1H HETCOR NMR spectra of neat Y6 material and different 

batches of PM6 polymers were analyzed and compared (Figs. S10-S11). In the 2D 13C-1H 

spectra of the 1% LMWF (high performing) PM6:Y6 blend shown in Fig. 4b, correlation signals 

between 13C (13, 15 ppm) and 1H (1.5 ppm) and between 13C (25-35 ppm) and 1H (1.7-2.5) 

originate from –CH3 and –CH2 groups of alkyl side chains, respectively. Of particular interest 

is the 2D correlation signal between 13C (13 and 15 ppm) and aromatic 1H signals (6-7.5 ppm) 

depicted in the green color box, which indicates the close intermolecular proximity between the 

PM6 sidechains and Y6 aromatic groups, and/or the PM6 backbones and Y6 sidechains. By 

comparison, in both PM6 and Y6 molecules, the C-H moieties in the aromatic core are relatively 

far from the terminal methyl groups in aliphatic chains and the intramolecular C-H dipolar 

interactions are less likely to contribute to such 2D correlation peaks. These results are 

corroborated by the analysis of 2D HETCOR NMR spectra of neat Y6 and PM6 compounds 

shown in Figs. S10-S11, which exhibited no such correlation peaks between aliphatic and 

aromatic C-H moieties within PM6 molecules and minimal correlation peaks within the Y6 

molecules. Hence, most of the 2D correlation signals between aromatic 13C (120-150 ppm) and 
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aliphatic 1H (1-2.5 ppm) in Fig. 4b are expected to originate from both inter- and intra-molecular 

through space proximities between PM6 and Y6 molecules in BHJ blends. However, these 

signals are partially overlapped and convoluted to be accurately distinguished and identified, 

which hinders the ability to extract detailed information about the intermolecular interactions 

between PM6 and Y6 molecules. Nevertheless, well-resolved 2D correlation intensity between 

the carbonyl groups of Y6 (13C, 186 ppm, purple dot) and aliphatic 1H signals of PM6 (1.2-1.5 

ppm) depicted in the green oval (Fig. 4b) further validates the close spatial proximity between 

the Y6 aromatic groups and PM6 sidechains. In contrast, no such 2D correlations between 1H 

(1.2 -1.5 ppm) and 13C signals (186 ppm - purple dot in Y6, and 178 ppm - ivory dot in PM6) 

were detected in the 2D HETCOR NMR spectra of the neat Y6 and PM6 compounds (Figs. 

S10-S11). These results indicate the close (<1 nm) intermolecular proximity between PM6 and 

Y6 molecules in the 1% LMWF PM6:Y6 blend.

To probe the D:A interactions in the 52% LMWF (low performing) PM6:Y6 blend, we 

analyzed and compared the 1D 13C{1H} CP-MAS and 2D 13C-1H HETCOR spectra of neat 

compounds and the BHJ blend (Figs. 4c,d). Although the 2D correlation signals between 13C 

(24-35 ppm) and 1H (~1.5-2.0 ppm) and between 13C (24-35 ppm) and 1H (2.2-2.5 ppm) sites 

originating from –CH3 and –CH2 groups of alkyl side chains are observed, no such 2D 

correlation intensities associated with the intermolecular interactions between PM6 and Y6 

molecules are detected in the low performing blend (red dashed rectangle). The 2D correlation 

intensity present in the HETCOR spectrum of the 52% LMWF blend (present within the red 

dashed rectangle) originates from the through-space interactions between aliphatic and 

aromatic sites of Y6 molecules themselves, which is also present in the 2D HETCOR spectrum 

of neat Y6 material (Fig. S11b). Additionally, unlike in the 1% LMWF blend, the 2D correlation 

intensity associated with carbonyl groups of Y6 (13C, 186 ppm) and aliphatic 1H signals (1.2-

1.5 ppm) of PM6 shown in the green oval (Fig. 4b) was not detected in the 2D 13C-1H correlation 

spectrum of the 52% LMWF blend (Fig. 4d). Instead, a correlation intensity between 13C signals 
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of carbonyl groups and aromatic 1H signals (~7 ppm) of Y6 aromatic groups (depicted within 

the red oval) was observed, which is expected to arise from the intramolecular 13C-1H proximity 

within Y6 molecules as shown in the 2D 13C-1H correlation spectrum of neat Y6 (Fig. S11b). 

The absence of 2D 13C-1H correlation peaks corresponding to the D:A intermolecular 

interactions in the 52% LMWF blend confirms the lack of close D:A interactions, unlike those 

found in the 1% LMWF blend. 

Fig. 4 Left: Comparison of (a) 1D 13C{1H} CP-MAS spectra of neat Y6, PM6 (1% LMWF) 

and PM6:Y6 blends. (b) 2D 13C-1H heteronuclear correlation NMR spectrum of 1% LMWF 

PM6:Y6 blend. Right: Comparison of (c) 1D 13C{1H} CP-MAS spectra of neat Y6, PM6 (52% 

LMWF), and PM6:Y6 blends. (d) 2D 13C-1H heteronuclear correlation NMR spectrum of 52% 

LMWF PM6:Y6 blend. Spectra were acquired at 9.4 T (12.5 kHz MAS) with 4 ms of CP contact 

time. *denotes the carrier frequency of 1H homonuclear decoupling.
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To summarize the morphological findings, systematic analyses using the four 

characterization techniques (from sub-nanometer to sub-micrometer length scales) revealed 

bulk and interfacial morphological differences in the 1% and 52% LMWF PM6:Y6 blends. 

Notably, analyses of 2D 13C-1H HETCOR spectra revealed intermolecular 13C-1H proximities 

between PM6 and Y6 molecules in the 1% LMWF blend, which were absent in the 52% LMWF 

blend. While these results imply different intermolecular packing arrangements in PM6:Y6 

blends with different LMWFs of the PM6 donor polymers, we note that the development of 

complete three-dimensional structural models of such intrinsically complex blends using 

ssNMR results alone is less straightforward and is beyond the scope of this work.54 

Nevertheless, ssNMR results were found to successfully resolve crucial differences in the D:A 

interactions between the two blends. Additionally, from a combination of the four 

morphological techniques, we established that the high-performing (1% LMWF) BHJ blend 

has better long-range ordering, a more continuous and optimal D:A phase separation, larger 

D:A interfacial area, and closer D:A interactions. Next, we investigate the impact of these bulk 

and interfacial morphological differences on the charge transfer dynamics at the D:A interface, 

as well as the non-geminate recombination and extraction dynamics of the 1% and 52% LMWF 

PM6:Y6 blends.  

2.4.  Charge Generation Dynamics 

The use of transient absorption (TA) spectroscopy allows us to fully-characterize the charge 

generation processes in the 1% and 52% LMWF PM6:Y6 blends. Thus, a detailed 

understanding of the effect of BHJ morphology on the charge generation dynamics can be 

obtained. For the simplest picture, we begin by selectively exciting Y6 in the blends with an 

800 nm pump pulse to induce hole transfer to PM6. Importantly, care was taken to ensure that 

identical excitation densities were used across all TA measurements for both blends (n0 ~1x1017 
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cm-3; highly comparable to the carrier densities of devices under operating conditions discussed 

in the following section, Fig. S26a), allowing for a direct comparison of the resulting 

photophysics. A fluence series was also conducted for these systems, where there was a clear 

increase in the rate of excited state decay at higher fluences, as would be expected from the 

extra bimolecular recombination induced by the increased excitation densities. The TA spectra 

for each sample at different pump fluences are included in the SI (Figs. S12-S15). However, 

we choose to focus on the lowest fluence measurements here, as they will have the smallest 

amount of excess bimolecular recombination and are therefore the most relevant to discuss 

when trying to understand the charge generation dynamics of the blends.

 The TA spectra and kinetics of the 1% LMWF blend after excitation with a low fluence of 

0.45 μJ/cm2 are shown in Figs. 5a,b. At 0.2 ps, we observe the presence of a positive feature 

between 700 – 900 nm and a narrow photo-induced absorption (PIA) at 920 nm. By referencing 

the TA of a polystyrene:Y6 1:1.2 film (Fig. S16), we attribute the positive feature to the ground 

state bleach (GSB) of Y6 and the PIA to the Y6 singlet exciton (S1). Additionally, the PM6 

GSB is also visible between 530 – 650 nm (Fig. S17). The steady-state absorption spectra of 

the neat materials are shown in Fig. S18 to provide definitive proof that the positive signals 

belong to the GSB of PM6 and Y6. The presence of the polymer GSB, despite selective 

excitation of Y6 below the band gap of PM6, suggests that some hole transfer from Y6 occurs 

on ultrafast (<0.2 ps) timescales. As time progresses, the PM6 GSB continues to rise and peaks 

after ~100 ps, confirming hole transfer is completed by this time. Additionally, new negative 

bands form between 700 – 800 nm and at the edge of the probe range around 950 nm. Through 

comparison to a reference PM6:PC60BM film (Fig. S19), we confirm that the 950 nm band is 

due to the absorption of holes on PM6. Interestingly, we can associate the band between 700 – 

800 nm to an electro-absorption (EA) feature of PM6 (Fig. S19): the EA represents the Stark-

shift of the PM6 absorption spectrum by the electric field of the separating charges.55–58  Thus, 

the presence of a strong EA signal is consistent with the efficient free charge generation in the 
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1% LMWF blend.

For comparison, we have also excited the 52% LMWF blend at 800 nm with a low fluence 

of 0.50 μJ/cm2, with the resulting TA spectra and kinetics displayed in Figs. 5c,d. At 0.2 ps, we 

again observe the Y6 GSB. However, in clear contrast to the 1% LMWF blend, the PM6 GSB 

is not visible at this time. In fact, the PM6 GSB does not noticeably form until 10 ps (Fig. S20): 

thereafter a particularly muted growth ensues. The peak PM6 GSB intensity occurs at 200 ps, 

confirming hole transfer is complete, after which time it begins to rapidly decay again. 

Additionally, the Y6 GSB, which remains at a relatively constant intensity in the 1% LMWF 

blend, also significantly decreases over the time of the experiment. Given the slow hole transfer 

process in this blend, it is likely that the fall in Y6 GSB intensity is due to the decay of un-

dissociated Y6 S1 back to the ground state. By 2 ns, the low intensity of the remaining spectral 

features, including the PM6 EA and hole PIA, in the 52% LMWF blend confirms that fewer of 

the initially-generated excitons are successfully converted to free charges (Fig. S21); this is 

fully consistent with the lower JSC and reduced performance observed in this blend.

Next, we preferentially excite PM6 at 580 nm to track the electron transfer process from PM6 

to Y6. However, as there is still some absorption by Y6 at 580 nm, a small fraction of the NFA 

will also unavoidably be excited. Beginning with the 1% LMWF blend (Figs. S22a,b), pumped 

with a low fluence of 0.67 μJ/cm2, the PM6 and Y6 GSB are both present at 0.2 ps. After this 

time, the spectral evolution closely resembles that of the blend after selective excitation of Y6 

at 800 nm, when only hole transfer can take place. The lack of early-time spectral evolution 

implies that the electron transfer process is completed on ultrafast timescales. To confirm this, 

we have also performed TA on the near-infrared (NIR) region from 1250 – 1600 nm, where the 

S1 PIAs of PM6 and Y6 reside (Fig. S22c). Here, we observe rapid quenching of the PM6 S1 

PIA at 1250 nm within 1 ps. Thus, the electron transfer process from PM6 to Y6 also appears 

to be extremely efficient, in-line with the excellent performance obtained in the 1% LMWF 

device. In the 52% LMWF blend, excited at 580 nm with a fluence of 0.95 μJ/cm2, the resulting 
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behavior is markedly different (Figs. S23a,b). After peaking immediately after excitation at 0.2 

ps, the PM6 GSB actually decreases in intensity over the first 10 ps. Taking a kinetic trace 

between 675 – 725 nm, which corresponds to the vibronic shoulder of the Y6 GSB, we notice 

this region also increases in intensity over the same timescales. Further, in the NIR region, there 

is an increase in the intensity of the Y6 S1 PIA as the PM6 S1 PIA is quenched (Fig. S23c). 

Taken together, it is clear that a significant proportion of the PM6 S1 states undergo Förster 

resonance energy transfer (FRET) from PM6 to Y6 in the 52% LMWF blend; we estimate this 

to be 30% from the decrease in the PM6 GSB from its initial magnitude by 10 ps (Fig. S23b). 

We note that FRET is not detectable in the 1% LMWF blend, where the rapid charge transfer 

out-competes any FRET processes. Following FRET in the 52% LMWF blend, the PM6 GSB 

regains intensity from 10 ps onwards and peaks at 200 ps, whilst the PM6 EA feature begins to 

form; this is consistent with the timescales and dynamics of the hole transfer process from Y6 

to PM6.
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Fig. 5 Visible region TA spectra and fitted kinetics of the PM6:Y6 (a,b) 1% LMWF blend 

(pump: 800 nm and fluence: 0.45 μJ cm-2) and (c,d) 52% LMWF blend (pump: 800 nm and 

fluence: 0.50 μJ cm-2).

Having now characterized the contrasting charge transfer dynamics of the two blends, we 

are well-positioned to rationalize the experimental behavior against the known morphological 

features. The key observation is that both electron and hole transfer processes are faster and 

more efficient in the 1% LMWF blend, which contributes to the improved JSC value. Beginning 

with the electron transfer process, the fact that FRET can out-compete electron transfer in the 

52% LMWF blend suggests that the charge transfer process is compromised. As the 52% 

LMWF blend has larger D and A domains, with purer D domains, as well as a smaller D:A 

interfacial area, this means PM6 excitons are likely to be generated further from the D:A 

interface or the nearest A molecule inside the D-rich domains. Whilst charge transfer is a short 

range process, typically taking place between adjacent D and A molecules,59 FRET can occur 

over comparatively long-ranges (~5 nm).60 Thus, FRET can compete with charge transfer if it 

becomes significantly diffusion-limited. In a blend where hole transfer from A to D is equally 

as efficient as electron transfer, FRET is unlikely to significantly harm the charge generation 

efficiency, though it may be considered a marker for a non-ideal morphology. However, when 

the hole transfer process becomes inefficient, FRET channels excitons onto the component with 

a lower charge transfer efficiency. This then compounds the problem of an inefficient hole 

transfer process, as it now becomes responsible for dissociating an even larger fraction of the 

excitons. We note the development of such a bottleneck in the 52% LMWF blend. This finding 

is reinforced by a recent report from Zhong et al. where that also discusses FRET from D to A 

was also observed to compete with electron transfer in the case of D excitons generated further 

from the D:A interface.61

Particularly interesting is the effect of morphology on the hole transfer process in the blends. 

Whilst there is also likely an aspect of diffusion limitation on the hole transfer rates, as discussed 
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previously, the situation is somewhat more complex. The critical observation is the presence of 

some ultrafast (<0.2 ps) hole transfer taking place in the 1% LMWF blend, with this component 

entirely absent in the 52% LMWF blend. If diffusion was the sole factor limiting the hole 

transfer rate, we would expect to see a smaller, but finite, amount of ultrafast hole transfer. This 

is because a proportion of Y6 excitons would still be generated in close proximity to the D:A 

interface, regardless of the BHJ morphology. To rationalize this, we consider more deeply the 

nature of D:A interactions at the interface. As we have demonstrated from ssNMR, the 1% 

LMWF fraction blend exhibits closer D:A interactions. According to Marcus theory, the rate of 

charge transfer process depends on, amongst other factors, the square of the D:A electronic 

coupling (HDA).36 As HDA is approximately proportional to the overlap of the HOMO of D and 

the LUMO of A,36 the nature of the D:A interface plays a critical role in determining the charge 

transfer rate. It is then reasonable to assume that closer D:A interactions result in greater 

HOMO-LUMO overlap, increasing HDA and therefore the charge transfer rate in the 1% LMWF 

blend.61 As hole transfer is typically takes place over tens of ps in low offset NFA systems,61–

64 it is in fine-balance with the rate of NFA exciton decay (Fig. S11). Therefore, any unnecessary 

decrease in the hole transfer rate can have severe consequences for the charge transfer 

efficiency. The slower charge transfer is also compounded with the increasing exciton diffusion 

limitations in the 52% LMWF blend, resulting in the lower hole transfer efficiencies observed. 

Thus, we consider that close D:A interactions and moderate domain sizes, on the order of ~56 

nm, are key to maximizing the efficiency of charge photogeneration in PM6:Y6 blends.

2.5.  Non-Geminate Recombination and Charge Extraction Dynamics

We next measured the non-geminate recombination and charge extraction dynamics to gain 

further insights into the timescales of the loss processes of the 1% and 52% LMWF PM6:Y6 

blends. Naturally, the goal is to minimize the charge extraction time, while maximizing the 

charge carrier lifetime, as this leads to a reduction of the losses caused by non-geminate 
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recombination.16,65,66  The first step of this analysis will be the calculation of the photocurrent 

density Jph: 

,                                                                                                                         (1)𝐽𝑝ℎ = 𝐽𝑙𝑖𝑔ℎ𝑡 ― 𝐽𝑑𝑎𝑟𝑘

where Jlight is the current density under illumination and Jdark is the current density in the dark (Fig. 

6a). The photocurrent density Jph is plotted against the effective voltage (V0-Vcor; where V0 is the 

voltage at which Jph = 0). The effective voltage is used to take into account the slight differences in 

VOC for the two blend systems when plotting the data. In addition, the corrected voltage Vcor can be 

obtained by subtracting the voltage losses over the series resistance:

,                                                                                                                  (2)𝑉𝑐𝑜𝑟 = 𝑉𝑎𝑝𝑝 ―𝐽 ∙ 𝑅𝑠𝑒𝑟𝑖𝑒𝑠

where J is the current density, and Rseries is the series resistance which is assumed to be equal to the 

saturated differential resistance at forward biases (i.e. ∂Vapp/∂J = constant).67 The devices 

employing the PM6 with the small LMWF of 1% exhibit significantly higher photocurrents over 

the entire investigated voltage range than their counterparts with the higher LMWF of 52% (Fig. 

6a). Furthermore, it is possible to estimate the probability of charge collection (PC) by the ratio 

between the saturated photocurrent density Jph,sat and the values for Jph at different biases:16

.                                                                                                                                         (3)𝑃𝐶 =
𝐽𝑝ℎ

𝐽𝑝ℎ,𝑠𝑎𝑡

As can be seen in Fig. 6b, the PC retains comparatively high values close to unity for the high 

performing solar cells (LMWF = 1%), while a steep reduction of PC can be observed for the 

solar cells with high ratios of the LMWF (52%). In particular, this suggests advantageous 

charge collection for the devices employing the donor polymer with insignificant amounts of 

the LMWF, while devices with the higher concentrations (LMWF = 52 %) are afflicted by 

inferior charge collection. 

Additionally, J-V-curves at varying light intensities were measured to qualitatively inspect 

the non-geminate recombination mechanisms (Fig. S24). Specifically which type of non-
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geminate recombination mechanism dominates can be determined by the relationship between 

the VOC and the light intensity I:68 

,                                                                                                                                  (4) 𝑉𝑂𝐶 ∝
𝑘𝑇
𝑞 𝑙𝑛 (𝐼)

where k is the Boltzmann constant, T is the absolute temperature (T = 300 K), and q is the 

elementary charge.69 The VOC vs. ln(I) plots exhibit a slope of S = 1 kT/q for solar cells in the case 

of ideal, pure bimolecular recombination. However, the presence of bulk or surface traps can cause 

monomolecular recombination that lead to deviations of the slope (bulk traps: S > 1 kT/q; surface 

traps: S < 1 kT/q).65,70,71 The VOC vs. ln(I) plots exhibit good linearity over the investigated light 

intensities and the solar cells with LMWF = 52% yielded slopes of S ≈ 1.15 kT/q, while the high 

performing batch exhibits values of S ≈ 1 kT/q. The presence of some traps in the solar cells with 

high concentrations of LMWF can therefore be assumed.

Nevertheless, a quantitative confirmation of the dominant loss processes requires a more 

advanced recombination analysis.72 Hence, a quantitative analysis based on capacitance 

spectroscopy was employed.65,72–74 This measurement technique yields the capacitance of the 

BHJ, which can be used to calculate important parameters such as the charge carrier density (n) 

and the effective mobility (eff) of the studied solar cells under operating conditions (Fig. 

S25).75,76 A detailed description of the procedures to determine the charge carrier densities and 

effective mobilities under operating conditions are described in the SI (Section 7.2, 7.3). The 

measured charge carrier densities for the two different batches are in a range of n = 1014 -

 1017 cm-3, with the high performing devices (LMWF = 1%) exhibiting the highest variation 

(n = 9.0 · 1014 to 8.5 · 1016 cm-3) compared to the low performing devices (LMWF = 52 %; 

n = 3.5 · 1016 to 1.7 · 1017 cm-3), which show comparatively high charge carrier densities at 

reverse bias (Fig. S26a). This observation is interpreted as a sign of inefficient charge 

extraction, since there should be ideally a significant reduction in the carrier density at reverse 

biases.66 This is also consistent with the low values for the PC that have been determined for 
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the low performing devices (LMWF = 52 %). Furthermore, a clear trend can be seen for the 

effective mobilities, where the high performing devices exhibit mobilities more than one order 

of magnitude higher than their low performing counterparts (LMWF = 1%: eff = [4.4 – 

34.0] · 10-5 cm2V-1s-1; LMWF = 52%: eff = [3.9 – 6.0] · 10-6 cm2V-1s-1; Fig. S26b).

To obtain a quantitative understanding of the non-geminate recombination mechanisms, it 

is assumed that the overall measured recombination current density (Jrec = Jph,sat - Jph) is a 

superposition of the three aforementioned recombination mechanisms that contribute a certain 

part to the total recombination current density Jrec:

,                   (5)𝐽𝑟𝑒𝑐 = 𝐽𝑏𝑚 + 𝐽𝑡,𝑏 + 𝐽𝑡,𝑠 = 𝑞𝐿( 𝑛
𝜏𝑏𝑚

+
𝑛

𝜏𝑡,𝑏
+

𝑛
𝜏𝑡,𝑠) = 𝑞𝐿(𝑘𝑏𝑚𝑛2 + 𝑘𝑡,𝑏𝑛 + 𝑘𝑡,𝑠𝑛)

where q is the elementary charge, L is the active layer thickness,  is the charge carrier 

lifetime, n is the charge carrier density, and k is the recombination coefficient of the three 

different recombination mechanisms (bm: bimolecular; t,b: bulk trap-assisted; t,s: surface trap-

assisted). By reconstructing the recombination current density Jrec obtained from the J-V-curves 

with the charge carrier density (n) and the effective mobility (eff), which is explained in Section 

7.3 of the SI, it is possible to quantify the recombination coefficients (k) (Fig. S26c).16,65 This 

quantitative analysis showed that the solar cells – across the relevant voltages – have a 

similar range for the bimolecular recombination coefficient (LMWF = 1%: kbm = 3.1 · 10-

13 cm3/s; LMWF = 52%: kbm = 1.9 · 10-13 cm3/s) (Table S4). Therefore, the difference in 

performance between the studied devices must result from the contribution of trap-assisted 

recombination in the bulk for the low performing devices (52% LMWF). This is exemplified 

by the contrast in the bulk trap density (LMWF = 1 %: t,b < 1010 cm-3; LMWF = 52 %: 

t,b = 3.13 · 1015 cm-3), whereas the role of surface trap-assisted recombination is in both cases 

less significant (LMWF = 1%: t,s = 2.72 · 1010 cm-2; LMWF = 52%: t,s = 8.56 · 1011 cm-2; 

Fig. S26c). It is possible to calculate the charge carrier lifetime rec by rearranging equation (5), 

since the carrier density n and the relevant recombination coefficients (kbm, kt,b, kt,s) are now 
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known (Fig. 6c). The charge carrier lifetime rec of the high performing devices is significantly 

longer than their low performing counterparts, specifically under short-circuit conditions and 

under reverse bias (LMWF = 1%: rec = [15 – 3631]s; LMWF = 52%: rec = [25 – 71]s).

Fig. 6 (a) Photocurrent Jph and (b) collection probability PC of the 1% and 52% LMWF 

PM6:Y6 batches. (c) Average extraction time ex and charge carrier lifetime rec of the two 

batches. 
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Finally, the extraction of charge carriers has to be quantified as well to obtain a 

comprehensive understanding of the non-geminate recombination dynamics in the studied 

devices. To this end, the effective extraction time (ex) was calculated, utilizing a previously-

employed approach.16 It is assumed that a charge carrier needs to traverse, on average, half of 

the active layer thickness, until it reaches one of the electrodes and that the active layer can be 

treated as an effective medium. The following relationship can be derived based on these 

assumptions:

,                                                                                                                           (6)𝜏𝑒𝑥 =
𝑞𝐿𝑛

𝐽

where L is the active layer thickness, q is the elementary charge, n is the charge carrier 

density, and J is the current density obtained from the J-V curves. The direct comparison of the 

extraction time (ex) and the charge carrier lifetime (rec) can then be used for a comprehensive 

understanding of the competing non-geminate recombination and extraction processes as 

shown in Fig. 6c. In particular, it turns out that the high performing devices have a significantly 

faster extraction time over the studied voltage range, compared to the low performing solar cells 

(LMWF = 1%: ex = [0.05 – 8.43] s; LMWF = 52%: ex = [3.18 – 57.60] s). Once the 

extraction and non-geminate recombination dynamics are known over the relevant voltage 

range, it is possible to calculate the voltage-dependent competition factor, which is defined as 

the ratio between the extraction and non-geminate recombination times ( = ex/rec). The 

competition factor was introduced by Bartesaghi et al. as a figure of merit that encompasses the 

aforementioned interplay between extraction and non-geminate recombination dynamics into a 

single, dimensionless number. Generally, smaller competition factors have been shown to 

correlate to higher FF and JSC values.75,77 As can be seen in Fig. S27, the competition factor ( 

of the high performing devices employing the PM6 batch with insignificant amounts of the 

LMWF (1%) is at least between one and two orders of magnitude smaller over the entirety of 

the relevant voltage range than their respective counterparts using the PM6 batch with high 
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values of the LMWF (52%). This stark contrast in  between the investigated devices was 

caused by differences in extraction and non-geminate recombination times. 

Overall, the results obtained for the extraction and non-geminate recombination dynamics 

are consistent. The low performing devices (LMWF = 52%) exhibit significantly more trap-

assisted recombination in the bulk, reduced effective mobilities, and compromised charge 

extraction leading to the reduction in the JSC from 25.5 to 12 mA/cm2 and FF values from 0.71 

to 0.51. The occurrence of trap-assisted recombination in the 52% LMWF blend can be 

understood by the presence of the LMWFs of PM6, which consist of small packets of polymers 

containing only 4 monomers. As reported in previous literature,26,78–82 low molecular weight 

polymers can act as trap states for charge carriers which result in reduced mobilities in the 

blends (Figs. S26b and S28). Additionally, it has been shown that low molecular weight 

polymer chains can lead to disconnected ordered regions in films that can hinder charge 

transport pathways.78 Therefore, the presence of LMWFs in addition to the compromised long-

range ordering and suboptimal phase-separated D:A regions in the 52% LMWF blend is the 

reason for its inferior charge transport and extraction.16 In summary, better long-range ordering, 

reduction in the LMWFs, and optimally phase-separated D:A regions are crucial for efficient 

charge transport and extraction in NFA OSC blends.

3. Conclusions

In summary, different amounts (1% and 52%) of LMWFs of the PM6 polymer were used 

as a tool to exert control over the interfacial and bulk morphology in the two PM6:Y6 blends. 

The use of four morphological characterization techniques from sub-nanometer to sub-

micrometer length scales enabled a full characterization of the bulk and interfacial morphology 

in these two blend systems. The drop in PCEs from over 15% to 5% with the increased LMWFs 

was due to a drop in the JSC and FF values caused by compromised charge generation 

efficiencies, increased bulk trap densities, lower competition factors, and reduced charge 
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transport. The origins of the high device performance in the 1% LMWF blend could be 

rationalized by the favorable bulk and interfacial morphological features, summarized by two 

main points. First, the closer D:A interactions, smaller D and A domains, and increased 

interfacial area facilitated ultrafast electron and hole transfer at the D:A interface. Second, the 

better long-range ordering and optimally phase separated D:A regions led to its superior charge 

transport and extraction. Therefore, this study provides insight into the detailed bulk and 

interfacial morphological features that are critical in achieving high PCEs of over 15% in 

polymer:NFA OSCs. 
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