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A systematic model study quantifying how conical intersection to-

pography modulates photochemical reactions

Camille A. Farfan
a
and Daniel B. Turner

�ab

Despite their important role in photochemistry and expected presence in most polyatomic molecules,

conical intersections have been thoroughly characterized in a comparatively small number of systems.

Conical intersections can confer molecular photoreactivity or photostability, often with remarkable

e�cacy, due to their unique structure: At a conical intersection, the adiabatic potential energy

surfaces of two or more electronic states are degenerate, enabling ultrafast decay from an excited

state without radiative emission, known as nonadiabatic transfer. Furthermore, the precise conical

intersection topography determines fundamental properties of photochemical processes, including

excited-state decay rate, e�cacy, and molecular products that are formed. However, these relation-

ships have yet to be de�ned comprehensively. In this article, we use an adaptable computational

model to investigate a variety of conical intersection topographies, simulate resulting nonadiabatic

dynamics, and calculate key photochemical observables. We varied the vibrational mode frequencies

to modify conical intersection topography systematically in four primary classes of conical intersec-

tions and quanti�ed the resulting rate, total yield, and product yield of nonadiabatic decay. The

results reveal that higher vibrational mode frequencies reduce nonadiabatic transfer, but increase

the transfer rate and resulting photoproduct formation. These trends can inform progress toward

experimental control of photochemical reactions or tuning of molecules' photochemical properties

based on conical intersections and their topography.

1 Introduction

Conical intersections dramatically influence photochemical pro-
cesses because they promote extremely rapid, ultrafast decay that
takes place without the emission of radiation, through the pro-
cess of nonadiabatic transfer. The presence of a conical intersec-
tion can confer a molecule with notable photochemical proper-
ties such as a remarkably high photoproduct yield or unexpect-
edly negligible fluorescence, which are two of the most recogniz-
able manifestations of a conical intersection’s influence.1 A con-
ical intersection occurs when potential energy surfaces of differ-
ent electronic states are degenerate, and theoretical studies have
concluded that this is very likely to occur in nearly all polyatomic
molecules.2–5 However, the unique quantum properties of con-
ical intersections, and the extremely rapid dynamic effects they
induce, have presented a challenge for both ab initio quantum-
chemical simulations and laboratory experiments.6–8 As a result,
the number of molecules in which conical intersections have been
detected experimentally or calculated computationally remains
relatively small compared to their expected ubiquity.
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Conical intersections are an influential feature of adiabatic
potential energy surfaces representing the electronic states of
a molecule.1,9,10 The potential energy surface landscape deter-
mines the rate and trajectory of excited-state processes, which can
be observed as the evolution of a coherent vibrational wavepacket
across the surface.11–14 Many reduced-dimension computational
models have been developed for these purposes, and continue
to prove useful and convenient in studying fundamental aspects
of nonadiabatic processes.15–23 Furthermore, the specific topog-
raphy of the conical intersection is a major determinant of the
nonadiabatic transfer dynamics. Foundational model studies have
thoroughly demonstrated the fundamental influence of topogra-
phy on nonadiabatic transfer and the wavepacket dynamics in-
volved.24–28 In addition to static features of the potential energy
surfaces, examination of dynamics is also critical to determine
the outcomes of nonadiabatic processes accurately.5,26,29 The di-
rection and velocity of the wavepacket’s approach to the conical
intersection,28 the energetic accessibility of the conical intersec-
tion for wavepacket dynamics,30 and the extent of wavepacket
delocalization27 and coherence31,32 are all factors that influence
the rate and results of nonadiabatic transfer.

The conical intersection topography and resulting nonadia-
batic dynamics also determine the overall photochemistry of
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a molecule.10 Computational quantum dynamics studies9,33–37

and spectroscopic measurements5,38,39 on a number of com-
pounds have demonstrated how conical intersection topography
in particular determines the pathways of photochemical reactions
and excited-state relaxation, as well as the product yields and flu-
orescence properties specific to a molecule. The important con-
nection between nonadiabatic wavepacket dynamics on the quan-
tum scale and photochemical behavior on the molecular scale has
been illustrated in notable studies that have applied information
on the potential energy surface topography to rationalize experi-
mental observations, and vice versa.40–42

Despite the wealth of critical knowledge gained from previous
studies, a comprehensive description of how chemical modifica-
tions alter potential energy surface and conical intersection to-
pography, how topographical changes modulate nonadiabatic dy-
namics, and how the process of nonadiabatic wavepacket transfer
corresponds to molecular photochemistry has not been fully de-
fined. Furthermore, our existing knowledge of conical intersec-
tions in photochemistry still needs to be expanded beyond spe-
cific well-known examples to achieve more comprehensive under-
standing and facilitate use in related fields and applications. This
could enable rational design of molecules with different func-
tional properties such as photostability or photoreactivity,36,43,44

optimization of reaction rates or excited-state lifetimes,45–47 for-
mation of different products,48–50 and even direct experimental
control over photochemistry,43,49,51,52 by utilizing conical inter-
sections and their topography in the future.

In this article, we refine relationships between the conical in-
tersection topography, nonadiabatic dynamics, and reaction out-
comes by assessing critical photochemical observables: the time
duration and total extent of nonadiabatic transfer, and the pho-
toproduct yield. We aim to elucidate overall trends that will be
applicable to specific, more complex molecular systems and use-
ful for interpreting the effects of conical intersections through-
out other studies. To accomplish this, we used an adaptable
and efficient computational model to investigate a wide range
of conical intersection topographies and simulate the resulting
wavepacket dynamics under the influence of nonadiabatic effects.
First, we introduce four main classifications of conical intersec-
tion topographies that we use to organize this work, displaying
model examples and discussing their roles in photochemical pro-
cesses. Then, for each type, we demonstrate how manipulation
of a molecule’s vibrational mode frequencies affects the potential
energy surface topography and ultimately modulates the rate and
efficacy of nonadiabatic transfer, as well as the resulting distribu-
tion of molecular products. We discuss the overall trends in these
relationships, provide detailed rationale based on the wavepacket
dynamics, and elaborate on some specific dynamic behaviors.

2 Conical Intersection Topographies in Photochem-

istry

Conical intersection topographies are conventionally categorized
as peaked (Fig. 1a) or sloped (Fig. 1b). In this study, we use
their established quantitative definitions.53,54 In addition, here
we distinguish between conical intersections with one path or two

Fig. 1 Four types of conical intersections: (a) peaked or (b) sloped to-

pography, leading to one path (left panels) or two paths (right panels) on

the ground state. The ground state and excited state adiabatic poten-

tial energy surfaces are degenerate at the conical intersection (�). The

conical intersection location coincides with the excited-state minimum in

peaked topographies (a), but is displaced from the excited-state mini-

mum (�) in sloped topographies (b). Transfer through the intersection

leads to regeneration of the reactant species (�) if there is one path, or

can also lead to formation of a new photoproduct (�) if there are two

paths. Arrows illustrate the primary paths in each model, and insets in

the left panels show a larger view of the conical intersection region.

paths (i.e. “single path” or “bifurcating”) based on the compre-
hensive and systematic characterization methodology developed
by Galván, et al.54 These terms refer to the number of molecular
pathways that can be accessed via nonadiabatic transfer to the
ground state. In total, we examine four primary types of conical
intersection topography, which are modeled in Fig. 1: peaked
with one path – 1P, sloped with one path – 1S, peaked with two
paths – 2P, and sloped with two paths – 2S.

The number of pathways accessible through a conical intersec-
tion is a simple yet fundamental property: Having one path in-
dicates that nonadiabatic decay directs the molecule entirely to-
ward the formation of a single molecular species, the initial reac-
tant, meaning the ground-state reactant species is regenerated af-
ter excitation (Fig. 1, left panels). Therefore conical intersection
topographies that funnel trajectories toward a single pathway are
fundamental in molecules exhibiting photostability. This path-
way is unproductive in terms of product formation, but serves
a critical function in many molecules—often biochemical com-
pounds, such as the nucleotides in DNA.55,56 In contrast, having
two paths indicates that nonadiabatic transfer can form two pos-
sible molecular species, usually either regenerating the reactant
or forming a new photoproduct (Fig. 1, right panels). This cat-
egory is therefore responsible for photochemical reactions, with
one of the most famous examples being cis-trans photoisomeriza-
tion in the retinal chromophore of rhodopsin.57–59 Conical inter-
sections can lead to multiple pathways toward several different
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products, which is well-known in benzene,60,61 dienes such as
butadiene62 and cyclohexadiene,63 and compounds with simi-
lar structural motifs like fulgides.64 However, here we focus on
the formation of one primary product through reactions in bound
states, which is a common scenario in many molecules including
benzene—although alternative pathways exist, they are unfavor-
able enough that these products are not observed in nature.

In a peaked conical intersection (Fig. 1a), the intersection point
is located at the effective minimum of the excited-state poten-
tial energy surface. The topography usually has a low tilt an-
gle and tends toward higher symmetry. Peaked conical intersec-
tions form the canonical “photochemical funnel” feature that is
highly efficient for nonadiabatic transfer and photoproduct for-
mation.9,10,40,65 This efficiency results from the dynamic effects
of the topography, which funnels the wavepacket directly toward
the energetically-favorable conical intersection after excitation.
In addition, peaked topographies often facilitate transfer of a
large or complete portion of the wavepacket population to the
lower potential energy surface in the first passage through the
conical intersection, keeping the wavepacket largely intact with
minimal splitting and fragmentation,24,27 as illustrated in Fig. 2a.

A great enough tilt (often enhanced by asymmetry) produces
a sloped conical intersection (Fig. 1b) in which the conical in-
tersection location does not coincide with the excited-state min-
imum, so it does not form the apex of the upper surface funnel
as in peaked topographies.3,24,54 Therefore the conical intersec-
tion is displaced and higher in energy than the favorable min-
imum, requiring some extent of uphill motion to be accessed
by the wavepacket. As a result, sloped topographies tend to
induce gradual or incremental nonadiabatic transfer of smaller
wavepacket fractions (Fig. 2b), requiring the wavepacket to cross
over the conical intersection point multiple times.26,27 Typically
these topographies have a steep gradient leading from the inter-
section point in one direction on the lower potential energy sur-
face. This confers more momentum to the wavepacket after it
is transferred to the lower state, which increases the probability
of reverse wavepacket transfer back to the upper state and fur-
ther contributes to the incremental nature of the transfer dynam-
ics.12,34 Nonetheless, the stepwise transfer dynamics induced by
sloped topographies do not imply that they always require longer
timescales than peaked intersections, nor that they are inherently
less probable for nonadiabatic transfer.28 Lastly, conical intersec-
tions also span the entire range from peaked to sloped: slightly
sloped or slightly peaked topographies, as well as intermediate
topographies, are possible.

In addition, peaked and sloped topographies typically serve
different roles in photochemistry. Peaked conical intersections
are most often responsible for photoreactions—including iso-
merization, dissociation, cyclization, and charge transfer—and
can promote rapid product formation with high photochemical
quantum yields. Thus peaked topographies often lead to two
paths (or more) on the ground state. Examples include pho-
toisomerization in the rhodopsin chromophore34,58,66 and pho-
tochromic molecules such as azomethane67,68 and azobenzene
derivatives,69,70 which have demonstrated timescales of roughly
150 fs or less and photochemical quantum yields of 0.6–0.7.

Fig. 2 Examples of nonadiabatic transfer yields over time from dynamics

simulations in (a) peaked and (b) sloped conical intersection models.

Plots show the percentage of the total wavepacket population on the

adiabatic ground state and excited state during initial dynamics from 0�

500 fs. Dotted lines mark the time at which the extent of nonadiabatic

transfer begins to stabilize close to the average �nal value (ttotal).

(While rhodopsin is the canonical example of a peaked conical
intersection, there are in fact many animal and microbial variants
within the vast rhodopsin protein family, which are also known
to vary in energetic landscape around the conical intersection—
including topography, relaxation pathways, potential barriers,
and isomerization mechanisms.71,72) In contrast, photostability
is most often conferred by sloped conical intersections. Sloped in-
tersections commonly occur when the excited- and ground-state
molecular conformations are similar, leading to one path on the
ground state that re-forms the reactant. Well-known examples in-
clude anomalous fluorescence from the S2 state in azulene,73,74

short fluorescence lifetimes in cyanine dyes,33 and photostability
in DNA/RNA nucleobases and their derivatives.75–78

Of course, conical intersection topographies are not limited to
the most common roles just described. Some photoreactions take
place through sloped intersections, but fewer examples have been
identified so far. Overall, although the number of conical intersec-
tions that have been observed in real molecules remains a small
sample size compared to their expected commonplace occur-
rence, known examples generally fit the roles discussed above.54

Especially in less common types of conical intersections, the sen-
sitivity of key photochemical properties to topographical parame-
ters has not yet been comprehensively determined. To investigate
and refine these relationships in different types of conical inter-
sections, we use an adaptable model to tune conical intersection
topography and simulate the resulting nonadiabatic dynamics.
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Fig. 3 Example potential energy surface models for (a) peaked and (b)

sloped conical intersection topographies, displayed in the adiabatic rep-

resentation (left panels) and the diabatic representation (right panels).

The conical intersection location is labeled with �. The adiabatic rep-

resentation preserves the energy levels of the electronic state surfaces

so that they can be distinguished as the ground state and excited state.

The diabatic representation preserves the distinct chemical identity of the

surfaces so they can be distinguished as the reactant and product species

(or excited intermediate, as shown in b).

3 Computational methods

A wide array of methods are available for both electronic struc-
ture calculations and molecular dynamics simulations.79–83 Such
computations are greatly complicated by the presence of a conical
intersection, which necessitates calculation of the nonadiabatic
coupling and invalidates the Born–Oppenheimer approximation,
on which the majority of quantum-chemical theory and calcula-
tion methods are based.7,84–88 In addition, issues unique to coni-
cal intersections such as the geometric phase effect, nonadiabatic
coupling singularities, and the often highly-multidimensional na-
ture of conical intersections must be overcome. Because these cal-
culations are quite demanding, most studies analyze the conical
intersection(s) of a single molecule in great detail, but altogether
have been limited in the number of molecules studied so far.

Symmetry-induced conical intersections89 have already
been thoroughly characterized in diatomic and triatomic
molecules.25,53,90,91 In contrast, conical intersections that are
not symmetry-specific are very likely to occur in polyatomic
molecules92 but are also more difficult to locate and assess, so
it is likely that many of these conical intersections remain unex-
plored. Therefore this study focuses on the “accidental” conical
intersections that occur in polyatomic molecules between states
of the same symmetry.89 (Thus spin and symmetry constraints
are not implemented.) Unlike symmetry-induced intersections,
same-symmetry conical intersections are not subject to precise
topographical criteria,53 allowing us to investigate a wide variety
of possible topographies. But, symmetry-specified conical inter-
sections such as Jahn-Teller intersections and photodissociation

processes fall outside the scope of this study.

We used a convenient and adaptable potential energy surface
model to construct a variety of conical intersection topographies
and examine how topographical changes affect wavepacket dy-
namics during nonadiabatic transfer. Here we describe the main
features of the model, which we also detailed in ref. 30, and dis-
cuss the specifics of its implementation toward the research in
the present article. Among nonadiabatic dynamics models, grid-
based calculation methods are widely used for studies of funda-
mental properties15,16,93–95 as well as investigations of reactions
in specific molecules.96–98 Here we use the discrete variable rep-
resentation (DVR),99–101 which enables efficient calculation of
the potential energy surfaces over a grid of discrete position coor-
dinates.102–104 Another benefit is that computational issues aris-
ing from the nonadiabatic coupling singularity that characterizes
the conical intersection point in the adiabatic representation can
be avoided—by setting the grid points not to include the precise
coordinates of the conical intersection, but a coordinate point ex-
tremely close by. (Due to the nature of this method, tests showed
that changing the grid coordinate proximity to the conical inter-
section produces the same results.) In this model, DVR is ex-
tended to two dimensions to construct, and visualize, a conical
intersection in the two-dimensional branching space.3,4,24

While 2D models like the one presented here are immensely
useful for investigating fundamental nonadiabatic properties in
nonspecific contexts,15,16,19,20 naturally this utility has a cost—
not all the nuances of more complicated nonadiabatic systems can
be captured in two dimensions. As research progresses, molecules
continue to be revealed in which multiple vibrational modes in
addition to the branching modes, and multiple conical intersec-
tion locations along a seam of the intersection space, are involved
in excited-state dynamics. For example, additional molecular vi-
brations can be necessary to reach the branching space of the
conical intersection.65,72,105–108 Furthermore, it has been demon-
strated that nonadiabatic decay can take place through many in-
tersection points across a region of the seam,60,109–111 and that
different conical intersections in a molecule can be utilized for
different mechanisms.112–117 For these reasons, it is important
to continue research efforts toward global analysis of all dimen-
sions and all conical intersections within a molecule, not just
the minimum-energy conical intersection. 2D models neverthe-
less cannot assess the higher dimensions of the seam space—but
extension to more dimensions and vibrational modes is more rel-
evant for specific molecular systems, and would add difficulties
for preserving the general applicability of results from our model.
However, development of similar models for three or more di-
mensions remains a worthy goal for future studies—3D models
are applicable to molecules in the retinal class, and potentially
others in which three modes are involved.118,119

3.1 Two-dimensional potential energy surface models

In our 2D model of the conical intersection branching space, the
two coordinates x and y represent the two branching coordinates.
Consistent with convention, we use x to correspond to the tuning
coordinate (g), and y to correspond to the coupling coordinate
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(h). For conciseness in equations, we refer to both coordinates as
R. To use DVR, we diagonalize the harmonic oscillator position
matrices RHO to transform them into the DVR basis, which also
yields the corresponding transformation matrices:

T†
DVR RHOTDVR � RDVR . (1)

In the DVR basis, the position matrices are diagonal, which
greatly facilitates further calculations. For all models, calcula-
tions were done using 8100 basis functions and a coordinate grid
of at least 200 units in each dimension.

Within the branching space, we model two electronic states of
a molecule as a two-level system of quantum harmonic oscilla-
tors. We calculate the potential energy surfaces representing the
electronic states in both the diabatic representation, in which the
two surfaces maintain distinct and defined chemical identities,
and the adiabatic representation, in which the surfaces represent
defined energy levels and remain eigenstates of the Hamiltonian
but do not preserve the distinct chemical character of the system
around the conical intersection.85,120 Therefore, as shown in Fig.
3, the adiabatic states can be distinguished as the “ground” and
“excited” states, labeled g and e, and the diabatic states as the “re-
actant” and “product” states, labeled r and p. We will use these
labels consistently throughout the article.

The two diabatic electronic potential energy surfaces (Fig. 3,
right panels) are defined over the branching coordinates as

rV r
diab�R� �

1
2 ωR

2 R 2

rVp
diab�R� �

1
2 ωR

2 �R�R0�2
� ∆E .

(2)

The complete diabatic potential energy requires addition of the
term rddiab for linear coupling along the coupling coordinate Ry,
which is applied in only the diabatic basis with the expression

rddiab�Ry� � µRy � β . (3)

Therefore, the input parameters for the model are the coordinate
displacement (R0) and energy difference (∆E) between the sur-
faces (with respect to the surface minima), the linear coupling
parameters (µ, β), and the frequencies of the branching coordi-
nates (ωR). The complete matrix for the diabatic potential energy
is then:

Vr,p
diab �

Ẑ̂̂̂̂
^̂̂̂\

V r
diab ddiab

ddiab Vp
diab

[_________]
Diagonalization of the diabatic potential matrix eliminates the off-
diagonal elements, obtaining the potential energy in the adiabatic
representation:

Vg,e
adia �

Ẑ̂̂̂̂
^̂̂̂\

Vg
adia 0

0 V e
adia

[_________]
The resulting adiabatic electronic potential energy surfaces (Fig.

3, left panels) have the expressions

rVg
adia�R� � 1

2 � rVp
diab�R� � rV r

diab�R��
�

1
2

Ö� rVp
diab�R�� rV r

diab�R��2
� 4 rddiab�Ry�2

rV e
adia�R� � 1

2 � rVp
diab�R� � rV r

diab�R��
�

1
2

Ö� rVp
diab�R�� rV r

diab�R��2
� 4 rddiab�Ry�2

(4)

and are therefore dependent on the same parameters as rV r,p
diab and

rddiab. To evaluate both the diabatic and adiabatic potential en-
ergy surfaces above, we use RDVR from eqn (1) as R, which makes
calculations much more efficient. Then, the potential energy ma-
trices Vr,p

diab�RDVR� and Vg,e
adia�RDVR� are transformed conveniently

back into the harmonic oscillator basis by applying TDVR.

3.2 Systematic topography variations

It is already well-established that nonadiabatic behavior depends
fundamentally on the interstate coupling, h, and the potential
energy difference, expressed by the energy difference gradient,
g—the two branching coordinates.53 Therefore, we implemented
changes in the vibrational mode frequencies that determine g and
h to investigate how the vibrational modes—a familiar molecu-
lar property—affect the particular conical intersection topogra-
phy and influence nonadiabatic dynamics. Moreover, tests that
manipulated the vibrational modes in specific molecules through
chemical substitution or vibrational damping variations, for ex-
ample, have already established that the modes have major signif-
icance and can alter outcomes including the rate and photochem-
ical quantum yield.32,106,121,122 In the model presented here, the
frequency parameters ωx and ωy, represented by ωR, correspond
to the two vibrational modes of the molecule that allow the con-
ical intersection to occur, and thus define the branching coordi-
nates.1 These branching modes are the particular molecular vi-
brations that allow the molecule to reach the specific atomic con-
figuration required for the conical intersection. Specifically, νx

(ωx) corresponds to the tuning mode, and νy (ωy) corresponds to
the coupling mode.

In models for each class of conical intersection described above,
we examined how systematic changes in topography affect the
nonadiabatic transfer process and its photochemical outcomes by
varying the vibrational frequencies of the branching modes, νx

and νy, individually and in combination (labeled νxy). In total,
we tested three series of topography models (∆νx, ∆νy, and ∆νxy)
for each type of conical intersection (1P, 1S, 2P, and 2S), as listed
in Table 1. We used frequencies within a range of 4–20 THz for
each series, and ensured that all topographies remained represen-
tative of their designated class. The properties defining each class
also defined the limits for the range of frequencies that could be
applied—with large enough changes in frequency, we found that
topography can shift from peaked to sloped, or a single reaction
path can bifurcate into two paths, for example. For each cate-
gory, we show one best representative model. Although the po-
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Fig. 4 Nonadiabatic transfer in the adiabatic and diabatic representa-

tions. Wavepacket populations on the adiabatic ground state and excited

state di�er from populations on the diabatic reactant state and product

state, as expressed in eqns (9) and (11). Each representation de�nes the

electronic states (and the conical intersection) distinctly, as shown in Fig.

3, and thus provides di�erent information on the nonadiabatic process.

tential energy surfaces can vary widely within each category, we
found the resulting trends to be consistent across other models
of the same category. Lastly, to maintain the general applicability
of results from these models, we exclude other molecule-specific
features such as energetic barriers.

3.3 Nonadiabatic wavepacket dynamics and photochemical
observables

In each topography model, we construct the complete Hamilto-
nian including coupling, and simulate wavepacket dynamics in
both the adiabatic and diabatic representations. The Hamiltonian
in each representation is

sHg,e
adia�RHO� � rTnuc�RHO�� rVg,e

adia�RHO�
sHr,p

diab�RHO� � rTnuc�RHO�� rV r,p
diab�RHO� (5)

where rTnuc is the nuclear kinetic energy. The adiabatic system
requires the addition of the nonadiabatic coupling to obtain the
total Hamiltonian for the coupled electronic states:

sH tot
adia � sHg,e

adia �
rdmn . (6)

Specifically, rdmn is the derivative nonadiabatic coupling, given by
the expression

rdmn � �=
i
�ψ e

n �Ri�¶sY¶ψ
g
m�Ri�� �∆Ri (7)

where ψ
g
m and ψ

e
n are the adiabatic wavefunctions of the ground

state and excited state, respectively. As is common practice,5

we omit the second derivative, or scalar, coupling for computa-
tional tractability, based on the knowledge that it is almost always
smaller in magnitude than the derivative coupling.123 However,
there are many situations in which it cannot be neglected. The
scalar coupling is undoubtedly important for the highest accuracy
nonadiabatic dynamics, especially in detailed studies of specific
molecules—but it is far less critical in general models with low

dimensionality, where omission causes negligible variations.124

In contrast, the diabatic system does not require the nonadiabatic
coupling, and instead depends on the linear coupling rddiab.

We then simulated nonadiabatic dynamics with coherent vibra-
tional wavepackets. All simulations were run with time steps of
0.2 fs or 0.4 fs for a duration of 2.0 ps or longer, which ensured
that all significant dynamics had been completed. We use a Gaus-
sian function to model a wavepacket excited to the higher elec-
tronic state at the Franck-Condon position. Time dependence is
applied to the wavepacket using time coefficients (cn) that in-
clude phase factors of e�iEn�t�. Here, n is used to index all vibra-
tional levels of both electronic states from �0...m...n�. The dynam-
ics are described by the total time-dependent wavefunction,

¶Ψ�R, t�� � =
n

cn�t�¶ψn�R�� . (8)

The adiabatic system can be distinguished in terms of the wave-
functions on the adiabatic ground and excited states, while the
diabatic system describes the wavefunctions on the diabatic reac-
tant and product states:

¶Ψadia�R, t�� � =
m

cgm�t�¶ψ g
m�R�� � =

n
cen�t�¶ψ e

n �R��
¶Ψdiab�R, t�� � =

k

crk�t�¶ψ r
k �R�� � =

l

cpl �t�¶ψ p
l �R�� (9)

based on the states defined as shown in Fig. 3.

The geometric phase effect is a property unique to conical in-
tersections in the adiabatic representation that is critical for ac-
curate nonadiabatic dynamics, which attributes a phase of oppo-
site sign to a wavefunction that travels a complete circular path
around a conical intersection.3,125 In other words, two portions
of an adiabatic wavepacket traveling on different sides of the con-
ical intersection will attain opposite phases. We incorporated the
geometric phase using a method detailed in refs. 125–127. The
phase factor is calculated as eiθ , where θ is the rotation angle,

θ � arctan � 2 rddiab

rVp
diab� rV

r
diab

� . (10)

The geometric phase factors were then applied to the adiabatic
wavefunctions to obtain accurate nonadiabatic wavepackets.

As illustrated in Fig. 4, the coefficients for each state from eqn
(9) can be used to determine the total wavepacket populations
over time in the adiabatic excited and ground states, cgadia�t� and
ceadia�t� (after geometric phase is applied), or in the diabatic reac-
tant and product states, crdiab�t� and cpdiab�t�:

cg,eadia�t0...t f � � =
m,n

cg,em,n�t0...t f �
cr,pdiab�t0...t f � � =

k,l

cr,pk,l �t0...t f � . (11)

Parallel calculations are used for both the adiabatic and diabatic
systems, but the diabatic system does not include the nonadia-
batic coupling as shown in eqns (6)–(7), or the geometric phase
in (10), which only apply in the adiabatic representation.
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Table 1 Properties of conical intersection topography models. Minimum and maximum values achieved in each ∆ν series for total nonadiabatic transfer

to the ground state (Ψ
g

total), time required for nonadiabatic transfer (ttotal), and ground-state product formation (Ψ
g

product), where Ψ
g

total and Ψ
g

product

are percentages of the total wavepacket; and energies at key locations � the conical intersection point (ECI), the excited-state minimum (E e
min), the

excited-state Franck-Condon position (EFC), and the ground-state product minimum (Ep
min). Arrows indicate the direction of change with respect to

∆ν from νmin � νmax.

ground-state total transfer time ground-state product
model series ∆ν Ψ

g
total (min, max) ttotal(min, max) ECI (eV) E e

min (eV) EFC (eV) Ψ
g
product (min, max) Ep

min (eV)

1P ∆νxy 9�18 THz 88º80 % 88º 23 fs 0.22 0.22 0.88�0.83

∆νxy 6�20 THz 80º72 % 604º58 fs
1S ∆νx 4�20 THz 79º72 % 788º57 fs 2.05 1.70 2.42

∆νy 4�20 THz 80º72 % 820º92 fs

∆νxy 6�20 THz 84º77 % 142º27 fs 30º44 %
2P ∆νx 4�20 THz 82º80 % 195º36 fs 0.50 0.50 1.61 13º42 % 0.32

∆νy 4�20 THz 85º77 % 177º72 fs 37º47 %

∆νxy 8�15 THz 69º78 % 104º68 fs 1.10 1.06�0.74 3.32�1.77 17º39 %
2S ∆νx 6�20 THz 74º79 % 141º47 fs 1.10 0.88 2.38 18º42 % 0.40

∆νy 6�20 THz 80º74 % 212º66 fs 0.75�1.89 0.38�0.84 2.02 30º34 %

We assessed three primary variables from nonadiabatic dynam-
ics: the total nonadiabatic wavepacket transfer to the ground
state, the time at which nonadiabatic transfer is completed, and
(in product-forming models) the yield of ground-state photoprod-
uct resulting from nonadiabatic transfer (Table 1). We quantify
the time of nonadiabatic transfer completion by identifying the
point at which the ground- and excited-state wavepacket popula-
tions first begin to stabilize near their average final values. We
determine the nonadiabatic transfer and product yields as the
percentages of the total wavepacket population—occupying the
ground state, and occupying the ground state with the chemical
character of the product, respectively. In the next section, we
discuss the results from these calculations with respect to quan-
titative changes in topography. Note that the potential energy
surfaces and wavepacket dynamics will be shown in the adia-
batic representation in the results to follow, for consistency as
well as a more accurate depiction of the conical intersection. The
data listed in Table 1 summarizes the key properties and results
from the four conical intersection models, and can be referenced
throughout the discussion.

4 Results and discussion

4.1 Peaked with one path, 1P

In the peaked topography with one path, nonadiabatic transfer
from the excited state leads to the ground state, which is topo-
graphically simple and has one energetic minimum correspond-
ing to one molecular species, the reactant (Fig. 5a). The standard
double cone shape formed by the intersection is shown in Fig. 5b
for the 1P model, in which the tip of the funnel corresponds to
the conical intersection point at the minimum on the excited state
potential energy surface. As shown, we constructed the model
with moderate to high symmetry and only a slight degree of tilt
to preserve the peaked topography.

We found that applying frequency changes to just one coordi-
nate as νx or νy alone did not maintain the single ground-state
minimum and caused it to bifurcate, so that the intended sin-
gle molecular pathway was branched into two pathways. For
this reason, we discuss only equivalent and symmetric changes

to both frequency parameters simultaneously (∆νxy) for this cat-
egory, with a range from 9–18 THz. The effect is that higher fre-
quencies induce greater curvature in the potential energy surface
topography (Fig. 5a), with a similar effect on the conical intersec-
tion topography, inducing a sharper slope in the funnel descend-
ing toward the intersection on the excited state, and away from
the intersection on the ground state (Fig. 5b). These changes in
frequency from 9–18 THz correspond to minimal changes in the
total tilt angle (α) from 2.5–5.3°, and changes in the cylindrical
symmetry (∆gh) from 0.1–0.5 (where ∆gh = 0 indicates perfect

symmetry).53,54

4.1.1 Extent of nonadiabatic transfer in 1P.

Dynamics simulations incorporating these incremental changes in
topography show that reducing the slope by decreasing νxy causes
the total extent of nonadiabatic transfer to steadily increase (Fig.
5c). A substantial portion of the wavepacket population decays
to the ground state, increasing from 80–88% as νxy decreased
from 18 THz to 9 THz. This appears somewhat counter-intuitive,
because it seems that a greater slope, which makes pathways de-
scending toward a peaked conical intersection more dynamically
favorable, would actually facilitate nonadiabatic transfer by ac-
cumulating more wavepacket momentum and directing it toward
the intersection more effectively. However, the results are clearly
explained by the fundamental importance of the potential energy
difference: more gradual slopes increase the area where the po-
tential energy surfaces are close in energy. We observe that with a
greater slope induced by higher frequency values, the energy gap
increases more sharply with the distance from the conical inter-
section, therefore reducing the area where nonadiabatic coupling
is effective and decreasing the extent of transfer overall.

This result may appear to contrast with results from previ-
ous work, which demonstrated that descent in a direction with
steeper variation in energy gap between the two surfaces and
greater descent velocity results in higher probabilities of nona-
diabatic transition.28 The prior study focused on varying the di-
rection of approach to the conical intersection in a set topography,
whereas here we vary the topography itself to contribute and ex-
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Fig. 5 Peaked topography with one path, 1P. (a) Example potential energy surfaces from the 1P model, showing the adiabatic electronic ground state

and excited state. The surfaces shown in gradient color with black edges were calculated with νxy = 10 THz. The ground-state reactant minimum

(�) also corresponds to the region of Franck-Condon excitation (� FC) to 0.87 eV on the excited state. The conical intersection (� CI) is located at

the minimum of the excited state at 0.22 eV. Overlaid transparent surfaces with blue and green edges show examples of modi�ed topographies with

νxy = 12 THz and 14 THz. (b) Larger view of conical intersection topography, from the same potential energy surfaces shown in (a) with νxy = 10

THz, 12 THz, and 14 THz. (c) Trends in nonadiabatic transfer properties of 1P topographies with simultaneous changes to both frequencies, νxy (a),

from 9�18 THz. Plot shows the total percentage of the wavepacket population that undergoes nonadiabatic transfer to the ground state (green), and

the time until the amount of nonadiabatic transfer begins to stabilize (orange) from dynamics simulations.

pand upon previous findings. They found that faster wavepacket
velocities decrease the width of the wavepacket trajectory distri-
bution, causing a reduction in the average potential energy gap
encountered and therefore a higher transition probability—thus
our conclusions and those of the prior study nonetheless cite the
same fundamental principle. The differing observations are likely
derived from the difference in methodology: here we examine the
entire decay process for a single wavepacket, including multiple
passages through the conical intersection if they occur, instead of
examining the first passage in many trajectories. Also of note is
that the former study used the Landau–Zener equation for cal-
culation of the transition probability—which is widely used, but
limits the context to linear trajectories over a one-dimensional
crossing.128 Therefore the Landau–Zener treatment only allows
transitions at a single crossing point and does not account for the
broader influence of nonadiabatic coupling spread throughout the
conical intersection region, nor the gradual nonadiabatic transfer
and electronic-state mixing this can induce.7,129

4.1.2 Rate of nonadiabatic transfer in 1P.

All of our simulations also show that 1P topographies achieve
nonadiabatic transfer with extremely fast rates, as indicated by
the amount of time required for nonadiabatic transfer to stabilize
(Fig. 5c). In these models, nonadiabatic transfer approached

completion within times on the scale of �20–100 fs, with the
fastest rate (23 fs) achieved by the topography in which the fre-
quencies were maximized at 18 THz—which also yielded one of
the lowest amounts of transfer (81%). These timescales approach
some of the fastest rates observed in conical intersections—with
the ideal topography found in Jahn-Teller intersections, nonadia-
batic transfer is completed on the scale of 10-20 fs or less.130,131

Overall, greater values of νxy induced faster rates of nonadia-
batic decay, because steeper slopes attribute more momentum to
the wavepacket and promote more rapid descent from the excita-
tion region to the energetic minimum of the peaked conical inter-
section. Greater extents of nonadiabatic transfer were achieved,
however, by lower νxy values and slower wavepacket dynam-
ics approaching the conical intersection. This can be attributed
not only to the static effect on the region of effective nonadi-
abatic coupling already discussed, but also to dynamic effects.
We observed that less rapid wavepacket dynamics maintained
wavepacket formation and collected the wavepacket around the
intersection region more effectively, whereas more rapid dynam-
ics tended to scatter and fragment the wavepacket as it first
reaches the conical intersection. This dynamic behavior further
explains the increased nonadiabatic transfer that we observed
with lower slopes leading to the peaked conical intersection.
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Fig. 6 Sloped topography with one path, 1S. (a) Example potential energy surfaces from the 1S model, showing the adiabatic electronic ground state

and excited state. The surfaces shown in gradient color with black edges were calculated with νxy = 10 THz. The ground-state reactant minimum

(�) corresponds to the region of Franck-Condon excitation (� FC) to 2.42 eV on the excited state. The conical intersection is located at 2.05 eV (�

CI), and does not coincide with the excited-state minimum at 1.70 eV (�). Overlaid transparent surfaces with blue and green edges show examples of

modi�ed topographies with νxy = 12 THz and 14 THz. (b) Larger view of conical intersection topography, from the same potential energy surfaces

in (a) with νxy = 10 THz, 12 THz, and 14 THz. (c) Trends in nonadiabatic transfer properties of 1S topographies with changes in νx (�), νy (�),

and νxy (a), within 4�20 THz. Plot shows the total percentage of the wavepacket population that undergoes nonadiabatic transfer to the ground

state (green) and the time until the amount of nonadiabatic transfer begins to stabilize (orange) from dynamics simulations. (d) Example wavepacket

dynamics at 14 fs from simulations in two 1S topographies: νx � 12 THz, νy � 6 THz (left panels) and νx � 12 THz, νy � 16 THz (right panels).

Contour plots show the wavepacket density (color gradient) on the excited state (top) and ground state (bottom) potential energy surfaces, where

the conical intersection (�), excited-state minimum (�), and ground-state minimum/excited-state Franck-Condon position (�) are labeled.

4.2 Sloped with one path, 1S

Next we examine sloped conical intersections in their standard
role. Sloped topographies are known for conferring photostabil-
ity through nonadiabatic transfer leading to a single path on the
ground state that regenerates the reactant. This model performs

the same function as the peaked model 1P, discussed above, al-
though the conical intersection and potential energy surface to-
pographies are distinct. As in peaked topographies, increasing νx

and νy induces more curvature in the potential energy surfaces
containing a sloped conical intersection (Fig. 6a). However, an
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important difference in their effects, shown in Fig. 6b, is that
greater frequencies increase the unfavorable uphill slope leading
to a sloped intersection, in contrast to increasing the favorable
downhill slope leading to a peaked intersection. In the sloped
model, νx also has a greater impact on the slope than νy, because
the x-coordinate corresponds to the reaction coordinate from the
region of Franck-Condon excitation to the conical intersection.
This is evidenced by their effects on the tilt of the conical inter-
section. In this model, changes in νx from 4–20 THz caused the
total tilt angle to increase from 27–50°, while changes in νy from
4–20 THz modified the tilt to a lesser extent from 37–50°.

Nonetheless, dynamics simulations in the sloped model show
similar general trends in the timescale and extent of nonadia-
batic transfer as in peaked model with one path. Overall, the
total extent of transfer increases as frequency decreases, but this
is also accompanied by an increase in the time required for trans-
fer (Fig. 6c). As expected for conical intersections that are less
energetically favorable than the 1P topography, reduced nonadi-
abatic transfer from 72–80% was accomplished on much longer
timescales—within a larger range from �60–800 fs. These results
are consistent with the concept that the local topography around
the conical intersection has a greater influence on dynamics in
conditions where kinetic energy is low,28 which is common in the
presence of less energetically favorable conical intersections.30

4.2.1 Extent of nonadiabatic transfer in 1S.

For this topography class, we examine changes in νx or νy individ-
ually in addition to concurrent changes in both parameters (νxy).
We found that increases in all three series, νx, νy, and νxy, reduced
the efficacy of the conical intersection and decreased the total
amount of nonadiabatic transfer (Fig. 6c). For example, ∆νxy =
10–20 THz caused total transfer to decrease from 80–72%. This
trend can also be explained by the reduced area of non-negligible
nonadiabatic coupling, which results as the branching frequen-
cies are increased and the potential energy gap surrounding the
intersection becomes greater. The trend is more consistent and
slightly more substantial with νy, compared to νx, and further-
more is most substantial with νxy —indicating that νx and νy exert
distinct and additive topographical effects.

We find that lower frequency parameters that minimize the en-
ergy gap are more effective for nonadiabatic transfer regardless
of the type of topography—up to a limit. Starting at 6 THz for
νx and 8 THz for νy, the extent of nonadiabatic transfer begins to
decrease with lower frequencies (Fig. 6c). This is an important
effect relevant to less energetically favorable conical intersections
such as sloped topographies. Unlike in peaked intersections, our
dynamics simulations of the 1S model show that if the frequency
is too low or the excited-state surface is not steep enough (νx,
νy = 4 THz, for example), the wavepacket does not accumulate
enough momentum while descending from the Franck-Condon
region to access the conical intersection as effectively. This is also
the case if the conical intersection is very distant from the excita-
tion region or very high in energy, meaning more momentum is
required for the wavepacket to propagate to the intersection loca-
tion.30 Overall, these results show that the branching frequencies
affect the capacity for nonadiabatic transfer in a parallel manner

for both peaked and sloped intersections—unless the frequencies
are low enough, in sloped intersections, that the less favorable
location of the conical intersection becomes a factor.

The data here corroborates previous conclusions that sloped
conical intersections are not inherently less effective for nonadi-
abatic transfer than peaked intersections,28 as indicated by the
substantial nonadiabatic transfer achieved in the sloped models,
comparable to typical results from peaked topographies. These
observations further emphasize that it is not the topography itself,
but the dynamic effects it induces, that are responsible for any dif-
ferences in nonadiabatic transfer efficacy observed in peaked ver-
sus sloped intersections.28 We elaborate on the dynamic effects
next in discussing the nonadiabatic transfer rate.

4.2.2 Rate of nonadiabatic transfer in 1S.

The changes observed in the amount of nonadiabatic transfer
also correspond to more dramatic changes in the time required
for transfer in 1S topographies. Results were consistent with
increasing νx, νy, and νxy (Fig. 6c), all of which reduced the
time required for wavepacket transfer due to the increase in the
slope of the potential energy surfaces. Like in peaked topogra-
phies, greater slopes allow the wavepacket to accumulate more
momentum and propagate more rapidly toward the conical in-
tersection. We observed that the transfer rate is slightly more
dependent on νx, which achieved faster timescales ranging from
788 fs to 57 fs, than νy, which reduced the timescale from 820
fs to 92 fs. The influence of νx is prominent because it alters
topography along the axis of the reaction coordinate, which in-
cludes the pathway of descent from the Franck-Condon region to
the excited-state minimum followed by ascent to the conical in-
tersection, and determines the momentum of the wavepacket as
it traverses this coordinate. The impact of νy on the transfer rate
is less straightforward, because it does not affect the reaction co-
ordinate topography. Increasing νy induces greater curvature and
a steeper upward slope along y in both directions away from the
minimum, which is aligned with the conical intersection in y (Fig.
6a). This forms a narrower valley of low potential that is favor-
able for wavepacket dynamics in y, as demonstrated in Fig. 6d,
therefore restricting wavepacket motion and delocalization along
the y-coordinate and instead favoring use of wavepacket momen-
tum along the x-coordinate—toward the conical intersection.

The much wider range of timescales for nonadiabatic trans-
fer observed here demonstrates that slight changes in topography
around a sloped conical intersection can significantly impact the
resultant dynamics and transfer rate of a photochemical process.
These results also support the conclusion that less energetically
favorable conical intersections like sloped topographies are more
sensitive to wavepacket momentum—and the topographical pa-
rameters that determine it. Notably, we also observe that the
most substantial increases in transfer time coincide with the low
frequency values (&6 THz, 8 THz) that did not follow the primary
trend in total nonadiabatic transfer, causing it to decrease. For ex-
ample, the time required for nonadiabatic transfer to plateau was
lengthened dramatically to 788 fs with νx = 4 THz and roughly
820 fs with νy = 4 THz (Fig. 6c), after which gradual trans-
fer actually continued until about 1.5 ps in both cases. With νxy
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= 6 THz, initial nonadiabatic transfer was achieved in 604 fs,
but transfer was not fully completed for roughly 1.75 ps. This
is consistent with our conclusions that lower branching frequen-
cies reduce the accumulation of wavepacket momentum, and that
without enough momentum, wavepacket exposure to nonadia-
batic coupling is impeded—thus corresponding to reduced nona-
diabatic transfer requiring significantly longer timescales.

4.3 Peaked with two paths, 2P

Next we examine the prominent role of peaked topographies in
mediating photoreactions. This case is topographically similar to
the peaked model with one path (1P), but with the addition of a
second minimum on the ground state that corresponds to the pho-
toproduct species and is separated from the reactant minimum by
a potential energy barrier (Fig. 7a). The product region is more
distant along the reaction coordinate (x) than the conical inter-
section and is accessible following nonadiabatic transfer to the
ground state. We constructed these models with a product that is
0.32 eV higher in energy than the reactant, and simulate a com-
mon reaction pathway in which conversion to a higher-energy
chemical species is made possible through a conical intersection.
For simplicity, we model only the forward reaction in which the
lower-energy species is excited, and not the reverse reaction. Ma-
nipulation of the vibrational frequencies affects the topography in
the same manner as in the 1P model, with an additional effect. As
seen in Fig. 7b, the tilt of the conical intersection is more notice-
able, in contrast to the minimal tilt in the one-path topography.
In the two-path model, the two ground-state minima cause an
inherent tilt in the conical intersection along the x-coordinate as
the potential energy increases from reactant to product. There-
fore, the frequency parameters, especially νx, modulate the tilt
angle more extensively. Varying νx from 4–20 THz caused the
tilt angle to increase from 5.4–11.4°, while varying νy from 4–20
THz caused increases from 10.3–12.6°. Furthermore, the same
changes in νx had a substantial impact on the intersection sym-
metry, which varied from ∆gh = 0.15 (toward symmetry) to 0.94
(high asymmetry).

4.3.1 Extent of nonadiabatic transfer in 2P.

The dynamics simulations in 2P topographies reveal trends that
are consistent with the previous two cases: Decreasing the
branching frequencies increases the total extent of nonadiabatic
transfer achieved, but also requires longer relaxation times (Fig.
7c). Here, we observed amounts of nonadiabatic transfer ranging
from 77–85%. Increases in the total extent of transfer are evident
with decreases in νx, νy, or νxy, although the amount was much
less sensitive to ∆νx in this model, ranging from 80–82% with
frequencies from 20 THz to 4 THz. We can again attribute the re-
duced extent of transfer occurring with higher frequencies to the
reduction in regions where the two potential energy surfaces are
close in energy and exhibit non-negligible nonadiabatic coupling.

In addition to static changes in potential energy surface topog-
raphy, dynamic effects also contribute to the reduction in nona-
diabatic transfer induced by greater frequencies. Higher frequen-
cies reduce wavepacket exposure to nonadiabatic coupling dur-
ing dynamics, for several reasons. Wavepackets that traverse the

potential energy surfaces more rapidly (due to greater slopes)
necessarily spend less time moving through regions of nonadia-
batic coupling. Furthermore, wavepackets with greater momen-
tum are more capable of dynamics through less energetically fa-
vorable regions—in peaked topographies, these are regions far-
ther from the favorable conical intersection. Therefore high-
energy dynamics can reduce exposure to the nonadiabatic cou-
pling around the intersection (in contrast to the effect in sloped
intersections, where additional momentum is often beneficial in
accessing the conical intersection). For example, we observe that
high-momentum wavepackets sometimes move past a peaked
conical intersection on the x-coordinate after reaching its loca-
tion, so multiple passages over the intersection can be necessary
to accumulate comparable nonadiabatic transfer. In addition, the
simulations show that a steeper slope increases the wavepacket’s
tendency to scatter and fragment on the excited state upon reach-
ing the conical intersection, as shown in Fig. 7d with νxy � 16
THz. This dynamic behavior was also evident with higher fre-
quencies in the peaked model with one path (1P), but it was
less noticeable due to the very short distance to the conical in-
tersection. We observe scattering and partial deflection of the
wavepacket in peaked topographies because the slope inverts at
the intersection on the excited state, and acts as a potential en-
ergy barrier if the slope is steep enough. Scattered fragments of
the wavepacket are delayed in reaching the conical intersection
and must retrace part of their trajectory, which contributes to a
less efficient and less complete initial nonadiabatic transfer pro-
cess. This contrasts with the smooth descent of a more substantial
population to the ground state, promoted by gradual slopes that
minimize wavepacket delocalization, as shown in Fig. 7d with
νxy � 10 THz.

4.3.2 Rate of nonadiabatic transfer in 2P.

As for the previous examples, we found that lower frequencies
of νx, νy, or νxy that achieve greater nonadiabatic transfer also
correspond to longer transfer times, ranging from �30–200 fs
(Fig. 7c). These rates are consistent with those measured experi-
mentally for molecules in this class, like rhodopsin, for which an
excited-state lifetime of 50 fs132 and appearance of photoprod-
uct within �30 fs have been observed.106,133 In more detail, our
simulations indicate that the duration of nonadiabatic transfer is
most dependent on νx, which decreased transfer rates from 195 fs
(at 4 THz) to 36 fs (at 20 THz). Again, higher νx values promote
accumulation of momentum and more rapid wavepacket dynam-
ics along the reaction coordinate toward the conical intersection,
and subsequently the ground-state product region. Meanwhile,
higher νy values limit wavepacket dynamics in the y-dimension
and facilitate a more direct trajectory along the x-coordinate. As
in the 1S topography, however, νy was less effective at promoting
faster transfer rates, which varied from 177 fs (at 4 THz) to 72 fs
(at 20 THz). Furthermore, the transfer rate was modulated most
substantially by νxy, compared to equivalent frequency ranges for
νx or νy alone. This result further emphasizes that the two co-
ordinate frequencies exert distinct topographical and dynamic ef-
fects, which are compounded when both frequencies are changed
simultaneously.
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Fig. 7 Peaked topography with two paths, 2P. (a) Example potential energy surfaces from the 2P model, showing the adiabatic electronic ground

state and excited state. The surfaces shown in gradient color with black edges were calculated with νxy = 10 THz. The ground-state reactant

minimum (�) corresponds to the region of Franck-Condon excitation (� FC) to 1.61 eV on the excited state. The second path leads to formation of

the product, corresponding to a local ground-state minimum of 0.32 eV (�). The conical intersection (� CI) is located at the excited-state minimum

at 0.50 eV. Overlaid transparent surfaces with blue and green edges show examples of modi�ed topographies with νxy = 12 THz and 14 THz. (b)

Larger view of conical intersection topography, from the same series of potential energy surfaces in (a), with νxy = 10 THz, 12 THz, 14 THz, and

16 THz. (c) Trends in nonadiabatic transfer properties of 2P topographies with ∆νx (�), ∆νy (�), and ∆νxy (a), within 4�20 THz. Three variables

from dynamics simulations are plotted: the total percentage of the wavepacket population that undergoes nonadiabatic transfer to the ground state

(green), the percentage of the wavepacket population that forms photoproduct after nonadiabatic transfer (blue), and the time until the amount of

nonadiabatic transfer begins to stabilize (orange). (d) Example wavepacket dynamics at 24 fs from simulations in two 2P topographies: νxy � 8 THz

(left panels) and νxy � 16 THz (right panels). Contour plots show the wavepacket density (color gradient) on the excited state (top) and ground

state (bottom) potential energy surfaces, where the conical intersection (�), ground-state reactant minimum/excited-state Franck-Condon position

(�), and ground-state product minimum (�) are labeled.

4.3.3 Photoproduct formation in 2P.

For topographies that allow product formation after transfer to
the ground state, we also measure the photoproduct yield (as the
percent of the total wavepacket population that ultimately sta-

bilizes with ground-state product character). In contrast to the
amount of nonadiabatic transfer, we observe that the photoprod-
uct yield increases with an increase in νx, νy, or νxy and shows a
stronger dependence on frequency, ranging from 13–47% over-
all (Fig. 7c). Despite the concurrent decrease in the extent of
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nonadiabatic transfer, increasing νx or νy has a more prominent
effect on the distribution of the ground-state wavepacket after
transfer that promotes a net increase in photochemical quantum
yield—thus illustrating the remarkable functionality of conical in-
tersection topography in modulating photoreactions. Increasing
the frequency in the x-dimension induces a steeper slope along
the reaction coordinate toward the intersection, and toward the
photoproduct region located farther along the x-coordinate on the
ground state. Therefore greater νx values direct the wavepacket
to the product more effectively, resulting in greater photoproduct
yields from nonadiabatic transfer. For these reasons, the product
yield is most dependent on νx and increased from 13–42% as the
frequency increased from 4–20 THz. Along the other coordinate,
an increase in νy again reduces wavepacket motion within the y-
direction and assists in directing the wavepacket along x. As a
result, product formation is less dependent on νy and varied from
37–47% (4–20 THz), clearly indicating that the two frequencies
influence the product yield individually.

4.4 Sloped with two paths, 2S

The sloped topography with two paths is more complicated, and
illustrates the complex interplay between topographical proper-
ties and dynamic effects that ultimately determines reaction out-
comes. To construct this topography, the intersection location
must be displaced from the reactant-to-product path in order to
achieve the necessary slope at the conical intersection. There-
fore we have constructed the 2S potential energy surfaces (Fig.
8a) with the product region displaced from the reactant in the x-
coordinate, as in the previous models, but in addition the conical
intersection is displaced in the y-coordinate (although still at the
origin in x). As a result, compared to the 1S sloped model, it is pri-
marily νy, instead of νx, that influences the tilt angle and the up-
hill slope leading to the conical intersection (Fig. 8b). Quantita-
tively, increases in νy from 6–20 THz induced substantial changes
in the tilt angle from 20–57°. An increase in νx exaggerates the
slope along the product-forming coordinate, but has much less
effect on the conical intersection topography because it is insub-
stantially tilted in x. As a result, νx had minimal impact on the
total tilt angle, which varied negligibly (few degrees), although
νx did modify the symmetry from ∆gh = 0.60–0.95 as it varied
from 6–20 THz.

4.4.1 Extent of nonadiabatic transfer in 2S.

As shown in Fig. 8c, simulations with the 2S model obtained
total nonadiabatic transfer yields from 69–80% within moderate
timescales from �50–200 fs. In contrast to the other three mod-
els, however, this topography shows an opposite trend in which
nonadiabatic transfer increases with increasing νx (from 74–79%
with 6–20 THz) and νxy (from 69–78% with 8–15 THz). Yet with
increasing νy, the extent of nonadiabatic transfer decreases, con-
sistent with the previous models. Similarly, this can be attributed
to the greater area of significant nonadiabatic coupling due to a
reduced energy gap. In addition, because the conical intersection
is displaced and sloped in the y-direction, lower νy frequencies re-
main beneficial for nonadiabatic transfer because they reduce the
uphill energetic gradient and the tilt of the conical intersection

in y—whereas the slope in x does not pose a significant energetic
obstacle.

As for the x-coordinate, reduced slopes actually impede nona-
diabatic transfer in this model. One reason is that ∆νx affects the
initial energy of the wavepacket because it alters the surface to-
pography in the x-dimension (in which the excited-state surface is
displaced)—and therefore the energy of the Franck-Condon posi-
tion to which the wavepacket is initially excited. The Franck-
Condon location remains consistent in y, so νy does not affect
the initial wavepacket energy. Therefore we can conclude that
the reduced initial wavepacket energy caused by lower νx values
contributes to the reduced extent of nonadiabatic transfer in this
topography, where the sloped conical intersection is less favorable
for wavepacket access.

Based on this reasoning we might expect similar behavior in
the 1S model, but we did not observe the same reverse trend in
nonadiabatic transfer. Two factors explain this result. First, the
excited state must be much less displaced in the previous model
to maintain the single reaction path, so the initial wavepacket en-
ergy is less dependent on νx in 1S. The second contribution to
the distinct effects of νx again results from the importance of the
potential energy gap. Examination of the energy difference in the
coordinate space (Fig. 8d) shows that greater νx values effec-
tively elongate the region where the potential energy surfaces are
close in energy, expanding the area of effective nonadiabatic cou-
pling along the y-axis—in contrast to the previous three models,
in which the potential energy difference is minimized with lower
frequencies of νx or νy. Furthermore, based on the wavepacket
trajectories plotted in Fig. 8d, greater νx values appear to re-
strict the spread of excited-state wavepacket dynamics along the
x-coordinate, confining them within the nonadiabatic coupling re-
gion that is narrow in x and elongated in y. These effects are
evidenced quantitatively: increasing νx resulted in an increase
in the overall nonadiabatic coupling in the area containing the
excited-state wavepacket trajectory, from an average of 3.22 eV
to 10.33 eV per coordinate unit with νx = 10 THz and νx = 18
THz, respectively. This also corresponds to an increase in the av-
erage nonadiabatic coupling experienced along the wavepacket
trajectory, from 0.19 to 0.35 eV per femtosecond in the same two
examples. In addition, the effects of νx were reproduced by νxy,
which induced a parallel trend in the extent of nonadiabatic cou-
pling. This provides further evidence of the important role of νx

in this case—in contrast to the other models in which νy had a
dominant influence on the total nonadiabatic transfer.

4.4.2 Rate of nonadiabatic transfer in 2S.

We observe that the duration of nonadiabatic transfer is consis-
tent with trends in the other models, with longer times required
as νx, νy, or νxy are reduced (Fig. 8c). The time required for
transfer to complete ranged from its maximum of 212 fs to 66 fs
with (increasing) νy = 6–20 THz, and from 141 fs to 47 fs with νx

= 6–20 THz. In addition, the timescales increase significantly at
low values of νy or νx around 6 THz, replicating results from the
1S model due to the reduced energetic accessibility of sloped con-
ical intersections. Furthermore, the individual dynamic effects of
∆νx and ∆νy on the transfer rate do not seem to be additive in
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Fig. 8 Sloped topography with two paths, 2S. (a) Example potential energy surfaces from the 2S model, showing the adiabatic electronic ground

state and excited state. The surfaces shown in gradient color with black edges were calculated with νxy = 10 THz. The ground-state reactant

minimum (�) corresponds to the region of Franck-Condon excitation (� FC) to 2.93 eV on the excited state. The second path leads to formation of

the product, corresponding to a local ground-state minimum of 0.40 eV (�). The conical intersection (� CI) is located at 1.10 eV, and is displaced

from the excited-state minimum at 1.00 eV (�). Overlaid transparent surfaces with blue and green edges show examples of modi�ed topographies

with νxy = 12 THz and 14 THz. (b) Larger view of conical intersection topography, from the same potential energy surfaces in (a) with νxy = 10

THz, 12 THz, and 14 THz. (c) Trends in nonadiabatic transfer properties of 2S topographies with ∆νx (�), ∆νy (�), and ∆νxy (a), within 6�20 THz.

Three variables from dynamics simulations are plotted: the total percentage of the wavepacket population that undergoes nonadiabatic transfer to the

ground state (green), the percentage of the wavepacket population that forms photoproduct after transfer (blue), and the time until the amount of

nonadiabatic transfer begins to stabilize (orange). (d) Contour plots of the energy di�erence between the adiabatic ground and excited state potential

energy surfaces in two 2S topographies: νx = 10 THz, νy = 12 THz (left) and νx = 18 THz, νy = 12 THz (right). Markers (a) indicate the location

of the highest excited-state wavepacket density at 0.2 fs time points from 0�1 ps during simulations, with darker gray color indicating earlier times

and lighter gray color indicating later times. Locations of the conical intersection (�), ground-state reactant minimum/excited-state Franck-Condon

position (�), and ground-state photoproduct minimum (�) are labeled. The average nonadiabatic coupling along the wavepacket trajectory from 0�1

ps (NADCwp) was calculated to be 0.19 eV/fs for νx = 10 THz (left), and 0.35 eV/fs for νx = 18 THz (right). The area containing the wavepacket

trajectory (white box) was calculated to have an average nonadiabatic coupling (NADC) of 3.22 eV (left) and 10.33 eV (right) per coordinate unit.

this case. When frequency changes are applied simultaneously as
νxy, we observe that the time required for transfer does not vary
more substantially—likely due to the division of coordinates into
the coordinate of the reaction pathway (x) and the coordinate of
conical intersection displacement (y).

4.4.3 Photoproduct formation in 2S.

Lastly we examine the photoproduct yield, which consisted of
17–42% of the total wavepacket from initial excitation (Fig. 8c).
With increases in frequency as νx, νy, or νxy, we observe the same
trend as in the product-forming peaked topography (2P), result-
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Fig. 9 General trends in the in�uence of ∆ν on conical intersection topography & photochemical observables of nonadiabatic transfer. In the 1P

(peaked with one path), 1S (sloped with one path), 2P (peaked with two paths), and 2S (sloped with two paths) conical intersection models,

modulation of the branching mode frequencies ∆ν (∆νx, ∆νy, and ∆νxy) consistently in�uenced the total amount of nonadiabatic transfer to the ground

state (total NAD transfer), the time required for completion of nonadiabatic transfer (NAD transfer rate), and the ground-state photoproduct yield

(product formation). In cases where one frequency had a more signi�cant in�uence on an observable, the dominant frequency (νx or νy) is labeled

on the right side. Corresponding changes in key topographical parameters, tilt and cylindrical asymmetry, with ∆ν are indicated as an increase (�)

or decrease (�). In cases where νx and νy had di�erent e�ects on the tilt, they are labeled individually as the change in total tilt with ∆νx (�αx)

versus with ∆νy (�αy). Black boxes summarize the e�ects of ∆ν on the overall peaked or sloped topographical character. Any tendencies toward the

branching of one molecular pathway into two paths (in 1P, 1S) or merging of two paths into a single path (in 2P, 2S) along an axis, which would

occur with ∆ν beyond νmin,νmax, are indicated (z,x).

ing in increasing photochemical quantum yields. This can again
be attributed to greater νx values that direct wavepacket momen-
tum along the x-coordinate toward photoproduct formation, sup-
ported by greater νy values that minimize the momentum used
along the other coordinate—although in this model, momentum
along the y-coordinate is still necessary to reach the conical inter-
section. Like in 2P, νx shows a greater influence on product yield
than νy, because x still corresponds to the reaction coordinate.
Increasing νx and νy from 6–20 THz increased product forma-
tion from 18–42% (νx), compared to 30–34% (νy). One unique
aspect of these results is that the product yield increases in par-
allel with the total nonadiabatic transfer (as νx or νxy increases).
As also seen in the 2P model, the branching frequencies have a
more dramatic influence on the photoproduct yield than the to-
tal nonadiabatic transfer—and this dependence is preserved in 2S
even as the product yield increases with the amount of nonadia-
batic transfer. This further illustrates the remarkable sensitivity of
the photochemical process and its resulting product ratios to the
precise topography of the conical intersection.

4.5 Summary

Overall, we observed that lower branching mode frequencies in-
crease the extent of nonadiabatic transfer accomplished in both
peaked and sloped conical intersections, due to a greater area
of effective nonadiabatic coupling. Due to reduced wavepacket
momentum during dynamics, however, more time is required
for completion of nonadiabatic transfer with lower frequencies.
In product-forming topographies 2P and 2S, the photochemical
quantum yield showed an inverse response to vibrational fre-
quency: higher frequencies elicit greater product yields, despite
the simultaneous reduction in nonadiabatic transfer in most con-
ditions. In all topographies, we observed coordinate-specific ef-
fects on nonadiabatic wavepacket dynamics and the resulting re-
action properties. In general, topography along the reaction co-
ordinate, x, showed a more prominent influence on the nonadia-
batic transfer rate and the photoproduct yield, whereas topogra-
phy along the y-coordinate demonstrated a greater influence on
the total amount of nonadiabatic transfer. Because of these rela-
tionships, the sloped topography with two paths, 2S, varied from
the other cases due to the displacement of the conical intersec-
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tion in y, which is absent in the other model topographies. There-
fore we observed an opposite trend in the extent of nonadiabatic
transfer in response to changes along the reaction coordinate or
both coordinates. The prevailing trends (and any deviations) in
the effects of ∆ν on specific topographical parameters, overall to-
pography, and the primary photochemical observables measured
from nonadiabatic transfer dynamics are summarized in Fig. 9.

5 Conclusions

In the models presented here, we have emphasized that the over-
all structure of potential energy surfaces and their conical inter-
section topographies enable them to serve different fundamen-
tal roles in photochemical processes and determine the pathways
taken during excited-state decay. Furthermore, we have observed
specific ways in which the precise topography of a conical inter-
section has far-ranging influences on the outcomes of excited-
state processes, determining molecular properties that are stan-
dard references used throughout chemistry-related fields—such
as photostability, photoreactivity, excited-state lifetime, reaction
rate, and product yield. Specifically, we have demonstrated that
modifying the vibrational mode frequencies alters both the over-
all curvature of the potential energy surfaces and the specific
topography of the conical intersection. Our results show that
these alterations can induce noticeable differences in fluorescence
quantum yield and photoproduct quantum yield on the molecu-
lar scale, as well the rates of excited-state processes occurring
on the ultrafast, electronic scale. Through simulations of vibra-
tional wavepacket relaxation, this study provides detailed demon-
stration that the particular wavepacket and nonadiabatic transfer
dynamics—which can vary dramatically with even minor topo-
graphical modifications—are responsible for the resulting photo-
chemical properties.

We expect that the underlying principles and general relation-
ships between topography, its effects on dynamics, and the re-
sulting photochemistry quantified in this study will be applica-
ble to further research in this field and others. Experimental
techniques could be used to change the normal mode frequen-
cies of a compound and modify its potential energy surface to-
pography as a strategy for photochemical control134—to induce
formation of a specific product, or enhance the product yield
or reaction rate, for example. This could be achieved through
chemical modifications such as single-atom substitutions or func-
tional group additions,29,44,121,122 or through isolation of specific
molecular conformers.135,136 Other possible approaches also uti-
lize the significance of vibrational modes in conical intersection-
mediated processes by applying laser pulses to selectively activate
relevant modes.36,122 Aside from vibrational modes, the poten-
tial energy surface topography can also be manipulated by ex-
posing the sample to different conditions, such as pulsed lasers
and electric fields,50–52,137–139 or even different solvents in some
molecules.46,140–142 Overall, the results shown here present a
framework for understanding—and modifying—conical intersec-
tion and potential energy surface topography, providing a basis
for harnessing photochemical processes that take place through
conical intersections in the future.
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