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Abstract

Tuning of the electronic spectra of carbon dots by means of inserting heteroatoms into the π-

conjugated polycyclic aromatic hydrocarbon (PAH) system is a popular tool to achieve a broad 

range of absorption and emission frequencies. Especially nitrogen atoms have been used 

successfully for that purpose. Despite the significant progress achieved with these procedures, the 

prediction of specific shifts in the UV-vis spectra and the understanding of the electronic 

transitions is still a challenging task. In this work, high-level quantum chemical methods based on 

multireference (MR) and single-reference (SR) methods have been used to predict the effect of 

different nitrogen doping patterns inserted into the prototypical PAH pyrene on its absorption 

spectrum. Furthermore, a simple classification scheme based on valence bond (VB) theory and the 

Clar sextet rule in combination with the harmonic oscillator measure of aromaticity (HOMA) index 

was applied to arrange the different doping structures into groups and rationalize their electronic 

properties. The results show a wide variety of mostly redshifts in the spectra as compared to the 

pristine pyrene case. The most interesting doping structures with the largest red shifts leading to 

absorption energies below one eV could be readily explained by the occurrence of diradical VB 

structures in combination with Clar sextets. Moreover, analysis of the electronic transitions 

computed with MR methods showed that several of low-lying excited states possess double-

excitation character, which cannot be realized by the popular SR methods and, thus, are simply 

absent in the calculated spectra. 
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1 Introduction

Due to their outstanding optical properties, carbon dots (CD) constitute a fascinating new 

carbon-based material with interesting applications in materials science, chemistry, biosensing and 

several other fields.1-5 Their chemical modification, which includes also chemical doping, provides 

a promising strategy to modulate their electronic properties which should convert them to materials 

with even better performance than their pristine counter-partners.6 In particular, nitrogen doping 

changes  the electronic properties of CDs, which can be efficiently used to design systems such as 

sensors,7 electro-catalysts in redox reactions,8-12 systems with capabilities of electrochemical 

energy storage,13 photocatalysts,14-17 and battery constructions.18 Their optical properties with the 

photoluminescence quantum yield up to 75% make them efficient fluorescence probes19-23 and 

light-emitting diodes24. In this context, the red-shift of the fluorescence is of great relevance e.g. 

for bioimaging applications because near infra-red light exhibits deeper tissue penetration.25

Despite the large potential of just-mentioned N-doped CDs, understanding of the optical 

spectra and finding materials which possess appropriately red-shifted UV and fluorescence 

properties represent still a challenging task for experimental as well as computational research. 

Photoemission spectra of N-doped CD’s reported in several experimental studies26-33 demonstrate 

a complex picture, complicated, among others, by different doping forms, such as graphitic-, 

graphitic-edge- pyridinic- and amino-forms of N-dopants. Inconsistent observations originate from 

a high heterogeneity in CD sizes and shapes,34 different surface functional groups and defects. The 

complexity of spectra in the UV and visible regions is demonstrated by significant variations in 

emission colors and fluorescence quantum yield, in the range of 6-80%,35 of CDs prepared under 

different conditions and using different amino-precursors.36, 37 In view of the just-described 

complexity of the CDs, interesting experimental attempts have been made to explain the optical 

properties of the CDs based on mixtures of model PAHs including relatively small PAHs such as 

pyrene.38

The situation is becoming even more complex in case of N doping. The effects of nitrogen 

atoms depend also strongly on the location within CD structures.39-41 When an N atom replaces a 
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CH group, leading to a pyridinic form, the N-lone pair is located in the molecular plane and only 

one electron is contributed to the π-system, as occurs in non-doped systems by carbon atoms also. 

In contrast, in graphitic and graphitic-edge structures, only the C-atom is replaced and the N-atom 

thus contributes two electrons to the π-system. The different types of doping and corresponding 

variations in the electronic structure are the reasons for the complex character of optical spectra as 

demonstrated in many experimental and computational studies.26, 35, 36, 42-47 Based on density 

functional theory (DFT) calculations and time-dependent DFT (TD-DFT) spectra calculations 

significant red-shifts in UV absorption spectra were found by graphitic nitrogens, while other 

nitrogen substitutions had smaller effects.43, 45, 48, 49 

Previous investigations on the electronic ground states of N-doped PAHs50-53 based on highly 

correlated multireference methods showed, that by this process the biradicaloid character could be 

enhanced significantly. Biradicaloid character has to be expected for the doped pyrenes as well, 

and will not only affect the ground state but also excited states. In spite of the extensive work spent 

on detailed spectroscopic investigations of CDs, spectroscopic data on specific N-doped PAHs 

occurring in CDs are extremely rare and to the best of our knowledge, there are no experimental 

data for the studied systems available. However, theoretical calculations are well suited to shed 

light into the spectroscopic characteristics of different doping patterns and to aid in the 

development of efficient new materials. Therefore, following the above-mentioned experimental 

approaches of modeling the spectroscopic properties of CDs by means of selected PAHs, we have 

chosen pyrene as a paradigmatic reference PAH, which is well suited to study N-doping effects on 

UV spectra in detail. For that purpose, doping with two N atoms in various positions have been 

investigated, resulting in pyridinic-, graphitic-edge and graphitic doped structures. Multireference 

calculations of the type density functional theory/multireference configuration interaction 

(DFT/MRCI)54-57 and strongly contracted-n-electron valence state perturbation theory to second 

order (SC-NEVPT2)58, 59 have been performed in comparison with popular single reference 

methods such as second-order algebraic diagrammatic construction (ADC(2)) calculations60, 61 and 

time-dependent density functional theory (TD-DFT), employing B3LYP62 and CAM-B3LYP63 

functionals. Their reliability for the description of the excited states of non-doped CD models was 

demonstrated in calculations of polyacences64 and PAHs based on pyrene and coronene.65-67 In 

these investigations the DFT/MRCI method showed remarkably good agreement with available 
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experimental data and is, thus, used for characterization of the excited states of N-doped pyrene 

and evaluation of other, less computationally demanding methods.

It has been shown in previous examples for N-doping (see e.g. Refs. 53 and 68), that very 

simple tools of valence bond (VB) theory combined with Clar’s sextet rule69 can be very useful in 

disentangling the maze of different doping options. It is one major issue of this work to show that 

this is also true for the quite large manifold of 34 different doping cases, where these 

straightforward prescriptions can be very useful for categorizing and possibly selecting different 

doping options.

2 Computational methods

Ground-state geometries of all structures were optimized at the DFT level using the B3-LYP62 

functional together with the D3 empirical dispersion correction by Grimme et al.70 and the long-

range corrected functional CAM-B3LYP.63 Furthermore, second-order Møller-Plesset 

perturbation theory (MP2)71 was used in combination with the scaled opposite-spin (SOS) 

correction.72 Reference calculations on ground-state stabilities have been performed using the 

domain-based local pair natural orbital (DLPNO)73-coupled cluster with singles, doubles and 

noniterative triples (CCSD(T))74, 75 approach using the SOS-MP2 geometry. All calculations were 

performed with the triple-zeta valence polarization def2-TZVP76 basis set. In case of the DFT 

methods, the vertical excitations were calculated by means of TD-DFT at the optimized geometry 

of the respective method. Ab initio ADC(2) calculations60, 61 employing the resolution-of-the-

identity (RI) approximation77 were performed based on SOS-MP2 geometries. Multireference 

(MR) calculations for excited states were carried at the  DFT/MRCI level developed by Grimme 

and Waletzke54 and redesigned by Marian et al.55-57 and by means of the SC-NEVPT258, 59 method. 

As reference space, a complete active space (CAS) for eight electrons and eight orbitals, CAS(8,8), 

was used in all MR calculations. For SC-NEVPT2, the orbitals were determined from a 

CASSCF(8,8) calculation averaged over 10 states. In case of DFT/MRCI, an initial reference 

wavefunction was chosen as a CAS(8,8) restricted by double-excitations; an energy cutoff of 0.8 

Hartree was used together with the parameter set “short” as explained in Refs. 56, 57 This reference 

was iteratively improved by including all configurations exceeding a weight of 0.003 for the next 

iteration as recommended in Ref. 56. Convergence was achieved by the requirement that energy 
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difference between different iteration were below 10-5 Hartree for all roots. A maximum of four 

iterations was performed. The orbitals were calculated in the latter case from Becke’s hybrid 

exchange-correlation functional (BHLYP).78 For the MR calculations the geometries obtained 

with the B3LYP approach were employed. 

Harmonic frequency calculations were performed in all cases to verify by the absence of 

imaginary frequencies that the structures were minima. In case of the pyridinic doping, all 

structures were planar. For the graphitic and graphitic-edge doping cases, some planar structures 

had imaginary frequencies related to out-of-plane motions. The occurrence of imaginary 

frequencies was not unanimous for all methods. Re-optimization of these structures by removing 

planarity constraints led to minima in all cases. The deviations from planarity were in most cases 

quite small, though. The energetic stabilization was largest for pyr-graphitic-2 and -3 with about 

4 kcal/mol. In all other cases the energetic effects were significantly smaller. There were, however, 

two cases, pyr-graphitic-edge-3 and -7 (see below), where the two N atoms where direct neighbors 

and the out-of-plane displacement of the connected H atoms could not be ignored. Thus, these two 

isomers were considered in their nonplanar structures. Calculated excitation energies performed 

for the most critical cases showed changes less than 0.1 eV. Because of the small energetic effects 

and the advantage of having the same type of structures for all methods, we decided to stay with 

the planar structures, except for the two exceptions mentioned just above. 

The harmonic oscillator measure of aromaticity (HOMA)79, 80 has been used as measure for 

the aromaticity of the benzene rings in the doped pyrene isomers. Using Kekulé benzene as 

reference, the HOMA index of a ring

 (1) 2

optHOMA 1 i
i

R R
N


  

indicates how much the bond distances Ri of a molecule differ from optimal values Ropt. The 

normalization constant  keeps the HOMA index as zero for Kekulé benzene. N counts the number 

of atoms in the ring. The Ropt values for CC bonds are 1.388 Å, for CN bonds 1.334 Å and for NN 

bonds 1.309 Å. Corresponding  values are 257.7, 93.52 and 130.33.

Effectively unpaired densities 81, 82 were calculated by means of the nonlinear  U(H-L)d r

formula developed by Head-Gordon 
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 (2)     22 2
U(H-L) NO,2

LUNO

i i i
i HONO

d n n 


 r r

in order to assess the radical nature of selected structures; ni is the occupation of the natural orbital 

(NO) . The summation is restricted in the present case to the highest occupied (HONO) and NO,i

lowest unoccupied (LUNO) NOs.51

All DFT/B3LYP, TD-B3LYP, SOS-RI-MP2, ADC(2) calculations were carried out using the 

TURBOMOLE 7.2 program.83 Both DFT/CAM-B3LYP and TD-CAM-B3LYP computations 

were performed with the Gaussian 09 program.84 The ORCA 4.0 program system85 was used for 

the SC-NEVPT2 and DLPNO-CCSD(T) calculations. 

3 RESULTS

3.1 Ground state 

All the N-doped pyrenes considered in the study were constructed by positioning two N 

atoms symmetrically in pyrene. These structures are displayed in Scheme 1 for graphitic doping, 

in Scheme 2 for graphitic-edge doping and in Scheme 3 for pyridinic doping. Scheme 1 shows also 

the pristine pyrene. The Cartesian coordinates of the structures optimized in the ground state and 

total energies are collected in the Electronic Supplementary Information (ESI) for the B3LYP, 

CAM-B3LYP and SOS-MP2 methods. 

Scheme 1 Pristine pyrene and graphitic N-doping of pyrene. The total number of π electrons 

is 16 for pyrene and 18 for the pyr-graphitic structures.
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Scheme 2 Graphitic-edge N-doping of pyrene. The total number of π electrons is 18 for the 

pyr-graphitic-edge structures.

Page 8 of 33Physical Chemistry Chemical Physics



9

Page 9 of 33 Physical Chemistry Chemical Physics



10

Scheme 3 Pyridinic N-doping of pyrene. The total number of π electrons is 16 for the 

pyridinic N-doped structures.

The trends of the relative stabilities of different doping structures can be rationalized in terms 

of their resonance structures, in particular the possibility of showing a Kekulé structure (labelled 

as KEK) electronic configuration or a diradical structure (labelled as DR), the number of Clar 

sextets,69 as well as the number of carbon atoms separating nitrogen atoms (denoted as NS). Since 

pyrene is an alternant hydrocarbon,86 NS odd denotes two N atoms located in the same sublattice 

(either starred or unstarred, Scheme 4), whereas for NS even the two N atoms belong to different 

sublattices. The combination of a Clar sextet together with either a Kekulé structure is denoted as 

Clar(KEK). The case where a Clar sextet occurs only together with a diradical structure is called 

Clar(DR).

Scheme 4 Pyrene structure as an alternant hydrocarbon as indicated by the sequence of starred and 

unstarred C atoms.

3.1.1 Graphitic structures

The ground state stabilities of pyr-graphitic structures with respect to the most stable pyr-

graphitic structure (pyr-graphitic-1) are compared in Figure 1 and Table 1 for SOS-MP2, B3LYP, 

CAM-B3LYP, DFT/MRCI and DLPNO-CCSD(T) levels. All methods show quite similar trends. 

DL-PNO-CCSD(T) and SOS-MP2 always agree very well, some discrepancies with the other 

methods can be seen for the pyr-graphitic-2 case where especially CAM-B3LYP more 

significantly overestimates the instability with respect pyr-graphitic-1. The pyr-graphitic-edge-8 

structure also shows some differences
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.

Figure 1 Ground state relative energies (in kcal/mol) of pyr-graphitic and pyr-graphitic-

edgestructures with respect to pyr-graphitic-1 calculated at the SOS-MP2, B3LYP, CAM-B3LYP, 

DFT/MRCI and DLPNO-CCSD(T) levels. The def2-TZVP basis set was used always. 

In the case of the most stable pyr-graphitic-1 and pyr-graphitic-2 structures (Table 1), the 

nitrogen atoms are separated by two carbons (NS=2). In both cases, a Kekulé (KEK) structure 

without Clar sextets exists (Scheme 5). The latter, however, possesses also a diradical VB structure 

with one Clar sextet (Clar(DR)) and, thus, should possess higher reactivity. According to the 

calculated HOMA values (Figure 2 and Figure S1 of the Supporting Information (SI) for a 

complete collection) there is a significant contribution of the Clar sextet in this case. This 

conclusion is also confirmed by the 11.8 kcal/mol higher energy than pyr-graphitic-1 (Figure 1 

and Table 1). The same diradical VB structure with the Clar sextet can be obtained also for pyr-

graphitic-3 with NS=1, which is less stable than pyr-graphitic-1, with no possibility to form a KEK 

electronic structure. Note that the ordering of pyr-graphitic-2 and pyr-graphitic-3 reverses at the 

DFT levels. DFT/MRCI gives approximately the same stability of the two isomers. The increasing 

diradicaloid character deduced qualitatively, is also confirmed by the CAS self-consistent field 

calculations preceding the SC-NEVPT2 calculations, in which the HONO/LUNO pairs assume the 

values 1.89/0.04e, 1.23/0.89e and 1.03/1.00e for pyr-graphitic-1 to -3, respectively. The H-L 

unpaired densities (Eq. (2)) shown for pyr-graphitic-2 and -3 (Figure 3) agree nicely with the 
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respective VB structures (Scheme 5). The lowest stability of pyr-graphitic-4 with NS=0 results 

probably from the close proximity of the two N atoms.

Scheme 5. Selected VB structures for pyr-pyridinic structures. Clar sextets are shown in color.

Figure 2. HOMA values computed for three graphitic structures using B3LYP calculations.
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Figure 3. Plot of the unpaired densities (Eq. (2)) using the HONO and LUNO orbitals for the 

ground state calculated from SA-CASSCF calculations.

Table 1 Relative energies (in kcal/mol) and ground-state character of graphitic N-doped 

pyrenes (pyr-graphitic-x) calculated at the B3LYP, SOS-MP2 and CAM-B3LYP levelsa

pyr-graphitic-x
x=1 x=2 x=3 x=4

KEK(2) KEK(2)/ 
Clar(DR) Clar(DR)(1) KEK(0)

DFT-
B3LYP 0.0 17.6 10.5 31.0

SOS-MP2 0.0 11.8 18.3 37.7
CAM-

B3LYP 0.0 24.7 12.1 33.7

DFT/MRCI 0.0 15.1 13.1 32.1
DLPNO-

CCSD(T) 0.0 11.4 16.0 38.6

a numbers in parentheses denote NS values.

3.1.2 Graphitic-edge doping

Doping in graphitic-edge positions results in more stable structures compared to graphitic 

doping (Figure 1 and Table 2). As for the graphitic doping cases, possibilities to form the KEK 

VB structure, which exist only for even NS numbers, and structures with Clar sextets are the key 

factors which determine their relative stabilities. In the following discussions, the different isomers 

are arranged into three groups based on the character of the ground state wavefunctions (Table 2 

and Scheme 6): (I) structures pyr-graphitic-edge-3, -5, -7, -10, -11 and -14 (classified as KEK, 

Clar(KEK)), (II) structures pyr-graphitic-edge-1, -4 and -9 (classified as KEK, Clar(DR)) and (III) 

structures pyr-graphitic-edge-2, -6, -8, -12, -13 and -15 (classified as Clar(DR).

The most stable systems, pyr-graphitic-edge-10 (most stable) and pyr-graphitic-edge-5, -7, -

10, -11 and -14, all belong to group I (Table 2). The reason for this stability is that they can adopt 

Clar(KEK) VB structures (see Scheme 6 for an example). The ordering among them is further 

determined by NS; structures with larger NS are more stable. The HOMA values provide 

additional information on the resonance character of VB structures. For example, the large values 

Page 13 of 33 Physical Chemistry Chemical Physics



14

of two fused benzene rings in pyr-graphitic-edge-5 (Figure 4) indicate the existence of two 

resonant structures with one Clar sextet each (Scheme 6). Note that a relatively large stability is 

observed also in the case of pyr-graphitic-edge-7, although with NS=0 and the hydrogen atoms 

moved out from the molecular plane. Pyr-graphitic-edge-3, also with NS=0, is the least stable of 

this group. The favorable stability of pyr-graphitic-edge-7 vs. the edge-3 isomer can be rationalized 

by their HOMA values. Following the condition that Clar sextets cannot exist on adjacent rings, 

two resonant structures with only one Clar sextet each (Scheme 7), with HOMA values of 0.87 

and 0.81 (Figure 4), contribute to the resulting electronic structure of pyr-graphitic-3. On the other 

hand, two non-fused Clar sextets with significantly large aromaticity (HOMA values of 0.92) 

coexist in pyr-graphitic-7. The remaining structures with even NS number (group II) and structures 

with odd NS numbers (group III), are less stable (see Table 2). The graphitic-edge-1 example of 

the group II structure given in Scheme 6 shows the resonance of a quinoid structure without Clar-

sextet and a biradical structure with one Clar-sextet. The small HOMA value (0.13, Figure 4) of 

the corresponding ring shows an almost anti-aromatic character and preference of the quinoid 

structure. The HOMA values of pyr-graphitic-edge-2, group III (Figure 4), indicate the existence 

of two resonant structures with biradical character and one Clar sextet each as shown in Scheme 

6.  

Scheme 6. Selected VB structures for pyr-graphitic-edge structures. Clar sextets are shown in color.
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Figure 4. HOMA values computed for selected graphitic-edge structures using B3LYP 

calculations.

Scheme 7. VB structures for pyr-graphitic-edge structures. Clar sextets are shown in color.

Table 2 Relative energies (in kcal/mol) of graphitic-edge N-doped pyrene (pyr-graphitic-

edge-y) with respect to pyr-graphitic-1 calculated at the B3LYP, SOS-MP2 and CAM-B3LYP 

levels.a

pyr-graphitic-edge-y

y=1 y=2 y=3 y=4 y=5
KEK(6)/ 

Clar(DR) DR(3) KEK(0)/ 
Clar(KEK)

KEK(2)/ 
Clar(DR)

KEK(4)/ 
Clar(KEK)

B3LYP -10.2 -15.2 -13.9 -9.4 -41.1
SOS-MP2 -12.6 -14.4 -14.7 -8.1 -40.6

CAM-B3LYP -9.5 -13.3 -15.0 -8.1 -42.7
DFT/MRCI -12.8 -16.6 -15.3 -11.3 -42.7
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DLPNO-CCSD(T) -11.9 -13.2 -16.6 -7.5 -41.9

y=6 y=7 y=8 y=9 y=10

DR(5) KEK(0)/ 
Clar(KEK) DR(3) KEK(4) 

Clar(DR)
KEK(4)/ 

Clar(KEK)
B3LYP -19.2 -28.7 -13.2 -19.6 -41.7

SOS-MP2 -19.2 -29.4 -6.1 -16.5 -41.3
CAM-B3LYP -17.1 -31.3 -9.3 -17.9 -43.4
DFT-MRCI? -20.5 -30.6 -14.7 -21.3 -43.5

DLPNO-CCSD(T) -17.1 -31.7 -6.1 -16.7 -42.5
y=11 y=12 y=13 y=14 y=15

KEK(4)/ 
Clar(KEK) DR(3) DR(1) KEK(2)/ 

Clar(KEK) DR(1)

B3LYP -39.7 -22.4 -10.5 -36.6 -18.1
SOS-MP2 -39.1 -19.5 -6.2 -35.4 -14.8

CAM-B3LYP -41.3 -20.1 -9.9 -38.3 -16.4
DFT-MRCI? -41.4 -23.1 -9.3 -38.0 -18.8

DLPNO-CCSD(T) -40.4 -18.6 -8.2 -36.7 -15.1
aNS values are given in parentheses.

3.1.3 Pyridinic doping

The electronic properties of pyridinic doping cases closely resemble those of pyrene, i.e. 

they possess KEK structures regardless of N-doping positions. Contrary to the previous cases, the 

distribution of relative energies (Figure 5, Table 3) are relatively uniform, with a slight preference 

of structures with nitrogens located close to the zig-zag-type edge, as documented with the most 

stable pyr-pyridinic-13 (Scheme 3). The only exceptions are pyr-pyridinic-3 and -7 with NS=0 

which are by 25.2 and 27.4 kcal/mol (DLPNO-CCSD(T)), respectively, less stable.  Note, that the 

DFT/MRCI approach overestimates the instability of pyr-pyridinic-3 with respect to the most 

stable pyr-pyridinic-13. 
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Figure 5 Ground state relative energies (in kcal/mol) with respect to pyr-pyridinic-13 
calculated at the SOS-MP2, B3LYP, CAM-B3LYP, DFT/MRCI and DLPNO-CCSD(T) levels. 
The def2-TZVP basis set was used always.

Table 3 Relative energies (in kcal/mol) for pyridinic N-doped pyrenes (pyr-pyridinic-z) at 

theB3LYP, SOS-MP2 and CAM-B3LYP levels.a

pyr-pyridinic-z
z=1 z=2 z=3 z=4 z=5

KEK(6) KEK(3) KEK(0) KEK(2) KEK(4)
B3LYP 6.1 5.2 24.1 5.3 3.3

SOS-MP2 6.2 5.5 23.9 5.1 2.8
CAM-

B3LYP 6.6 5.6 25.1 5.8 3.5

DFT/MRCI 6.6 5.8 30.1 5.9 3.4
CCSD(T) 7.4 5.8 25.2 6.6 4.5

z=6 z=7 z=8 z=9 z=10
KEK(5) KEK(0) KEK(3) KEK(4) KEK(4)

B3LYP 4.2 25.7 4.2 3.7 2.9
SOS-MP2 4.6 26.2 4.3 3.5 2.4

CAM-
B3LYP 4.6 27.1 4.7 4.1 3.2

DFT/MRCI 4.6 27.3 4.9 4.2 2.9
CCSD(T) 4.2 27.4 5.7 5.2 4.1

z=11 z=12 z=13 z=14 z=15
KEK(4) KEK(3) KEK(1) KEK(2) KEK(1)

B3LYP 4.2 3.2 0.0 4.0 4.3
SOS-MP2 3.9 3.3 0.0 3.6 4.6
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CAM-
B3LYP 4.7 3.5 0.0 4.3 4.6

DFT-
MRCI? 4.7 3.6 0.0 4.3 4.8

DLPNO-
CCSD(T) 5.5 4.6 0.0 5.2 4.9

aNS values are given in parentheses

3.2 Excited states

The changes of the character of the electronic ground state caused by the nitrogen doping 

result in an increased complexity of the electronic excitation spectra with respect to pyrene. In the 

following discussion we want to analyze the effect of doping at different sites on the electronic 

spectrum and show the multitude of situations that can occur. The discussion will be governed by 

the presentation of achievable redshifts of the lowest excited states, especially of S1, and further 

by the characterization of excited states, i.e. singly and doubly excited π → π* states (n → π* 

states also for the pyridinic structures). The occurrence of doubly excited states is of great interest 

since they are not accessible by standard single reference methods, but could play an important 

role for the internal conversion process to S1 after photoexcitation. In the absence of systematic 

experimental data, the DFT/MRCI results will be considered as most reliable reference. 

3.2.1 Graphitic structures  

Figure 6 shows the evolution of the S1 state of the graphitic doping structures for the 

different methods. The experimental S1 excitation energy for pyrene itself amounts to 3.41 eV (Lb 

state).87 The computed value of 3.56 eV (DFT/MRCI, Table S1) is in good agreement with it and 

also with the recent result of a calculation based on generalized multi-configuration quasi-

degenerate perturbation theory.88 The complete list of excitation energies computed for the first 

ten states, oscillator strengths and the classification in terms of single (S) and double (D) 

excitations can be found in Table S1 of the ESI. All methods agree on the strong red shifts in the 

range of 2.2 to 3.2 eV. There are some discrepancies though in terms of methods. Most notable is 

the too large value for the excitation energy obtained by TD-CAM-B3LYP for pyr-graphitic-4. 

The large shift regarding pyrene leads to remarkable low excitation energies of 0.61 eV and 0.43 
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eV (DFT/MRCI) for pyr-graphitic-2 and -3, respectively. This agrees well with the partial 

diradicaloid character of the ground state as indicated in Scheme 5. Pyr-graphitic-4 is a similar 

case, but probably of less relevance because its significantly decreased stability as compared to the 

other graphitic structures.

Figure 6 Vertical excitation energies to the S1 state for graphitic doping structures for all methods 

using the def2-TZVP basis (pyrene exp. (Lb) 3.41 eV87).

The optical spectra are illustrated in more detail for pyr-graphitic-1 and -3 (Figure 7). The 

spectra of the remaining two graphitic doping cases are displayed in Figure S2. Calculations 

performed with the single-reference methods (ADC(2), TD-B3LYP and CAM-B3LYP) locate the 

first three excited states (one bright and two dark states) of pyr-graphitic-1 in the range of 1.3 to 

2.6 eV quite well in comparison to the MR methods DFT/MRCI and SC-NEVPT2. However, the 

next excited state is separated by an energy gap of ~2 eV in all these three cases, in stark contrast 

to the results obtained by the MR methods, where five and six, respectively, doubly-excited states 

appear, following the lowest three states. The lowest doubly-excited state was found to be a 

HOMO2LUMO2 excitation. This gap shown by the SR methods is explained by the inability of 

describing states with higher than single excitations. A similar picture is observed also for pyr-

graphitic-3. In this case the ground state has more radical character. Therefore, the three lowest 

singly excited energies are located at even lower energies. For example, the excitation energy to 

S1 is quite small (0.43 eV with DFT/MRCI) as compared to 1.40 eV for pyr-graphitic-1, which has 

a KEK ground state structure. 
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Figure 7 Excitation spectra of pyr-graphitic-1 and pyr-graphitic-3, calculated at the DFT/MRCI, 

SC-NEVPT2, ADC(2), TD-B3LYP and CAM-TD-B3LYP levels. Bright singly excited states are 

highlighted in red, dark doubly excited states are in blue and the remaining dark singly excited 

states are in black. Dark states are defined as having f < 0.1. Note that the dark states have not 

been drawn according to their actual f value but with the threshold value of f = 0.1 in order to 

assure their visibility in the graphics.

Figure 8 gives a global overview of the evolution of the shifts of the lowest five excited singlet 

states for the doped graphitic structures in comparison to pyrene. The smallest excitation energy 

for the bright state (red line) is found for pyr-graphitic-3 with 1.5 eV, which amounts to a shift of 

2.3 eV in comparison to the bright La state in pyrene.
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Figure 8. Evolution of different types of excited states in dependence of the different cases of 

graphitic doping by means of the DFT/MRCI approach: red line and red open circle – bright states 

(f > 0.1); other lines - dark states; D indicates significant contribution of doubly-excited 

configurations.

3.2.2 Graphitic-edge structures

Figure 9 shows an overview of the S1 excitation energies calculated with the different 

computational methods used in this work. The complete list of excitation energies computed for 

the first ten states, oscillator strengths and the classification in terms of single (S) and double (D) 

excitations can be found in Table S2. The graphs displayed in Figure 9 show good consistency 

between the different methods. The peaks in the figure indicate large excitation energies close to 

or even higher than the value for the Lb state of pyrene. It is interesting to note that the 

corresponding isomers (pyr-graphitic-edge-3, -5, -7, -10, -11 and -14) constitute exactly group I 

of the most stable structures. The group I pyr-graphitic-edge-3 structure is also found to be 

included in this list even though it does not belong to the most stable ground state structures. The 

group III structures pyr-graphitic-edge-6, -8 and -13, characterized as Clar(DR), are those with the 

smallest S1 excitation energies below or close to one eV. However, it should be mentioned that 

also pyr-graphitic-edge-4 (group II, KEK, Clar(DR) shows a small excitation energy close to one 

1 eV due to its biradical character. 
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Figure 9 Vertical excitation energies to the S1 state for graphitic-edge doping structures for all 

methods using the def2-TZVP basis (pyrene exp. (Lb) 3.41 eV87).

Figure 10 shows a characteristic example of the overall spectrum for each graphitic-edge 

doping group. The spectra of the remaining graphitic-edge doping cases are displayed in Figure 

S3. For the group-I case pyr-graphitic-edge-5, quite good agreement between different methods is 

found. The states S5 and S6 of the DFT/MRCI calculation are Rydberg states and are not of interest 

in the present context. Doubly-excited states appear only higher in the spectrum. With a few 

exceptions, the lowest doubly excited state was found to have HOMO2LUMO2 character. 

Moving on the examples for the other two groups, one notes that the bright state does not 

significantly change its position, instead several dark states are stabilized at lower energies. The 

bright doubly-excited state shown for the pyr-graphitic-edge-1 structure exhibits actually a strong 

mixture with singly-excited configurations explaining the strong intensity. In Figure 11a graphical 

overview of the spectra of all pyr-graphitic-edge cases is given based on DFT/MRCI calculations. 

It shows the systematic shift of dark states to lower energies and the occurrence of several doubly 

excited states in the low-energy region.  
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Figure 10 Excitation spectrum of a) pyr-graphitic-edge-5 (group I), b) pyr-graphitic-edge-1(group 

II), and c) pyr-graphitic-edge-2 (group III), calculated at the DFT/MRCI, SC-NEVPT2, ADC(2), 

TD-B3LYP and CAM-TD-B3LYP levels. Bright singly excited states are highlighted in red, a 

bright doubly excited state is highlighted in green, dark doubly excited states are in blue and the 

remaining dark singly excited states are in black. Dark states are defined as having f < 0.1. Note 

that the dark states have not been drawn according to their actual f value but with the threshold 

value of f = 0.1 in order to assure their visibility in the graphics.

Figure 11 Evolution of different types of excited states in dependence of the different cases of 

graphitic-edge doping by means of the DFT/MRCI approach: red line and red open circles – bright 

states (f > 0.1); other lines - dark states; D indicates significant contribution of doubly-excited 

configurations.
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3.2.3  Pyridinic structures

One difference to the two doping cases discussed above is the occurrence of lone pairs and 

corresponding n → π* transitions. Figure 12 shows the evolution of the S1 excitation energies with 

the different structures computed with different methods. The complete list of excitation energies 

computed for the first ten states, oscillator strengths and the classification in terms of single (S) 

and double (D) excitations can be found in Table S4. As has already been noted in the discussion 

of the ground-state stabilities, a more uniform behavior in the S1 excitation energies and similarity 

to pyrene is observed due to the fact that the nitrogen contributes only one electron to the π system 

and thus the number of π electrons is not changed as compared to pyrene. The general trend in the 

S1 excitation energies across all doped structures is very well reproduced by all methods. ADC(2) 

and TD-B3LYP come closest to the DFT/MRCI benchmark results. SC-NEVPT2 deviates most 

toward smaller excitation energies and CAM-B3LYP toward larger energies. Outstanding doping 

structures in terms of decreased energy gaps are the pyr-pyridinic-3 and -7 structures which have 

adjacent N atoms. Figure 13 provides an overview of the overall spectrum for two doping cases in 

order to show the similarity to the pyrene spectrum. The spectra of the remaining pyridinic doping 

cases are displayed in Figure S4. Except for one transition in pyr-pyridinic-7, the spectrum starts 

at ~4 eV in contrast to the graphitic (Figure 7) and graphitic-edge (Figure 10) spectra, which extend 

to much lower excitation energies. From Figure 14 the evolution of excitation energies for several 

states can be seen. The above-mentioned decreased excitation energies for the pyr-pyridinic-3 and 

-7 cases is traced back to n-π* states. The latter states do not appear as lowest ones in the other 

cases, but are quite abundant in higher excited states.
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Figure 12 Vertical excitation energies to the S1 state for pyr-pyridinic doping structures for all 

methods using the def2-TZVP basis (pyrene exp. (Lb) 3.41 eV87).
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Figure 13 Excitation spectrum of a) pyrene, b) pyr-pyridinic-7, and c) pyr-pyridinic-13, calculated 

at the DFT/MRCI, SC-NEVPT2, ADC(2), TD-B3LYP and CAM-TD-B3LYP levels. Bright singly 

excited states are highlighted in red, dark doubly excited states are in blue and the remaining dark 

singly excited states are in black. Dark states are defined as having f < 0.1. Note that the dark states 

have not been drawn according to their actual f value but with the threshold value of f = 0.1 in 

order to assure their visibility in the graphics.
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Figure 14 Evolution of different types of excited states in dependence of the different cases of 

pyridinic doping calculated by means of the DFT/MRCI approach: red line and red open circles – 

bright states (f > 0.1); other lines - dark states; n indicates n-π* states.

4 Conclusions: 

Our calculations on N-doped pyrene structures show that a great variation in the relative 

ground-state stability and in the red shifts in the UV spectra can be achieved. From the three types 

of N-doping, graphitic, graphitic-edge and pyridinic, the first two are the ones with significantly 

larger variation. The red shifts for graphitic doping are substantial and amount to 2.2 to 3.2 eV, 

depending on the doping case. The lowest few states are usually dark states with oscillator 

strengths below 0.1. The lowest bright state following them is also strongly red-shifted by about 2 

eV. The dependence of the S1 excitation energy on the graphitic-edge doping cases shows more 

variation, ranging from a blue shift to significant red shifts similar to the graphitic doping. Between 

these two limits a number of intermediate S1 excitation energies can be found. The energetic shifts 

for pyridinic doping are in general significantly smaller and resemble more the original pyrene 

spectrum. 

This picture has been substantiated by using a series of different methods, the most advanced 

ones are based on multireference technologies, which provide the basis for comparison with single-
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reference methods including TDDFT. It is important to observe that the few lowest states can be 

described well as single excitations, which simplifies the computational tasks considerably. 

However, it should be noted that also several double excitations occur which are clearly missing 

in the single-reference case. Additionally, doubly excited configurations are found to mix in 

several cases with singly excited configurations, so that the transitions to these states acquire non-

negligible oscillator strengths. This means that especially internal conversion processes to S1, 

which will pass through several states, can be biased when using popular single-reference methods 

such as TDDFT or ADC(2).

The differences between the graphitic and graphitic-edge doping on one side and the pyridinic 

doping on the other side can be explained overall that in the first case the number of π electrons is 

increased by two as compared to pyrene since each N atom contributes two electrons to the π 

system instead of one, which the original C atoms had contributed. In the latter case the number 

of π electrons remains unchanged. This difference has an important influence in obtaining desired 

significant red shifts in the UV spectra, which are primarily found in the first case. Pyridinic doping 

is not well suited for that purpose. Qualitative analysis according to valence bond theory in 

combination with Clar’s sextet rule and the distance between the two N atoms in terms of 

separating atoms provide simple, but useful tools to classify the doping process. Additionally, the 

HOMA index was used to assess the aromaticity in quantitative terms. This concept worked very 

well especially for finding cases of either strong diradicaloid character or dominant Kekulé 

structures on the other hand. Structures with strong diradical character are found when the two 

nitrogen atoms are located in the same sublattice where no Kekulé structure can be constructed. 

The presence of a Clar sextet enhances this effect. In such cases remarkably small S1 excitation 

energies of around 1 to 0.5 eV or less, ranging into the infrared region, are observed. It has also 

been found that increasing the interatomic distance between the N atoms (NS values) enhances the 

stability of the doped structures in general. The NS values indicate also the relative location of the 

N atoms in the two sublattices of the alternant π conjugated system of pyrene. The stability of 

isomers with N atoms located in different sublattices (NS even) appeared to be preferred because 

of the possibility of constructing Kekulé structures. Overall, this qualitative analysis appeared very 

useful in rationalizing the relative stabilities of the different isomers and also respective shifts in 

the UV spectra.
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