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†

Brent R. Westbrooka, Weston A. Del Rioa, Timothy J. Leeb, and Ryan C. Fortenberrya

The challenges associated with the out-of-plane bending problem in multiply-bonded hydrocarbon
molecules can be mitigated in quartic force field analyses by varying the step size in the out-of-
plane coordinates. Carbon is a highly prevalent element in astronomical and terrestrial environ-
ments, but this major piece of its spectra has eluded theoretical examinations for decades. Earlier
explanations for this problem focused on method and basis set issues, while this work seeks to
corroborate the recent diagnosis as a numerical instability problem related to the generation of the
potential energy surface. Explicit anharmonic frequencies for c-(CH)C3H+

2 are computed using a
quartic force field and the CCSD(T)-F12b method with cc-pVDZ-F12, cc-pVTZ-F12, and aug-cc-
pVTZ basis sets. The first of these is shown to offer accuracy comparable to that of the latter two
with a substantial reduction in computational time. Additionally, c-(CH)C3H+

2 is shown to have two
fundamental frequencies at the onset of the interstellar unidentified infrared bands, at 5.134 and
6.088 µm or 1947.9 and 1642.6 cm−1, respectively. This suggests that the results in the present
study should assist in the attribution of parts of these aromatic bands, as well as provide data in
support of the laboratory or astronomical detection of c-(CH)C3H+

2 .

1 Introduction
As the fourth most abundant element in the universe and a molec-
ular building block for our current understanding of life, carbon
plays a large role in the chemistry of interstellar molecules.1–3

Despite this ubiquity, recently there has been significant diffi-
culty in determining the anharmonic out-of-plane bending (OPB)
frequencies of multiply-bonded hydrocarbons,4–6 even using the
best electronic structure methods. Over the last ~30 years, sim-
ilar failings have been observed in the harmonic frequencies of
ethylene,7,8 acetylene,9–11 benzene and other arenes,12–14 as
well as in nucleobases15 but only when using wavefunction-based
electron correlation methods. In other words, this issue with
harmonic frequencies for small molecules having C=C multiple
bonds, including aromatic systems, is not found at the Hartree-
Fock (HF) or Density Functional Theory (DFT) levels of theory. In
these cases, the harmonic frequencies can be so poorly described
that the equilibrium structures of the molecules actually become
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bent.

However, there are also recent reports where the harmonic
frequencies of large polycyclic aromatic hydrocarbon (PAH)
molecules exhibit problems with harmonic frequencies,16,17

again to the extent that the molecules are no longer planar and
become bent. In these cases, though, the problem occurs us-
ing DFT methods that do not exhibit this problem for small PAH
molecules. One question then arises, are these three different
issues, 1) DFT harmonics, 2) wavefunction harmonics, and 3)
wavefunction anharmonics, part of the same problem, or are they
unrelated?

The problem with anharmonic OPB vibrational frequencies
has been explored for the simple example of c-C3H2, cyclo-
propenylidene,4–6 although previous studies have not found a
problem.18,19 Two of these studies examined the possibility that
the OPB harmonic and anharmonic frequency issues when using
wavefunction-based electron correlation methods, such as cou-
pled cluster theory at the singles, doubles, and perturbative triples
level [CCSD(T)],20 are related and may be both a method and ba-
sis set issue, or in other words, due to a coupling of the one and
n-particle effects.4,5 In these studies, a quartic force field (QFF)
was determined using the CCSD(T) method, and vibrational sec-
ond order perturbation theory (VPT2) was used to determine the
anharmonic vibrational frequencies.
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QFFs are fourth-order Taylor series expansions of the internu-
clear Watson Hamiltonian21 utilized to compute anharmonic vi-
brational frequencies. At a high level the energies used to define
the QFF are composites of complete basis set (CBS) extrapola-
tions, core electron correlation, and scalar relativity, leading to
the “CcCR” moniker. However, even this CcCR QFF, which fre-
quently achieves accuracy within 1.0 cm−1 of gas-phase experi-
ment,22–32 falls short of both previous computational work19 and
argon-matrix experiment33 in describing certain fundamental vi-
brational frequencies, notably the OPBs. As a result, further ex-
ploration5 sought alternative paths to more accurate theoretical
results via explicit correlation and various scaling factors for force
constants. Although a hybrid QFF composed of the CcCR and
explicitly-correlated results produced data in reasonable agree-
ment with experiment, the authors acknowledge that this scheme
is not reliably extensible to other molecules.5

However, in a later study, it was determined that the OPB an-
harmonic frequencies for c-C3H2 come into line when the dis-
placements used for the OPB symmetry internal coordinates to
determine the QFF are increased, suggesting that there were not
enough significant digits in the OPB energies.34 Symmetry inter-
nal coordinates are a key portion of the QFF methodology, as they
define the numerical derivatives taken to map the potential en-
ergy surface. The typical step length is 0.005 Å in the internuclear
distances and 0.005 radians in the bending and torsional coordi-
nates. This has previously been shown to be the optimal size22,23

for general applications, but the step size has proven to be a tun-
able variable that can improve (or degrade) results for certain
applications. This is especially true when the energy differences
in question are small, which jeopardizes the numerical stability of
the QFF as a whole.34 Taking larger steps can induce more signif-
icant energy differences, which allows for computation of the nu-
merical derivatives without substantial loss of precision. Even so,
care must be taken when doing so as higher-order contamination
in the force constants, especially the quartic constants, can also
be introduced with larger step sizes. Hence, there is a balance.
As such, one of the goals of the present work is to explore further
the effects of step size on the treatment of the OPB problem.

The specific interest in c-(CH)C3H+
2 , the molecule of the

present study, is two-fold. First, the structure is similar to that of
cyclopropenylidene, which has been well-studied in its exhibition
of the out-of-plane bending problem. Second, c-(CH)C3H+

2 is also
closely related to the cyclopropenylidenyl carbene (c-(C)C3H2),
which has previously been shown to have fundamental vibra-
tional frequencies in the mid-IR, within the range of the unidenti-
fied infrared bands (UIRs).35–39 These interstellar spectral bands
stretch from the near- to far-IR and have thus far been largely
unattributed.37,38 As such, the vibrational and rotational spectro-
scopic data reported herein will not only allow for the identifica-
tion and characterization of c-(CH)C3H+

2 in both the laboratory
and in regions of astrochemical interest, but it may also serve
to help disentangle the some spectral features of the UIRs. The
fundamental frequencies in the infrared range will pair well with
the infrared focus of the upcoming James Webb Space Telescope
(JWST) and with the currently operating Stratospheric Observa-
tory for Infrared Astronomy (SOFIA) as they examine the heavens

in these wavelengths.
The other major focus of the current work is to examine the

difference in accuracy between using double- and triple-ζ basis
sets11,40,41 designed to work with the CCSD(T)-F12 method and
a typical Dunning triple-ζ basis set augmented with diffuse func-
tions.42,43 The first of these (cc-pVDZ-F12) obviously will lead
to faster computations allowing for the analysis of much larger
hydrocarbon molecules, possibly even small PAHs. However, the
latter two presumably will offer greater accuracy, but it remains to
be tested whether or not this improvement is sufficient to justify
the greater computational cost as has been demonstrated in some
molecular systems.44 If triple-ζ quality is required to adequately
treat these systems, there further remains the choice between the
F12 and augmented basis sets. Previous QFF studies4,5,35,44,45

have variously made use of both types, but further data is needed
in order to clarify the advantages of each.

2 Computational Details
Geometry optimizations and harmonic frequency computations
are performed using the Molpro 2015.1 software package46 at
the coupled cluster singles, doubles, and perturbative triples
level of theory20 within the F12 explicitly correlated construction
(CCSD(T)-F12b).47,48 The cc-pVDZ-F1240 basis set is used for
the initial survey of potential step sizes, while both the cc-pVTZ-
F1211,40,41 and the aug-cc-pVTZ42,43 basis sets are used for the
final, “best guess” step size computations. These schemes are ab-
breviated as F12-DZ, F12-TZ, and F12-aTZ in the following. The
dipole moment computation is done at the F12-TZ level. Double-
harmonic intensity calculations utilize the Gaussian16 program at
the MP2/6-31+G(d) level of theory,49,50 with this scheme pre-
viously shown to give semi-quantitative agreement with more
computationally-demanding levels of theory.51,52

Fig. 1 Visual depiction of the c-(CH)C3H+
2 molecule

Explicit anharmonic vibrational frequencies are computed us-
ing a QFF approach at these aforementioned levels of theory. The
QFF methodology utilized herein requires the optimization of the
molecular geometry to give the reference configuration, followed
by 10353 single-point energy computations for displacements of
the symmetry-internal coordinates. In the F12-DZ computations,
these displacements are varied from 0.005 to 0.040 radians for
coordinates 14 and 15 but kept constant at 0.005 Å or radians
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for the other bond lengths and angles/torsions, respectively. Both
sets of the TZ computations use displacements of 0.020 Å/radians
for coordinates 14 and 15. The symmetry-internal coordinates,
with atom labels given in Figure 1 are as follows:

S1(a1) = r(H1−C1) (1)

S2(a1) = r(H1−C2) (2)

S3(a1) =
1√
2
[r(C2−C3)+ r(C2−C4)] (3)

S4(a1) =
1√
2
[r(C3−H2)+ r(C4−H3)] (4)

S5(a1) =
1√
2
[6 (C1−C2−C3)+ 6 (C1−C2−C4)] (5)

S6(a1) =
1√
2
[6 (C2−C3−H2)+ 6 (C2−C4−H3)] (6)

S7(b2) =
1√
2
[r(C2−C3)− r(C2−C4)] (7)

S8(b2) =
1√
2
[r(C3−H2)− r(C4−H3)] (8)

S9(b2) =
1√
2
[6 (C1−C2−C3)− 6 (C1−C2−C4)] (9)

S10(b2) =
1√
2
[6 (C2−C3−H2)− 6 (C2−C4−H3)] (10)

S11(b2) =
1√
2
[6 (H1−C2−C3)− 6 (H1−C2−C4)] (11)

S12(b1) = OPB(H1−C2−C3−C4) (12)

S13(b1) = OPB(C1−C2−C3−C4) (13)

S14(b1) =
1√
2
[τ(C1−C2−C3−H2)− τ(C1−C2−C4−H3)] (14)

S15(a2) =
1√
2
[τ(C1−C2−C3−H2)+ τ(C1−C2−C4−H3)], (15)

with “OPB” referring, again, to an out-of-plane bending motion.

Following the single-point computations, the QFF function is
fit by a least-squares method, yielding sums of squared residu-
als on the order of 10−14 a.u.2 or less in all cases. The result-
ing fitted function produces a new equilibrium geometry and
the corresponding refitting zeroes the gradients and generates
the final force constants. These force constants are transformed
by the INTDER53 program into Cartesian coordinates for use
in second-order rotational54 and vibrational perturbation theory
(VPT2)55,56 via the SPECTRO57 program. The force constants
produced by each level of theory are given in the Supplemen-
tal Information. Fermi and Coriolis resonances are further in-
cluded to increase the accuracy of the anharmonic results.58,59

c-(CH)C3H+
2 has nine type 1 Fermi resonances, 13 type 2 Fermi

resonances, and five Coriolis resonances, of which one is A type,

three are B type, and one is C type. These resonances are also
given in the Supplemental Information.

3 Results and Discussion

Table 1 Harmonic and anharmonic frequencies (in cm−1) for c-(CH)C3H+
2

at various step sizes (in Å/rad)

Mode Description Symmetry 0.0050 0.0075 0.0100 0.0200 0.0400
ω1 0.96S1 a1 3371.6 3371.5 3371.5 3371.5 3371.5
ω2 0.95S4 a1 3328.3 3328.3 3328.3 3328.3 3328.3
ω3 1.00S8 b2 3262.9 3262.9 3262.9 3262.9 3262.9
ω4 0.68S2+0.28S3 a1 1975.7 1975.7 1975.7 1975.7 1975.7
ω5 0.74S5+0.24S2 a1 1681.5 1681.5 1681.5 1681.5 1681.5
ω6 0.90S10+0.12S9 b2 984.9 984.9 984.9 984.9 984.9
ω7 0.58S11+0.31S9+0.09S10 b2 915.8 915.8 915.8 915.8 915.8
ω8 1.03S6 a1 910.4 910.4 910.4 910.4 910.4
ω9 0.71S3+0.27S5+0.04S2 a1 764.7 764.7 764.7 764.7 764.7
ω10 1.00S15 a2 718.5 718.3 718.2 718.1 718.0
ω11 1.26S14 -0.29S13 b1 715.3 715.0 714.9 714.8 714.8
ω12 1.04S7 -0.05S9 b2 571.4 571.4 571.4 571.4 571.4
ω13 0.98S12 b1 497.7 497.7 497.7 497.7 497.7
ω14 1.28S13 -0.28S14 b1 351.6 351.1 350.9 350.7 350.7
ω15 0.62S9+0.42S11 -0.06S7 b2 144.8 144.8 144.8 144.8 144.8
ZPVE 10052.0 9966.7 9949.2 9941.6 9983.4
ν1 a1 3242.3 3238.6 3238.2 3238.1 3243.2
ν2 a1 3185.0 3184.0 3183.6 3183.6 3188.7
ν3 b2 3132.8 3131.4 3130.9 3130.7 3134.4
ν4 a1 1949.0 1946.8 1946.6 1947.9 1951.5
ν5 a1 1643.1 1641.8 1641.8 1642.6 1644.0
ν6 b2 974.7 974.2 971.9 971.0 986.2
ν7 b2 920.1 887.7 886.8 917.3 923.1
ν8 a1 901.2 894.3 895.3 894.5 913.4
ν9 a1 766.1 716.7 707.1 757.2 760.5
ν10 a2 723.4 706.0 701.4 697.8 698.7
ν11 b1 801.3 722.0 706.9 698.1 698.0
ν12 b2 542.6 540.7 540.2 539.8 543.4
ν13 b1 488.5 490.6 490.7 491.0 493.8
ν14 b1 378.3 201.1 162.6 137.2 138.4
ν15 b2 235.0 209.0 203.5 201.5 300.5

3.1 Effects of step size

As shown in Table 1, changing the size of the steps in coordinates
14 and 15 has virtually no effect on the harmonic frequencies,
even those in which these coordinates make the dominant contri-
bution, in line with expected behavior for more advanced quan-
tum chemical theories like CCSD(T)-F12.5 However, the zero-
point vibrational energy (ZPVE) and the anharmonic frequencies
are clearly more substantially affected. Starting from the first
fundamental row of Table 1, even ν1, which is composed nearly
entirely of coordinate S1 varies by nearly 5.0 cm−1 as a result of
the step size change to coordinates 14 and 15 and the subsequent
refitting for each new QFF. This is within the expected accuracy
of this QFF methodology but is indicative of the potentially great
influence of step size on the resulting frequencies after the an-
harmonic fitting is included. The greatest disparities between the
various data occur in ν11, ν14, and ν15, with the largest difference
among these constituting 100 cm−1. Despite the disagreement
between the values reported for the different step sizes in these
modes, ν11 and ν14 show convergence as the step size increases,
suggesting that some of the problematic nature of these modes is
mitigated by larger step sizes. ν15, somewhat similarly, appears
to converge as the step size increases from 0.005 to 0.020, but at
the largest step size it increases substantially.

The lowering of ν15 with increasing step size is due to the less
hindered motion of the C1 atom (from Figure 1) in the plane of
the molecule at larger step sizes. ν15 is composed of the in-plane
motion of H1 and C1, which is resisted by the presence of H2 and
H3 at small step sizes. Increasing the amount by which these ter-
minal hydrogens are shifted out of the plane leaves more room for
the in-plane bending motion of the apical carbon and hydrogen,
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lowering the associated energy of that motion and consequently
lowering the frequency. This is consistent with the initial lower-
ing of this fundamental from a step size of 0.005 to 0.020, but the
final increase in the frequency at the greatest step size requires a
different explanation. A similar trend has been observed previ-
ously at larger step sizes, and is the result of contamination by
higher-order effects.23 As such, the optimal step size must bal-
ance these two sources of instability.

Table 2 Harmonic and anharmonic force constants (in mdyn Å−n) for c-
(CH)C3H+

2 at various step sizes (in Å/rad)

Force Step Size
Constant 0.0050 0.0075 0.0100 0.0200 0.0400
F13,13 2.459597 2.459591 2.459591 2.459592 2.459595
F13,14 -0.563628 -0.563628 -0.563628 -0.563628 -0.563627
F14,14 0.165021 0.164944 0.164917 0.164890 0.164883
F15,15 0.122144 0.122048 0.122015 0.121982 0.121972

F13,13,13,13 1735.47 1469.46 1469.46 1469.46 1469.48
F13,13,13,14 -25.29 -27.01 -27.01 -27.01 -27.01
F13,13,14,14 2.63 2.61 2.53 2.46 2.44
F13,14,14,14 0.01 0.01 0.01 0.01 0.01
F14,14,14,14 0.24 0.05 0.01 0.00 0.00
F15,15,15,15 0.42 0.21 0.18 0.16 0.17

While the harmonic frequencies are generally unchanged, there
are still some notable differences for ω10, ω11, and ω14, where the
greatest differences in the anharmonic frequencies are also ob-
served. ω10 is solely comprised of coordinate S15, while ω11 and
ω14 are combinations of S13 and S14. All three of these coordinates
correspond to the OPB motions for the substituents on the cyclo-
propenyl ring. The changes in the associated force constants are
in line with these changes in the frequencies, as shown in Table
2.

The associated harmonic force constants differ on the order of
10−4 mdyn Å−2 between all of the step sizes, and correspond-
ingly, the precision reported in Table 2 shows no difference be-
tween them in almost every case. The remaining differences do
lead to nearly 1.0 cm−1 of variation in ω14, but this is well within
the expected accuracy of the method. This is further in agreement
with previous work, which showed that problems in the harmonic
frequencies could be reduced by using more advanced quantum
chemical methods, such as those used herein.4–6 Similarly, the
disagreement of the anharmonic force constants is indicative of
the expected lingering deficiency in the anharmonic treatment of
these modes. The effect of step size is most clearly apparent in
F13,13,13,13, which decreases by nearly 300 mdyn Å−4 when mov-
ing from a step size of 0.005 to 0.0075, representing a change of
more than 15%. Again, the changed step sizes are only in coordi-
nates S14 and S15, so the effects of these changes extend beyond
the force constants associated directly with these coordinates and
affect other quartic force constants through coupling, as well as
alter the QFF fitting itself.

The differences in the rest of the anharmonic force constants
are much smaller, with that of F13,13,13,14 being the next largest at
1.8 mdyn Å−4 or about 7%. As also observed in the anharmonic
frequencies of Table 1, the force constants appear to be converg-
ing as the step size increases from 0.005 to 0.020, even in the case
of F13,13,13,13, which is mostly converged as soon as the step size
is increased beyond 0.005. There is again slightly more variance
in the behavior at the extreme 0.040 step size, but none of the
force constants at this step size behave particularly suspiciously.

Further, the magnitude of the force constants below F13,13,14,14 is
so small that any differences will have only a small effect on the
frequencies as well.

Overall, the apparently convergent effect of the varied step
sizes from 0.005 to 0.020 on both the force constants and the
frequencies suggests that 0.020 is the optimal step size for coor-
dinates 14 and 15 in this system. The fact that a step of 0.010
leads to the minimum in some cases indicates that it may be hit-
ting this sweet spot, too, but 0.020 better handles all modes more
frequently presently in the case of c-(CH)C3H+

2 . Consequently,
this is the step size utilized in the more computationally demand-
ing F12-TZ and F12-aTZ computations.

3.2 Level of theory

Table 3 Harmonic and anharmonic frequencies (in cm−1) for c-(CH)C3H2
with various basis sets

Mode Symmetry DZ/F12 TZ/F12 TZ/aVTZ f
ω1 a1 3371.5 3370.7 3370.2 121
ω2 a1 3328.3 3326.3 3325.9 76
ω3 b2 3262.9 3261.1 3260.5 234
ω4 a1 1975.7 1975.9 1977.3 186
ω5 a1 1681.5 1681.1 1681.3 67
ω6 b2 984.9 985.9 985.5 8
ω7 b2 915.8 919.2 920.6 3
ω8 a1 910.4 909.0 908.2 7
ω9 a1 764.7 767.6 768.6 63
ω10 a2 718.1 718.7 713.1 0
ω11 b1 714.8 715.5 711.5 77
ω12 b2 571.4 577.5 580.4 22
ω13 b1 497.7 502.0 509.3 112
ω14 b1 350.7 356.2 355.9 0
ω15 b2 144.8 149.8 155.7 46
ZPVE 9941.6 9971.0 9954.2
ν1 a1 3238.1 3238.7 3237.1
ν2 a1 3183.6 3184.9 3182.2
ν3 b2 3130.7 3131.9 3130.1
ν4 a1 1947.9 1948.0 1947.8
ν5 a1 1642.6 1642.3 1641.9
ν6 b2 971.0 974.4 970.1
ν7 b2 917.3 890.4 894.0
ν8 a1 894.5 902.3 884.4
ν9 a1 757.2 725.4 760.2
ν10 a2 697.8 703.6 713.0
ν11 b1 698.1 702.0 729.0
ν12 b2 539.8 546.0 547.4
ν13 b1 491.0 490.7 480.8
ν14 b1 137.2 160.6 154.3
ν15 b2 201.5 248.1 175.9

As alluded to previously, both cc-pVXZ-F12 basis sets designed
for use with CCSD(T)-F12 methods and general-purpose aug-cc-
pVXZ sets have been used in the generation of QFFs in the litera-
ture.4,5,35,44,45 One goal of the present study then is to elucidate
the effects of these different bases. Another aim is determining
whether the accuracy gains in using either triple-ζ basis set are
worth the greater computational demand, at least for the genera-
tion of QFFs on similar molecules. As shown in Table 3, the effects
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of the various basis sets are generally minimal. The differences in
the harmonic frequencies are greater than those resulting from
changing the step size, but the fundamental frequencies are more
similar overall. In particular, the well-described, high-frequency
fundamentals are nearly identical across the treatments, with the
greatest disparity occurring in ν2 of only 2.6 cm−1, well within
the expected 5-7 cm−1 accuracy of an F12-TZ QFF.

From about 750 cm−1 and down, the agreement between the
treatments begins to break down somewhat, and there is no clear
trend between them. Consequently, in lieu of comparable exper-
imental data, determining which is the most accurate is largely
impossible. However, the F12-TZ and F12-aTZ single-point en-
ergy computations required 6600814 seconds (76.4 days) and
5768556 seconds (66.8 days) of wall time to run, respectively,
while the corresponding F12-DZ points needed only 845395 sec-
onds (9.8 days). While these absolute times are obviously re-
duced by running in parallel, this still represents nearly an order
of magnitude of difference in the computational requirements.
Thus, for at least the prediction of the high frequency fundamen-
tals, the much less expensive DZ computations seem acceptably
accurate and they may fortuitously capture accurate frequencies
for the lower frequency modes as well.

3.3 Spectroscopic considerations

The intensities reported in Table 3 indicate that nearly every vi-
brational frequency will be visible to vibrational spectroscopy,
with the clear exceptions of ν10 and ν14. ν6, ν7, and ν8 also have
very small intensities, which may make them difficult to pinpoint,
but ν3 and ν4, for example, have intensities several-fold greater
than the antisymmetric stretch in water, making these good tar-
gets for spectroscopic investigation. As mentioned above, there is
no clear accuracy advantage for any of the results presented in Ta-
ble 3, so any or all of them may be necessary to help identify this
molecule in the laboratory and in astronomical environments.

With regard to the rotational data, the same standards apply.
The accuracy of the three levels of theory examined herein should
be roughly comparable, at least without experimental validation
of a particular data set. Previous work has shown that the accu-
racy of the rotational constants is not as high as that of the vibra-
tional data, but it should still be accurate to within 30 MHz for
the B and C rotational constants.22–24,26,27,29,30,32,60–68 The ab-
solute agreement for the A constants is typically less impressive,
but this often has to do with the greater relative magnitude of
this constant in near-prolate molecules. Regardless, c-(CH)C3H+

2
is near-prolate, with its A constant being much greater than the
B and C constants, which are of the same magnitude. This re-
lationship is evident in Table 4. Additionally, its small but non-
zero dipole moment of 0.2 D could allow for its observation by
rotational spectroscopy in conjunction with examination via vi-
brational spectroscopy.

4 Conclusions
The results of this study and that of Ref. 34 suggest that the
three different issues discussed in the introduction for OPB vi-
brational frequencies of C=C multiply-bonded systems may be

Table 4 Geometrical parameters and rotational constants for c-(CH)C3H2

DZ/F12 TZ/F12 TZ/aVTZ

R(H1-C1) (Å) 1.07249 1.07237 1.07257
R(C1-C2) (Å) 1.23336 1.23286 1.23324
R(C2-C3/4) (Å) 1.51874 1.51723 1.51734
R(C3/4-H2/3) (Å) 1.07777 1.07776 1.07791
R(C3-C4) (Å) 1.27078 1.27039 1.27077
6 (C2-C3/4-H2/3) (Deg) 132.722 132.701 132.718
A0 (MHz) 32944.4 32962.1 32950.4
B0 (MHz) 7438.9 7449.9 7446.2
C0 (MHz) 6055.4 6063.5 6060.9
A1 (MHz) 32941.3 32959.2 32947.4
B1 (MHz) 7422.3 7433.3 7429.6
C1 (MHz) 6044.4 6052.5 6049.9
A2 (MHz) 32764.8 32783.4 32771.9
B2 (MHz) 7437.5 7448.6 7444.8
C2 (MHz) 6048.5 6056.7 6054.0
A3 (MHz) 32785.2 32803.7 32792.3
B3 (MHz) 7436.2 7447.3 7443.5
C3 (MHz) 6048.4 6056.5 6053.9
A4 (MHz) 32880.9 32898.0 32886.9
B4 (MHz) 7416.5 7427.7 7423.9
C4 (MHz) 6038.3 6046.4 6043.8
A5 (MHz) 32769.2 32788.2 32775.8
B5 (MHz) 7449.4 7460.3 7456.6
C5 (MHz) 6056.9 6065.0 6062.4
A6 (MHz) 33100.6 33122.4 33108.7
B6 (MHz) 7452.1 7462.8 7458.8
C6 (MHz) 6051.5 6059.6 6057.0
A7 (MHz) 33290.0 33305.7 33296.3
B7 (MHz) 7436.8 7452.2 7448.3
C7 (MHz) 6051.1 6059.3 6056.6
A8 (MHz) 33035.8 33054.4 33042.8
B8 (MHz) 7436.0 7447.1 7443.3
C8 (MHz) 6052.4 6060.6 6058.0
A9 (MHz) 32938.2 32956.0 32943.0
B9 (MHz) 7416.5 7427.4 7423.6
C9 (MHz) 6032.4 6040.4 6037.9
A10 (MHz) 32887.0 32903.7 32890.2
B10 (MHz) 7414.7 7422.0 7443.2
C10 (MHz) 6053.5 6061.6 6065.3
A11 (MHz) 32882.7 32900.5 32895.4
B11 (MHz) 7435.5 7446.6 7418.7
C11 (MHz) 6059.8 6067.8 6059.0
A12 (MHz) 33213.6 33228.6 33220.8
B12 (MHz) 7380.9 7392.1 7389.0
C12 (MHz) 6007.8 6016.1 6013.9
A13 (MHz) 32596.8 32610.1 32585.3
B13 (MHz) 7455.7 7466.7 7462.1
C13 (MHz) 6071.4 6079.5 6076.2
A14 (MHz) 33329.2 33351.7 33357.6
B14 (MHz) 7453.0 7463.2 7459.7
C14 (MHz) 6073.4 6081.0 6078.6
A15 (MHz) 32345.2 32372.6 32356.0
B15 (MHz) 7507.0 7516.4 7509.9
C15 (MHz) 6078.9 6086.4 6082.7
∆J (kHz) 1.995 1.988 1.982
∆K (kHz) -77.044 -71.533 -64.557
∆JK (kHz) 132.904 127.446 120.461
δJ (kHz) 0.391 0.391 0.389
δK (kHz) 71.541 68.800 65.292
ΦJ (µHz) -146.584 -146.294 -138.891
ΦK (Hz) 32.684 28.851 24.618
ΦJK (Hz) 5.034 4.542 3.950
ΦKJ (Hz) -37.613 -33.288 -28.463
φ j (µHz) 58.733 57.774 59.440
φ jk (Hz) 2.515 2.269 1.973
φk (Hz) 29.864 27.081 23.855

unrelated and separate issues, but this will require further study.
Regardless, this work has demonstrated that increasing the QFF
step size can improve the treatment of OPB anharmonic frequen-
cies for these systems, in line with previous findings.34 In this
case, 0.020 Å/rad likely offers the most trustworthy step size, but
0.010 may perform better on other systems. Further, the per-
formance of explicitly-correlated coupled cluster methods in con-
junction with a double-ζ basis set is shown to be roughly equal
to that of the same method with the comparable triple-ζ basis
while demonstrating a significant reduction in the computational
requirements.

The most accurate vibrational and rotational data for c-
(CH)C3H+

2 available is provided to aid in its detection and charac-
terization in the laboratory and in regions of astronomical inter-
est. The addition of a proton blue-shifts the carbon-carbon dou-
ble bond stretching modes relative to those of c-(C)C3H2

35 and
places these frequencies at the onset of the carbon-carbon stretch-
ing modes typically attributed to PAHs in the UIRs.36 Namely, ν4

and ν5 correspond to frequencies of 5.134 and 6.088 µm, respec-
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tively. As such, the present data may help to disentangle some
of the spectroscopic features observed by SOFIA and the upcom-
ing James Webb Space Telescope. The methodology used herein
will further help to elucidate spectra for larger PAH molecules, of
which this molecule is a minimal example.
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Two vibrational frequencies for this molecule correlate with observed but unknown interstellar infrared 
emission features.
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