Soft Matter

“) Soft Matter
-

On the blistering of thermo-sensitive hydrogel: the volume
phase transition and mechanical instability

Journal: | Soft Matter

Manuscript ID | SM-ART-05-2019-000911.R2

Article Type: | Paper

Date Submitted by the

Author 25-Jun-2019

Complete List of Authors: | Shen, Tong; University of Colorado Boulder, Mechanical Engineering
Kan, Jian; University of Colorado Boulder, Mechanical Engineering
Benet, Eduard; University of Colorado Boulder, Mechanical Engineering
Vernerey, Franck; University of Coloroad at Boulder, Department of
Mechanical Engineering; University of Colorado Boulder

SCHOLA

—

RONE™
Manuscripts




Page 1 of 12 Soft Matter

! ROYAL SOCIETY
OF CHEMISTRY

Journal Name

On the blistering of thermo-sensitive hydrogel: the
volume phase transition and mechanical instability’

Cite this: DOI: 10.1039/XXXXXXXXXX

Tong Shen, Jian Kan, Eduard Benet and Franck J. Vernerey,*

Received Date
Accepted Date
This paper explores the physical mechanisms responsible for the appearance of small blisters

on the surface of temperature sensitive hydrogels as they deswell rapidly during their volume
phase transition. For this, we develop a numerical model that couples the processes of hydrogel
deswelling and blister growth due to the existence of a thin quasi-impermeable layer on its surface.
The model points out that blister inflation originates at defects point under the gel’s surface, under
the effect of the increasing osmotic pressure in the gel as it undergoes its phase transition. Due
to their large deformation, these blisters often experience a mechanical instability that triggers a
sudden increase in their growth rate at the expense of their closest neighbors. Using a simple
computational model, we then show that blisters are able to communicate via internal pressure
and that these interactions are mediated by two characteristic time scales related to solvent trans-
port within and between adjacent blisters. Our study finally indicates that these mechanisms can
be controlled by temperature and the gel’s cross-link density to achieve diversity of blister patterns
on the gel's surface. The proposed analysis provides predictions that agree well with experimental
observations of NiPAm gels which deswell in various conditions.
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1 INTRODUCTION

Blistering is a common mode of failure in materials composed of
a thin and flexible film adhered to a solid substrate. Typically, a

patterns has indeed been observed as the gel quickly shrinks
at the lower critical solution temperature LCST = 32°C !0 with
shapes and sizes that are sensitive to shrinking rate. 11-12 Harness-

mismatch between bulk and film deformation, or the infiltration
of an interstitial fluid between the two materials creates their
delamination and the appearance of bulges that can take a
variety of shapes and sizes.! Practically, blisters are therefore
often associated with skin damage from forceful rubbing, burning
or chemical exposure.? They are also commonly observed in
paint, film coatings, as well as composite materials.* Blisters,
are also used by living cells when they trigger the detachment of
the plasma membrane from the stiffer underlying cortex.® In this
situation, the resulting "blebs" enable biological functions that
are critical in the processes of apoptosis,®> locomotion,®’ and
cytokinesis. 8

The formation of blister does not always require the presence
of a surface film. For instance, heat-stimulus hydrogels, such
as poly(N-isopropylacrylamide) (PNIPAm), exhibit a variety of
blister-like protrusions on their surface as they transit from their
swollen to unswollen phase.? The occurrence of these bubble-like
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ing this phenomenon may have interesting applications in drug
delivery, 1314 soft robotics,1>"17 and microfluidic devices.18:19
For this reason, a number of studies have been undertaken
to better understand the physical mechanisms responsible for
hydrogel blistering.
reported a variety of pattern formation in Acrylamide hydrogels
They further suggested that
surface blisters start with the formation of a dense, impermeable
layer on the gel’s surface in the early stage of shrinking. As a
consequence, water is restricted to the gel core in spite of being
a bad solvent. Under this volume constraint, a competition takes
place between areas undergoing shrinking and those being filled
with the trapped fluid. Eventually, this mechanism leads to a
phase-separation between swollen and unswollen gel with the as-
sociated blister-like patterns. To validate this hypothesis, further
experiments were performed on thermo-sensitive PNIPAm hydro-
gel wherein gels were subjected to a variety of heating rates to
control the speed of their swollen-to-unswollen phase transition.
Results indicate that for low heating rates (< 0.033°Cmin~"),
a gel surface pattern take the form of peristaltic patterns that
clearly show the phase coexistence predicted by theoretical
considerations. By contrast, higher heating rates are associated
with bubble-shape patterns?1:>? whose formation mechanism

In this context, Matsuo and TanakaZ2°

immersed in acetone solution.
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is still subject to debate for the following reasons. First, unlike
the peristaltic patterns that show longitudinal periodicity, bubble
patterns are distributed randomly on the gel surface while its
bulk remains homogeneous.23 Second, gels with higher inhomo-
geneity in their network, which is considered to favor the phase
separation, exhibit fewer patterns during shrinking.2426 This
suggests that although phase separation occurs in the early stage
of shrinking, it is not the reason for the formation of bubbles. 11
Instead, it is believed that the gel forms an impermeable layer on
its surface which delaminates and form spherical blisters when
its internal pressure becomes sufficiently large. This scenario
suggests that the patterns are actual water-filled blisters rather
than a swollen gel. This hypothetical mechanism was backed up
by Tokita et al.27-28 who used confocal microscopy to observe
the formation of the skin layer and the resulting water-filled
blisters. Shibayama?2® further reported that the formation of
these blisters were affected by the gel’s crosslink density; wherein
a lower crosslink density promoted the formation of blisters.
Kaneko et al.3? performed multiple shrinking-swelling cycles
and found that gels that had undergone one or several cycles
formed smaller blisters. This is likely caused by the accumulation
of damage on early cycles promoting water leak through the gel
surface, instead of accumulating in blisters.

Despite these experimental efforts, the mechanics of blister is
still not fully understood and has not been the object of theo-
retical studies.3! To address this shortcoming, we have explored
the mechanics blister formation and its related patterns in ther-
mosensitive PNIPAm hydrogels from a modeling perspective. We
first study how a blister is formed on the skin layer of the gel and
identify the key factors that determine its size and shape. We then
investigate the competition between multiple interacting blisters
and identify the key mechanisms that regulate the hydrogel sur-
face profile. This understanding leads to a two-dimensional sim-
plified model that qualitatively explain experimental findings re-
garding the blister growth on the hydrogel surface.

2 DESWELLING AND SURFACE BLISTER-
ING OF PNIPAM HYDROGELS

As discussed above, thermosensitive PNIPAm hydrogels are well
known for their capability to undergo a sharp volume phase
transition around the lower critical swelling temperature (LCST)
of 32°C.32 When the temperature quickly rises around the LCST,
hydrogel deswelling can occur in a highly heterogeneous manner
as seen in Fig.1la. We here discuss an experimental approach to
characterize and quantify this phenomenon, and further propose
the most probable physical mechanisms at play based on our
observations.

2.1 Experimental observation of surface blistering

To characterize the inhomogeneous deswelling of PNIPAm
hydrogels, we fabricated cylindrical specimens using the radical
polymerization technique33 and placed them in water bath of
temperature T=320 K. Fig.1a shows the sequential deformation

2| Journal Name, [year], [vol.],1—12

of a specimen, originally in its swollen state at 7' =293 K (with
a diameter of 1 ¢m and a length of 5 ¢m) as it is suddenly dipped
into a hot water bath. During deswelling, the gel exhibits the
temporary appearance of large surface blisters that induce a
strong gel distortion. Our observations indicate that the shrink-
ing process goes through four distinct stages. Stage i (D-@) is
characterized by a uniform shrinking, i.e., the specimen remains
cylindrical until approximately 90% of its initial diameter is
reached. In stage ii, or "plateau stage",!! the shrinking process
stalls for a small period (@-@) before blisters start to appear
on the gel’s surface at time ). At this point, the deswelling
process enters a third stage (stage iii) characterized by a high
shrinking rate and the fast growth of multiple blisters on the gel’s
surface. We note that gel bending may also be observed due to
the asymmetric growth of the blisters on opposite sides. The last
stage (stage iv) is finally associated with the slow deflation of the
blisters until the gel recovers its cylindrical unswollen shape at
time (5. The duration of this stage is usually 3 to 4 times that of
the first three stages combined.

To further characterize the dependency of this phenomenon
on experimental parameters, hydrogels with different crosslink
densities (p = 0.54pg, 1.0pg, 1.58p9 and 2.23p, where py =
103.02 M /m3) were dipped into water baths at three different tem-
peratures 7 =310 K, 320 K and 330 K. The surface profiles of the
gels were characterized at time @ shown in Fig. la when the
shrinking of the gel stalls. To quantify the phenomenon, we eval-
uated the surface density of blisters by n/Ay where n is the total
number of blisters and A is the initial surface area of the gel (see
Supplemental Information for more detail on the measurements
of crosslink density and blister density). Interestingly, we find that
blister density scales linearly with both temperature and cross-
link density (Fig. 1c). We observed that decreasing the crosslink
density or increasing the bath temperature led to a higher blister
density (Fig. 1b and c). For high crosslink density (p = 2.23pg),
the surface blistering was fully hindered. In addition, Fig. 1c vi-
sually shows that the average size of blisters becomes smaller for
a higher blister density. Although most blisters take a sphere-like
shape, non-axisymmetric blisters are also seen in image H and I.
This could be caused by the local heterogeneities in gel’s proper-
ties, and the non-uniform curvature of the gel’s surface. Due to
these irregular shapes, an accurate measurement of their average
size was challenging to obtain via image processing, preventing a
quantitative measurement of this quantity.

To explore the mechanism behind these observations, we
placed cylindrical PNIPAm specimens in water baths of different
temperatures ranging from 293 K to 325 K for 6 hours and al-
lowed them to reach the swelling equilibrium. In the context of
blister growth, a useful measure of the volume phase transition
is provided by the reduced volume V* = (1 —V/V,) where V is
current volume of the gel and V; is the swollen volume of gel at
T =293 K. This quantity indeed quantifies the relative loss of wa-
ter in the gel compared to its swollen state. Experimental results
shown in Fig. 2a indicate that PNIPAm hydrogels process two dis-
tinct phases across the temperature range, most notably between

This journal is © The Royal Society of Chemistry [year]
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Fig. 1 (a) The decrease in diameter of a hydrogel as a function of time when it is dipped in a hot water bath of 320 K. The inset shows the morphology
of the gel at different times. (b) Dependency of blister density on crosslink density and temperature. Data points are obtained by averaging 3 repeats
for each condition. (c) Experimental image about the surface profile of hydrogels for different experimental conditions. Images are taken when the

hydrogel core stops shrinking (time ®)).

300 K and 310 K. The origin of this separation can be explained by
the interplay between two competing forces: the polymer-solvent
mixing force and the elasticity of the cross-linked polymer net-
work. Gel swelling arises from the affinity between solvent and
polymer and is balanced by the stretching resistance of the cross-
linked chain network. The Flory-Rhener theory34 has been suc-
cessful at predicting this competition by decomposing the gel’s
Gibb’s free energy AG into a mixing (AG™>) and an elastic (AGY)
contribution, such that AG(J, x) = A G™*(J, x) + AG¢'(J) where J
denotes the swelling ratio. The Flory-Huggins parameter y mea-
sures the affinity between polymer and solvent (a smaller value of
x indicates a greater affinity3°). Using this theoretical framework
and assuming that the polymer network is a neo-Hookean hypere-
lastic material, 3° it can be shown (see Supplemental Information)
that the equilibrium hydrostatic pressure P, = 3(dAG/dJ) is split
into an elastic (P,) and an osmotic () contribution as follows:

P, =P+ where P=EJ"'3-Jy

kgT
and n=-8" ln(l—J‘1)+J_1+)(J_2 (@D)
In the above equations, £ = 3pkpT is the polymer’s Young’s mod-
ulus, p is the crosslink density in the dry state, kgT is the thermal

energy and v is the solvent’s specific volume. The equilibrium

This journal is © The Royal Society of Chemistry [year]

state is achieved when the osmotic and elastic pressures are bal-
anced (i.e., P, = 0) for a given reduced volume V*, as shown in
Fig. 2b. We note that the V* and J are related by the relation
V* =1-J/Js where J; is the swelling ratio at room temperature
298 K. The extreme temperature sensitivity of PNIPAm between
300 K and 310 K is due to the temperature dependence of the in-
teraction parameter y as characterized by Afroze et al.32 using a
series of polynomial. In this study, we take the first order approx-
imation. Note that this approximation is suffficient for evaluating
the swelling ratio except at the LCST. At the LCST, the equilib-
rium state is unstable and requires higher order approximation,
as pointed by Cai and Suo37. Since this unstable equilibrium is
beyond the scope of this study, we only take the first order term
as xy = yo+ x1T where o = —12.917 and y; = 0.044959K ! are
calibrated parameters. We show in Fig. 2b that changes in y dras-
tically switch the swelling equilibrium of the gel from V* ~ 0.06
atT=300K (x =0.51) toV*=0.93 at T = 310K () =0.92). This
yields a volume reduction by more than 10-folds across this tem-
perature range. Once this transition has occurred, further heating
does not significantly affect the gel’s volume, which settles around
a reduced volume V* ~ 0.98.

Journal Name, [year], [vol.], 1-12 |3
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Fig. 2 (a) Swelling ratio of NIPAm hydrogel as a function of temperature. The scale bar represents 1 ¢m (b) Curves of hydrogel pressure P, as a
function of reduced volume V*. The inset shows the dependency of the interaction parameter y on temperature. (c)-(f) Schematic illustration of the

mechanisms behind surface blistering during hydrogel deswelling

2.2 Shrinking process and blister formation

To explain the appearance of blisters on the gel surface during gel
deswelling, one should consider shrinking as a non-equilibrium
process that depends on solvent transport. Once the gel is placed
in the hot water bath, its surface temperature is first raised
to above the LCST, thereby creating a temporary temperature
gradient in the specimen, where the cool, swollen hydrogel
core is covered by a hot, unswollen hydrogel layer. Since this
layer (referred as the skin layerll) is in its unswollen state,
it possesses a higher crosslink density compared to the core,
making it relatively stiff and less permeable to the solvent. As
high temperatures advance towards the gel’s center, the core
undergoes phase transition, forcing it to expel water content
towards the skin layer. This process is however constrained by
the quasi-impermeability of the layer, forcing the core to remain
at the swollen state with J = J; and subjecting the entire gel
to a positive hydrostatic pressure P,. As shown in Fig. 2e, this
pressure may be relieved in two ways: first by fracturing the
skin layer, or second by delamination between the skin and
the hydrogel core. Our observations suggest that the second
option occurs in heterogeneous manner, by nucleating numerous
small blisters (Fig. 2e) that are able to grow as solvent flows
from the core (Fig. 2f) to relieve its internal pressure. This
situation is very similar to damage initiation in a variety of
materials, 3839 where fracture nucleates from defects that are

4| Journal Name, [year], [vol.],1-12

randomly distributed throughout the material. Eventually, the
entire gel specimen reaches its unswollen state as water slowly
escapes by permeating through the inflated blisters.

The remainder of this paper concentrates on building a physical
model describing the above processes and obtain general scaling
laws for blister dynamics, sizes and concentration on the surface
of deswelling hydrogels. Such laws will be an essential compo-
nent in controlling the spatiotemporal morphology of hydrogel
particles 1% used in a variety of applications such as for biomedi-
cal devices18 and drug delivery systems. 13:40

3 MECHANICS OF BLISTER GROWTH ON A
HYDROGEL SURFACE

Hydrogel surface blistering is characterized by the presence of
two distinct length-scales associated with a single blister and the
entire gel specimen, respectively. Our modeling approach follows
this scale separation.

3.1 Blister mechanics and instability

To first understand the mechanism of the formation and growth
of a single blister, we consider a surface defect laying near the
surface of a small hydrogel volume V in its swollen state as shown
in Fig. 3a. This defect is locally simplified as a cylindrical cavity

This journal is © The Royal Society of Chemistry [year]
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Fig. 3 (a) Schematic about the problem, we investigate the blistering on the surface of a cylindrical hydrogel. (b) Schematic about the cross section of
the gel and the skin layer at the uninflated (reference) configuration. (c) The schematic of inflated configuration of the blister. (d) The internal pressure

P is plotted as a function of the blister volume V and the neck radius R(inset).

of effective radius Ry (Fig. 3b) located beneath a thin film (the
skin layer) of thickness & = 20um. This thickness is considered
unchanged during the gel’s volume phase transition as measured
by Tokita et al.?”. Since the time for blister deflation (stage iv) is
more than 3 times slower than the inflation process (stage i to iii),
we assume that this film is impermeable. This implies that as the
gel deswells and expels water, it is able to fill up the small defect,
thereby raising the hydrostatic pressure P, below the skin layer
(Fig. 3b). This pressure, if large enough, may start the formation
of a blister in two ways. First by inflating the thin film into a
spherical shape, and second by triggering the delamination of the
thin surface layer from the gel core. 4142 A model of these coupled
phenomena was previously developed and we only highlight the
key features in the present study. Readers are referred to Benet et
al.*3 for more information on the formulation.

First, due to the small thickness of the skin layer compared
to the typical blister size (around a millimeter in radius), it is
modeled as a two-dimensional membrane, whose shape is de-
fined by its mid-plane. Further using the axis-symmetry of a blis-
ter’s shape, we describe its profile with the equation of a sur-
face parameterized by the arclength s(r,z) and azimuthal angle ¢
(as depicted in Fig. 3c) immersed in a three-dimensional space
parameterized by the cylindrical coordinate system (r,¢,z). The
stretch of the membrane along the longitudinal (along the s-lines)
and lateral (along ¢-lines) can then be computed as A; = ds/dry
and Ay = r/rg where ry is the radial coordinate of a point in its
reference configuration, defined as the flat, unstretched circular
membrane of radius Ry (Fig. 3b). As the blister grows, the sur-
rounding skin layer is stretched and the resulting tension applies
a hydrostatic pressure P that resists blister inflation. The force
equilibrium along the tangent and normal directions to the blis-

This journal is © The Royal Society of Chemistry [year]

ter surface verifies: 43:44

%(ros) =0y and ;—z + Z—i =P (2)
where oy and o, are the line tensions along the longitudinal
and lateral directions while Ry = —/(1—(r)?)/r" and Ry =
r/+y/(1—=(#)?) are the principal radii of curvature where r' =
dr/ds.** Considering the skin layer as a neo-Hookean hyperelas-
tic material, the line tensions can be related to the stretch ratios
via the constitutive equations: 444>

Enf., 1 Enf ., 1
Gs6<%_l§21¢%> and %6(%_131%)' 3)

When occurring on a hydrogel surface, the growth of a blister
depends on the competition between two antagonistic forces: the
"forcing pressure P," exerted by the gel onto the skin layer.

For a given blister geometry — represented by its volume V and
neck radius R (see Fig. 3c) — the internal pressure P can thus
be determined by numerically solving the nonlinear equations eq.
(2)-(3). Using this approach, we show in Fig. 3d the relation-
ship between blister pressure and volume for a given neck radius
R. Tt can be seen that when a blister is inflated at constant neck
radius, its internal pressure P first increases monotonically until
it reaches a critical (or maximum) value P., after which it de-
creases upon further inflation. This behavior is reminiscent of the
mechanical instability that occurs during the inflation of rubber
balloon*® due to the geometrical instability of the thin rubber
membrane. The model further predicts that a blister with larger
neck radius exhibits a lower critical pressure but occurs at larger
inflation volumes. Generally, as a blister grows, it can display
both membrane stretch and delamination from its substrate. The
delamination process is controlled by the energy release rate G,
a measure of energy dissipation during the detachment of a unit

Journal Name, [year], [vol.], 1-12 |5
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Fig. 4 (a) The change of blister radius during inflation for different values of Go. We also show two snapshots about the blister profile for each Gy. (b)
Pressure P as a function of V* for different G, as the blister is inflated. In the following study, we will use the curve corresponding to Gy = 0.05 for the

P —V* relationship for a blister.

membrane area from the substrate. As shown by Benet et al, 4’
and Long et al, *8 this quantity depends on the longitudinal stress
o and stretch Ay at the neck in the form:

G = 0j(As — cos0) — hAAY; @

where AW = E /6[A] + A3 +1/A;4¢)* — 3] is the stored elastic en-
ergy density per current volume at the neck, and 6 is the contact
angle of the blister on the gel. We note that the subscripts "d" in ¢
and A¥¢ indicate quantities that are measured at the neck of the
blister. The criterion for delamination can then be summarized
as follows; when G is larger than the critical energy release rate
Gy, the mechanical energy provided to skin/gel boundary is large
enough for decohesion and the neck radius grows. By contrast,
as G < Gy, the neck radius remains constant and the blister grows
by stretching its membrane in a quasi-spherical fashion. Fig. 4a
shows model predictions of the inflation of blisters characterized
by three different values of Gy. The onset of delamination can
be seen as the sudden increase of the neck radius from the initial
value Ry. We clearly see that for higher cohesion G, delamina-
tion occurs at larger blister volumes and the blister takes a more
spherical shape. Interestingly, we find that once delamination oc-
curs, the equilibrium shape of a blister is fixed and solely depend
on Gy . This can be seen in Fig. 4a, where the shape of the blister
remains unchanged during growth, but strongly depends on Gj.
Thus, for a small value of Gy, one observes a flat, dome-shaped
blister, while as Gy increases, delamination is postponed and the
blister converges to a spherical shape.

In summary, the growth of a blister of initial radius Ry can be
described by two stages. In the first stage, the blister grows at
a constant neck radius Ry until the energy release rate reaches

6| Journal Name, [year], [vol.],1-12
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the critical value (G = Gyp). Once the critical energy release rate
is reached, delamination occurs and the blister profile is entirely
determined by Gy. To further illustrate the effects of delamina-
tion on blister growth, we show the P —V relationship for four
blisters endowed with same initial radius R but different values
of Gy. Again, the two growth stages can be observed: before
delamination, the blister grows elastically and the curve displays
the characteristic rubber instability at (P = P.). After the onset

This journal is © The Royal Society of Chemistry [year]
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functions of crosslink density p for three different temperatures. (c) Blister volume as a function of temperature T for three different crosslink densities.

of delamination, the growth in neck radius results in a sudden
decrease in internal pressure, which is sustained as the blister
grows. In the following study, the value Gy = 0.05 Pa-m (marked
by a yellow star in Fig. 4b) is chosen as it leads to a similar blister
profile to the equilibrium state observed experimentally (Fig. 1a
and c).

3.2 Criterion for blister growth on a hydrogel surface

When occurring on a hydrogel surface, the growth of a blister
depends on the competition between two antagonistic forces:
the "forcing pressure P,", and the "resisting pressure P" resulting
from skin tension around the blister. The driving force for blister
growth may thus be defined as the difference AP = P, — P, such
that AP > 0 promotes growth while it vanishes when the blister
is at equilibrium. The resisting pressure is obtained from Fig. 2b
(we limit this study to the curve corresponding to Gy = 0.05Pa-m),
while the forcing pressure is computed from eq.(1) and illustrated
in Fig. 2b. Fig. 5a shows these competing pressures as a function
of reduced blister volume V* =V /V, (introduced in section 2) for
two characteristic temperatures (7; =310 K and 7> = 320 K). In-
terestingly, the equilibrium blister volume V* can be graphically
determined as the intersection of these two curves (P, = P). At
a lower temperature (7 = 310 K), equilibrium occurs at value of
V* 2 0.07, which corresponds to a nearly flat (or unflated) blister
with the majority of the solvent remaining in the gel (Fig. 5b). As
temperature increases however (7 = 320 K), the forcing pressure
becomes larger and the equilibrium is found at V* ~ 0.93, corre-
sponding to the inflation of a large dome-shaped blister on a dry

This journal is © The Royal Society of Chemistry [year]

hydrogel body (Fig. 5c). In this case, the blister is considered
inflated.

Fig. 5a shows that blister inflation only occurs if the forcing
pressure is sufficiently large so that it triggers the mechanical in-
stability. This condition can be evaluated by comparing the mag-
nitudes P. and P, of the forcing and resisting pressures at the
critical volume V} at which instability happens. If the forcing
pressure is larger at V* = V/, the instability is triggered and the
blister is inflated. Otherwise the blister remains uninflated. The
state of a blister may thus be predicted by the relative magni-
tudes of P. and P, at V;*. For this, let us define f8 as the ratio of
these two pressures as 8 = P,./P.. With this definition, a bound-
ary between the inflated and uninflated state of a blister can then
be found as § = 1, such that the instability is triggered and the
blister is inflated when 8 > 1.

3.3 Effect of crosslink density and temperature on blister
inflation
To further understand the role of hydrogel structure and temper-
ature on the appearance of blisters, let us consider how these
two factors regulate the competition between the resisting pres-
sure and forcing pressure. First, the resisting pressure P, is as-
sociated to crosslink density and temperature via the Young’s
modulus E = 3pkpT. According to Fig. 4b, the resisting pres-
sure can be computed by P. = 3pkgT f(V}) where f(V¥) is a
constant (obtained numerically from eq.(2)-(4)) determined by
the critical reduced volume for instability. Regarding the forc-
ing pressure Py, its dependency on crosslink density and tem-
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Fig. 7 Example of the P—V paths of two neighboring blisters when (a) the blister interaction is strong; and (b) the blister interaction is weak.

perature is less obvious since it is the sum of two contribu-
tions: the elasticity of the network and the osmotic pressure,
as shown in eq. (1). For this, we note that eq. (1) can be
rewritten as Py = kgT[3g(Jc)p + mo(Jo)T + 7y (Jc)], where g(J;)
is the constant associated with the elastic pressure of hydrogel,
while my(J.) and m;(J.) are associated with the osmotic pres-
sure. In addition, the variable J. is the swelling ratio of the
gel at V* =V} computed by J. = (1 -V})/(1 —Vy) where Vy
is the reduced volume of dry hydrogel. The forms of g, m
and m; are found as g(J.) = l/Jcl/3 —1/Je,m(J.) = x1/vJ? and
m (Je) = [In(1—1/J.)+1/J.+Ao/J?]. Using the above informa-
tion, the ratio § can be computed in terms of p and T as:
B BT

Pyc
B P ﬁo+p+p )

where By =g/f, B1 = m/f and B, = my/f. We see that 8 is in-
versely proportional to p and linearly proportional to 7. This
indicates that the blister inflation is promoted by an increase in
temperature but hindered by an increase in crosslink density. In
the crosslink density p - temperature T space, the boundary be-
tween the inflated and uninflated state of a blister can be found
by B = 1, which is represented by a linear relationship:

B> B>

This equation can be graphically represented by the phase dia-
gram of Fig. 6a, showing the boundary between inflated and un-
inflated states. To confirm the above analysis, we then performed
a parametric study of the equilibrium blister using the numerical
methodology discussed in section 3.2. As expected, Fig. 6b shows
a clear transition from the inflated to the uninflated state when
the crosslink density is increased or when temperature decreases
below the LCST (Fig. 6 b and c).

8| Journal Name, [year], [vol.],1—12

4 GROWTH OF MULTIPLE BLISTERS

The heterogeneous blister inflation on gel surfaces observed ex-
perimentally2426:29 (Fig.1a and c) suggests that surface blisters
do not grow individually, but tend to interact with their close
neighbors. To explore this collective behavior, we now extend
our model to the case of multiple blisters with the objective to
explain the variety of surface profiles shown in Fig. 1.

4.1 Interaction between blisters during growth

To understand blister-blister communication, let us first consider
two neighboring blisters whose pressure can be locally mediated
by solvent transport. Fig. 7 illustrates this interaction by showing
the inflation and internal pressure of two adjacent blisters whose
P-V relationships slightly differ due to small heterogeneities in
defect size and geometry. To differentiate the two blisters, we
use red curves to plot the P-V relation of blister 1 (left) and blue
curves for blister 2 (right). The inflation paths of these two
blisters are shown by thick lines along their P —V curves, where
arrows show whether the blister is inflating (arrow towards
V* = 1) or deflating (arrow towards V* = 0). The equilibrium
state is shown by circular marks. In this illustration, the blisters’
interaction is controlled by varying their separation distance.
When the blisters are near each other (Fig.7a), the solvent
can quickly be transported across the gel and the pressure
equilibration is quasi-instantaneous. As a result, when the blister
with the lowest critical pressure becomes unstable, its pressure
decreases upon inflation. To accommodate this pressure drop,
the second blister (which has not passed its critical pressure),
is forced to reduce its pressure by reducing its volume and
flattens out. This scenario eventually leads to the inflation of a
single blister at the detriment of its neighbor. Alternatively, one
can consider a situation in which two blisters are far enough
so that local pressure field to not influence one-another (Fig.
7b). In this case, solvent transport across blisters is insignificant
and the blisters grow independently into two smaller blisters
(since the volume of expelled water is divided between the

This journal is © The Royal Society of Chemistry [year]
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Fig. 8 (a) Schematic of the stochastic model where a hydrogel surface is considered to contain a lattice of N x N defects. Here, we show the portion of
6 x 6 as an example. (b) Schematic illustration about how one blister site (labeled by 1) is connected to the neighboring blisters (labeled by 1-8) and the
gel. The solvent transport between the blisters is measured by ¢;; and the transport between the gel and the blister is measured by ¢¢ (c) The change
of blister density during the inflation history when a = 0.5 and 0.2. (d) The density and average volume of blisters as a function of a.

two of them). The above two examples represent two extreme
cases of what may happen in experimental conditions. Indeed,
solvent transport across neighboring blister will vary with
hydrogel cross-link density, defect distributions and temperature.
Furthermore, blister interactions usually occur between more
than two blisters, leading more complex situations as observed in
Fig.1. We next assess these mechanisms using a numerical model.

Modeling: We developed a stochastic model of several inflating
blisters, interacting via the redistribution of solvent flow. In this
model, blisters inflation was simulated on a square domain of
edge length 5 cm, similar to the length of hydrogels used in ex-
periment. This domain is considered to contain a lattice of N x N
defects (Fig. 8a shows an example of a small portion of 6 x 6 de-
fects) by computing the solvent flux ¢ at each site according to
the following approach. First, solvent transport through the gel
was assessed by modeling the hydrogel as a network of segments
linking each defect site to the gel core (vertical segments) and to
neighboring defects (horizontal segments). For clarity, let us con-
sider a particular blister site (labeled by index I), that possesses 8
neighboring blisters (Fig. 8b), labeled J = 1 —8. A blister is there-
fore connected to 9 segments, 8 of which are associated with a
solvent influx ¢;; arising from blister-blister interactions, and 1 of
them associated with the influx ¢¢, arising from gel-blister inter-
actions. Using Darcy’s law,%° the solvent transport can be written
in terms of pressure gradient between blisters and hydrogel’s ap-
parent permeability k such that:

K'(PJ — P[)

7 (7

8
q1= )_ 411 t+49G6 qu =
J=1

This journal is © The Royal Society of Chemistry [year]

where / is the average distance between defects and the term
(Py — Pr)/¢ is the average pressure gradient between defects. A
positive flux ¢g;; indicates solvent transport from defect site J to I.
The apparent permeability k has a unit of m’ - s/kg and is related
to the commonly used hydrodynamic permeability x;, through
K, = kK /A where p is the dynamic viscosity of solvent and A is
the cross section area across which solvent transport takes place
(e.g., a thin region beneath the skin layer). Knowing the flux g,
the volume and pressure in blister I could then be determined
by integrating its inflation rate over time (V; = [, ¢;dt) and using
the pressure-volume relationship P, = P;(V;) determined from
eq. (2)-(4) (shown in Fig. 5b). The reduced volume of the
gel is computed by V* =1 — (¥]_, V;)/V; where V; is the initial
volume the gel at swollen state. These equations are solved
incrementally using a Backward-Euler integration scheme that
allows us to follow the volume and pressure evolution of each
blister over time. Square lattices with 20 x 20 sites were used for
our simulations, all subjected to periodic boundary conditions
on the edge of the square domain to avoid boundary effects. We
found that this number of lattice sites was sufficient to obtain
converging results, i.e. further increasing the number of lattice
sites only increased the computational cost without affecting the
results. Importantly, to account for the structural heterogeneity
of the gel, the defect’s radii were assumed to follow a normal
distribution around an average value R; (with a standard
deviation of 0.1 Ry), which introduced minute differences in the
initial stiffness and critical pressure of individual blisters. Due
to the stochasticity in the blister geometry, the computational
results are generated by averaging 20 simulations produced with
the same material parameters.
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Results and interpretation Before presenting numerical results,
it is first important to note that interactions between neighboring
blisters is mediated by two competing time scales: the time 7, to
inflate a blister and the time 7 required to transport solvent be-
tween a blister to its neighbors. Using the fact that these times
scales are inversely proportional to flux, we can write 7 o< 1/|q|.
Further noting that the pressure difference P; — P; between two
blister is on the order of the critical blister pressure P, the two
competing times scales are defined as 7 o< /(xP.) and 74 o< 1/g¢.
To further reduce the problem, we note that the competition be-
tween blisters depends on the ratio of the characteristic times,
ie.,

T N ch

o=— .
Ty KP,

®

In other words, when o — 0, the time for blister interaction is
much shorter than the inflation time and the pressures between
two adjacent blisters immediately equilibrate as seen in Fig. 7a.
As o increases, the interaction time becomes longer, and the com-
petition eventually switches to the second case illustrated in Fig.
7b. As shown in eq. (8), this competition can be regulated by
either varying the inter-blister distance ¢, the apparent perme-
ability « , the blister properties, or the influx gs. The latter was
chosen, as the former quantities are not easily manipulated exper-
imentally. For this, we set k = 1 m’ - s/kg and chose £ = 500 pm.
Considering that the hydrogel sample is a few centimeters in size,
this characterizes a large defect density. We note that the value of
these two parameters are manually set to gain a qualitative under-
standing of the competition and do not represent the properties
of actual hydrogel. Fig. 8c shows the inflation of multiple blisters
for a = 1/2 and o = 2, where the blister density » is plotted as
a function of the reduced volume V*. We clearly see here that
a larger o promotes the inflation of more numerous and smaller
blisters. Indeed, a large o implies that the time for blister interac-
tion is slow; which drives them to grow and reach their instability
point independently. As a result, when a = 3, we see a blister is
initiated at each defect site. Fig. 8d depicts how the parameter
« affect the final blister density and indicates that blister density
scales linearly with o in the form n = Sa where S measures the
sensitivity of n to a.. We found that S = 0.13 /mm? according to the
results of Fig.8b.

Since inflated blisters collectively share the water expelled
by the gel, the average volume of inflated blisters is inverse
proportional with o.

Dependency of hydrogel blistering on crosslink density and
temperature To relate the results of Fig. 8d to the gel crosslink
density and temperature, let us now relate the flux gg; to the
mechanics of gel deswelling discussed earlier. For this, for a par-
ticular blister site (labeled by index I), the influx g¢; is computed
by the Darcy’s law as:

q61 = @ ()

where P, is the deswelling pressure in the gel computed from eq.
(1) and P is the resisting pressure obtained from Fig. 5b and
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le= (Vc)l/ 3 is characteristic length scale associated with a single
blister. Scaling-wise, the gel pressure P, is on the order of P,
while P is on the order of P.. Using eq. (5), we can therefore
deduce that gg; ~ k(B — 1)P./l.. In other words, the competition

parameter becomes:
L

a=(B-1) 7 (10)
(s

Using eq. (5), it is then straightforward to find that « is inversely
proportional to cross-link density and linearly dependent on tem-
perature. Further using the linear relationship between blister
density and a (n = So from Fig.8d) one can then directly predict
how n depends on p and 7. Using eq. (5) and eq.(10), we can
then find:
where By, B; and f3, are constants shown in eq. (5) associated
to the forcing pressure and the resisting pressure for blister
inflation. This relationship is reported in Fig.9 and compared
with experimental results.

(1D

A parametric study, whose results are reported Fig. 9a indeed
confirms this analysis. We further observe that above a critical
crosslink density; blisters do not appear since the forcing pres-
sure becomes insufficient to inflate the blisters (see section 3.3).
For different temperatures, this critical crosslink density can be
found from the phase diagram of Fig. 6¢. Finally, Fig. 9b shows
our simulation results of the hydrogel’s surface profile for six dif-
ferent p — T combinations (the hydrogel surface is wrapped into
a cylinder for visualization purpose). We see that both a larger
p (A-C) and lower T (C-E) lead to a decrease in blister density.
In the extreme situation (F), only one large blister is observed on
the gel surface. The model predictions qualitatively match exper-
imental results in terms of blister density and size. In fact, by
choosing the value ¢/¢. = 0.79, we obtain a satisfactory match be-
tween modeling results (showed by solid lines) and experimental
measurements (replicated from Fig. 1b and plotted by symbols).
At low crosslink density (p = 0.54pg), the model slightly over-
predicts the blister density, an error that is attributed to the imper-
meability assumption for the skin layer. Indeed, at low crosslink
density, the blister growth is most likely hindered by solvent leak
through the gel’s surface.

5 CONCLUSION

As a summary, we have experimentally and theoretically studied
the surface blistering of PNIPAm hydrogel during its volume
phase transition. Mechanically, we found that the inflation of a
single blister depends on two competing pressures, namely, the
"forcing pressure" — that originates from hydrogel deswelling and
promotes inflation — and the "resisting pressure" — that arises
from the elasticity of the blister and inhibits inflation —. The
interplay between these two pressure can be adjusted by varying
crosslink density and temperature. Importantly, as it grows, a
blister goes through a mechanical instability after which inflation
continues without a rise in forcing pressure. An outcome of this
response is that multiple blisters are able to "communicate" with
one-another via fluid pressure as they grow. Indeed, once a blister

This journal is © The Royal Society of Chemistry [year]
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Fig. 9 (a) Blister density as a function of crosslink density and temperature: comparison between computational model (solid lines) and experiments
(discrete symbols and error bars). Each experimental data point is collected from 3 repetitions. (b) Predicted hydrogel profile for different crosslink
densities and temperatures (each condition is labelled by the green blocks in (a) with index A-F). The surface was wrapped in a cylindrical shape for

better comparisons with experimental data of Fig. 1b.

has gone through its instability, it grows without resistance and
sucks-in the solvent from its closest neighbors, thereby stopping
their growth. Our analysis shows that this competition between
neighbors is governed by the ratio o between two time scales:
the time for blister inflation and the time for blister interaction.
A simple computational model of these interactions shows a
linear relationship between o and the density of fully grown
blisters on the gel surface. By the qualitative matching between
experimental and modeling results, this model also unveils the
dependency of surface blistering profile on the crosslink density
and temperature. This phenomenon is reminiscent of phase
separation/ pattern formation arising from activator-inhibitor
systems. Surface blisters on PNIPAM hydrogel indeed possess
the two main components enabling pattern formation. First,
the presence of a "self-enhancing" mechanisms enabled by the
mechanical instability of growing blisters. This instability indeed
enables a blister to sustain unlimited growth with very little
driving pressure. Second, the "long-range inhibition" mechanism
due to the fact that a fast growing blister consumes most of the
solvent in its vicinity, thereby depleting additional resources from
its neighbors. Interestingly, in contrast with classical activator-
inhibitor models based on Turing’s chemical reactions, > blisters
rely on unstable growth and solvent transport, whose relative
rates drives the pattern formation. Cell blebbing” and other bi-
ological processes may rely on this interplay between mechanics
and transport.

Being able to temporally and spatially control the surface
blistering process will open the door to the development of a
synthetic system that closely mimics the various blebbing be-
haviors of cells (e.g., apoptosis and blebbing-based locomotion).
Such synthetic system may also enhance our understanding of

This journal is © The Royal Society of Chemistry [year]

biological processes behind the mechanical behavior of cells by
accurately controlling their environment. From an engineering
perspective, this is also of interest to many applications, espe-
cially for hydrogel-based drug delivery systems.3° In order to
achieve this, a high fidelity modeling framework is needed to
accurately predict the spatial and temporal blistering profile of
hydrogel. We note that the current single blister model is devel-
oped based on several simplifying assumptions: the axisymmetry
of the blister’s shape, the non-deformability of the core and the
impermeability of the skin layer. However, several experimental
observations indicate that these assumptions are not always
satisfied. For instance, blisters may evolve non-axisymmetrically
due to the curved gel surface, the gel’s core bends due to the
anti-symmetric blistering and the inflated blisters slowly deflate
and eventually vanish. Future efforts that relax these could
predict more complicated inflation behaviors as well as blister-gel
interactions (e.g., blistering-induce bending of the gel). In
addition, blisters may cause damage of the hydrogel network
in both the skin layer and in the gel’s core.>! Its effect on the
mechanical response needs to be evaluated when considering
problems involving cyclic pattern formation. Regarding multiple
blisters interaction, higher fidelity models are also needed
to quantitatively capture the solvent transport that originate
from blister-blister interaction and the gel-blister interaction. 5253
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