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The paper presents an ab initio study of temperature-induced nanostructural evolution of hydrogen-rich voids in amor-
phous silicon. By using large a-Si models, obtained from classical molecular-dynamics simulations, with a realistic
void-volume density of 0.2%, the dynamics of Si and H atoms on the surface of the nanometer-size cavities were
studied and their effects on the shape and size of the voids were examined using first-principles density-functional
simulations. The results from ab initio calculations were compared with those obtained from using the modified
Stillinger-Weber potential. The temperature-induced nanostructural evolution of the voids was examined by analyz-
ing the three-dimensional distribution of Si and H atoms on/near void surfaces using the convex-hull approximation,
and computing the radius of gyration of the corresponding convex hulls. A comparison of the results with those from
the simulated values of the intensity in small-angle X-ray scattering of a-Si/a-Si:H in the Guinier approximation is also
provided, along with a discussion on the dynamics of bonded and non-bonded hydrogen in the vicinity of voids.

. INTRODUCTION

Amorphous silicon and its hydrogenated counterpart have
a wide range of applications, from photovoltaics to thin-film
technology."? Thin films of hydrogenated amorphous silicon
(a-Si:H) are extensively used for passivation of crystalline sili-
con (c-Si) surfaces, which is essential to produce a high open-
circuit voltage in silicon-based heterojunction solar cells.>*
The passivation of Si dangling bonds by H atoms in the vicin-
ity of a-Si:H/c-Si interfaces plays a key role in improving
the properties of silicon heterostructures.’ Post-deposition an-
nealing is routinely used for structural relaxation of a-Si:H
samples and incorporation of hydrogen at the a-Si:H/c-Si in-
terfaces. The presence of hydrogen to an extent thus is of-
ten preferred® for the preparation of a-Si:H samples with
good interface properties. Experimental studies, such as spec-
troscopic ellipsometry”® and Raman spectroscopy’, indicate
that, although the presence of nanometer-size voids can de-
grade the electronic quality of the samples, a small concen-
tration of voids can improve the degree of surface passiva-
tion. This is generally believed to be due to the presence of
mobile H atoms in a void-rich environment, where hydrogen
can reach a-Si:H/c-Si interfaces, via diffusion or other mech-
anisms, in comparison to dense a-Si:H samples.

Heat treatment or annealing is an effective tool for nanos-
tructural relaxation of laboratory-grown samples. Annealing
at low to medium temperature (400-700 K) can considerably
improve the quality of as-deposited samples, by removing un-
wanted impurities and reducing imperfections (e.g., defects)
in the samples.'” For amorphous materials, annealing also in-
creases the degree of local ordering in the amorphous environ-
ment. Earlier studies by small-angle X-ray scattering (SAXS)
reported the presence of columnar-like geometric structure!!
and blister formation in annealed samples of a-Si:H.'? Like-
wise, experiments on a-Si/a-Si:H, using positron-annihilation
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lifetime spectroscopy, have indicated that annealing above
673 K can lead to the formation of voids via vacancy clus-
tering, which affects the nanostructural properties of the net-
work.!3* It has been suggested that at higher temperature,
near 800 K, a considerable restructuring can take place in the
vicinity of the void boundary that can modify the shape and
size of the voids."> Although tilting SAXS'>!® can provide
some information on the geometrical shape of the voids, a di-
rect experimental determination of annealing effects on the
morphology of voids in the amorphous environment is highly
nontrivial, as scattering experiments generally provide inte-
grated or scalar information on the size and shape of the voids.
By contrast, computational modeling can yield reliable struc-
tural information on the morphology of voids,!”!¥ provided
that high-quality large models of a-Si/a-Si:H — with a linear
dimension of several nanometers — are readily available and
accurate total-energy functionals to describe the atomic dy-
namics of Si and H atoms are in place. However, despite nu-
merous studies on computational modeling of a-Si and a-Si:H
over the past several decades, there exist only a few of compu-
tational studies'’2! that truly attempted to address the struc-
ture and morphology of voids on the nanometer length scale
in recent years.

The purpose of the present study is to conduct ab initio sim-
ulations of hydrogen-rich voids in large models of a-Si at low
and high annealing temperatures. We are particularly inter-
ested in the structural reconstruction of the void surfaces, in-
duced by annealing, and the resulting effects on the intensity
in small-angle X-ray scattering (SAXS). Further, we intend to
study the evolution of the shape of voids with temperature in
the presence of hydrogen inside the voids. To this end, we de-
velop significantly large models of a-Si, which are character-
ized by realistic distributions of voids as far as the results from
SAXS,122 pyclear magnetic resonance (NMR),?* infrared
(IR),>*?3 and positron-annihilation?® measurements are con-
cerned. The term realistic here refers to the fact that the mod-
els must be able to accommodate nanometer-size voids with
a void-volume fraction of 0.2—0.3%, as observed in SAXS,
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IR, and NMR measurements. The three-dimensional shapes
of the voids are studied by using the convex-hull approxima-
tion!” of the boundary region of the voids, upon annealing
at 300 K and 800 K, and the effects of the shape and size
of the voids on the simulated SAXS intensity from the mod-
els are examined. The presence of molecular hydrogen and
the statistics of various silicon-hydrogen bonding configura-
tions near the void surfaces are also examined by introducing
H atoms within the voids, with a number density of hydro-
gen (inside cavities) as observed in infrared spectroscopy and
NMR measurements.?*?’

The rest of the paper is as follows. In sec.Il, we briefly
describe the simulation of large models of a-Si with a linear
dimension of a few tens of nanometers and the generation of
nanometer-size voids in the resulting models in order to in-
corporate a realistic distribution of voids, with a void-volume
fraction as observed in SAXS and IR measurements. Section
III discusses the results of our work, with particular empha-
sis on the three-dimensional shape and size of the voids upon
annealing at 300 K and 800 K. The correlation between the
three-dimensional shape and size of the voids and the inten-
sity of SAXS from simulations is discussed here. A compar-
ison of the results with those from positron-annihilation life-
time (PAL) spectroscopy'® and Doppler-broadening positron-
annihilation spectroscopy (DB-PAS)?® are presented. This is
followed by a discussion on the atomic dynamics of hydro-
gen and the time evolution of monohydride silicon-hydrogen
(Si-H) bond formation in the vicinity of the voids, using ab
initio molecular-dynamics (AIMD) simulations over several
picoseconds. Section I'V presents the conclusions of our work.

Il. COMPUTATIONAL METHODS
A. Generation of large models of a-Si

We began by generating a large model of amorphous sil-
icon in order to be able to study the intensity due to SAXS
in the small-angle region of scattering wavevector k < 1.0
A-'. Since the key purpose of the study is to examine the
structural evolution of the voids in a-Si on the nanometer
length scale, by joint analyses of simulated SAXS intensities
and three-dimensional distributions of atoms near void sur-
faces, it is necessary to simulate a sufficiently large model
that can accommodate a realistic distribution of nanometer-
size voids with the correct void-volume fraction, in the range
from 0.01% to 0.3%, as observed from SAXS and IR mea-
surements.'>1

To this end, a model a-Si network, consisting of 262,400
atoms, was generated using classical molecular-dynamics
(MD) simulations, followed by geometry relaxation, by
employing the modified Stillinger-Weber potential.”*>*° The
initial configuration was obtained by randomly generat-
ing atomic positions in a cubic box of length 176.123 A,
which corresponds to the experimental mass density, 2.24
g.cm™3, of a-Si.3! Thereafter, constant-temperature MD sim-
ulations were performed using a chain of Nosé-Hoover ther-
mostats*>33 and a time step of At = 1 fs. During the MD
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runs, the system was heated to a temperature of 1800 K for
10 ps, and then it was cooled from 1800 K to 300 K at the
rate of 10 K/ps. The heating-cooling cycle was carried out
for at least 20 iterations. For each cycle, structural properties
of the system, such as the coordination-number statistics, the
bond-angle distribution, and the structure factor of the evolv-
ing configurations were examined. The procedure continues
until it satisfies the convergence criteria that entail imposing a
restriction on the upper limit of the root-mean-square (RMS)
width of the bond-angle distribution (Afy,, < 10°) and the
coordination-defect density (of 3% or less) in the network. It
may be noted that these variables are in conflict with each
other, meaning that one can be reduced at the expense of in-
creasing the other, and vice versa. Thus, care was taken to
ensure that these criteria were simultaneously satisfied. Once
the structural properties satisfied the aforementioned conver-
gence criteria, the MD run was terminated and the system was
relaxed by minimizing the total energy of the system with re-
spect to the atomic positions. The resulting configuration was
then used as a structural basis for the generation of additional
models of a-Si by introducing voids in the network. The de-
tails of the simulation procedure and an analysis of the struc-
tural and electronic properties of these large a-Si models can
be found in Ref. 34.

B. Void geometry and distribution in a-Si

Having obtained a large model of a-Si, we proceed to gener-
ate a realistic distribution of voids. Since computational mod-
eling of void formation in a-Si, by mimicking the actual de-
position and growth processes, is highly nontrivial, we gener-
ated a void distribution using experimental information on the
shape, size, and the number density of voids. Experimental
data from an array of measurements, such as small-angle scat-
tering (SAS),!6223336 infrared (IR) spectroscopy,’* nuclear
magnetic resonance (NMR),? positron-annihilation lifetime
(PAL) spectroscopy,’® and calorimetry measurements,?’-3"-3
suggest that the linear size of the voids in a-Si typically lies
between 10 A and 40 A and that the void-volume fraction
can range from 0.01% to 0.3% of the total volume, depending
upon the growth process, deposition rate, and the consequent
electronic quality of the samples. Following these observa-
tions, we constructed a void distribution in the large model
with the following properties: a) the voids are spherical in
shape and have a diameter of 12 A; b) the number density of
the voids corresponds to a void-volume fraction of 0.2%; c)
the voids are sparsely and randomly distributed, so that the
distance between any two void centers is significantly larger
than the dimension of the voids.

Figure 1 shows an example of a void embedded in a two-
dimensional amorphous network. The void region is indicated
by the gray circle of radius R,, which is surrounded by a layer
of Si atoms (yellow) with a thickness d. Silicon atoms in
the layer constitute the surface/wall of the void, which we
shall refer to as the void-surface atoms. The remaining Si
atoms, within the cubic box (of length /), will be referred to as
bulk Si atoms and are indicated as black and blue circles. To
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FIG. 1. A schematic representation of a void (gray region) in two
dimensions. The annular region with Si atoms (yellow circles) indi-
cates the void boundary, with a few H atoms (red circles) inside the
void. The bulk Si atoms are shown as black and blue circles — the lat-
ter indicate a layer of fixed Si atoms for the purpose of local AIMD
simulations, as discussed in the text.

study the effect of hydrogen on the evolution of void surfaces,
H atoms were introduced inside the voids so that no two H
atoms were at a distance less than 1 A from each other. The
presence of H atoms in the network requires that the prob-
lem must be treated at the quantum-mechanical level using,
for example, first-principles density-functional theory. How-
ever, given the size of the large model, such a task is hope-
lessly difficult and computationally infeasible, and an approx-
imation of some sort is necessary. Here, we employed the
local approach to electronic-structure calculations by invok-
ing the principle of nearsightedness of an equilibrium system,
as proposed by Kohn,** and address the problem by study-
ing an appropriately large sub-system, defined by a cubical
box of length [ surrounding each void (see Fig.1). Follow-
ing an (approximate) invariance theorem on electronic struc-
ture of disordered alloys, due to Heine and coworkers,***! the
quantum local density of states near the voids is essentially
independent of the boundary conditions at a sufficiently large
distance,*> for example, the presence of a fixed layer of Si
atoms (blue) on the edge of the box. Referring to Fig. 1, we
chose R, = 6 ;\, d=3 10\, and [ = 36 A. To ensure that the
void-volume fraction is consistent with the experimentally ob-
served value of 0.01%—-0.3%, we created 12 voids, reflecting
a void-volume fraction of 0.2%, which were randomly dis-
tributed in the large a-Si model of linear dimension 176.123
A. An outer layer of Si atoms (blue) of thickness 3 A was
held fixed at the edge of the box of length / for each void
during first-principles simulations and total-energy relaxation
of the sub-system so that the latter can be put back into the
original large model for the calculation of the SAXS inten-
sity, upon completion of annealing and geometry relaxation
without boundary perturbations. To ensure that the SAXS in-
tensity from the large a-Si sample with voids is not affected by
the atoms on the fixed boundary layer (shown in blue color in
Fig. 1) of the sub-sytems or supercells, the (undercoordinated)
atoms on the boundary layer were left undisturbed during sim-
ulations. All other atoms were allowed to move during clas-
sical and quantum-mechanical simulations. Each sub-system,
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consisting of a cubical box of length 36 A with a central void
region of radius 6 10%, contained about 2200 atoms. The size of
the cubical box was chosen carefully so that the local struc-
tural and electronic properties of the atoms in the vicinity of
void surfaces were not affected by the boundary layer on the
edge of the box, at a distance of 12 A from the void surfaces.
Care was also taken to ensure that the centers of the voids were
sparsely distributed in the original large model so that the in-
dividual supercells did not overlap with each other. Specifi-
cally, the positions of the center of the voids were generated
randomly in such a way that the center-to-center distance be-
tween any two neighboring voids in the large model is at least
36 A or more. To study the effect of hydrogen on void sur-
faces, each void was loaded with 30 H atoms, as observed in
IR and NMR measurements.** The initial distributions of the
H atoms were generated to satisfy the following two criteria:
a) the H atoms were randomly distributed so that no two H
atoms were separated by a distance less than 1 A; b) the dis-
tance between any H atoms inside a void and a Si atom on the
void surface was greater than or equal to 2 A. The latter was
achieved by confining the H atoms within a sphere of radius
4 A from the center of the void. These criteria prevent the
system from developing a sudden large force on light H atoms
and an instantaneous formation of silicon-hydrogen bonds on
void surfaces or shooting off H atoms from the void region at
the beginning of AIMD simulations.

C. Ab initio simulations of voids in a-Si

In the preceding section, we have generated a number of
models (supercells/subsystems), containing as many as 2200
atoms and a central void of radius 6 A, using the modified
Stillinger-Weber (SW) potential. However, since the SW po-
tential may not accurately describe the chemistry of silicon
surfaces, it is necessary to treat these models using a first-
principles total-energy functional from density functional the-
ory (DFT) in order to reduce artifacts, such as the number
of excessive dangling bonds or defects, associated with the
SW-generated void surfaces. The standard DFT protocol here
is to compute the self-consistent-field (SCF) solution of the
Kohn-Sham (KS) equation, and the presence of voids or inho-
mogeneities in the system suggests that the generalized gra-
dient approximation (GGA) should be employed in order to
deal with the atomic density fluctuations near void surfaces.
However, it is simply not feasible to solve the KS equa-
tions self-consistently for a problem of this size (i.e., about
2,200 atoms) and complexity using the existing plane-wave-
based/local-basis DFT methodology. In particular, the com-
putational cost for conducting SCF AIMD runs for several
picoseconds is prohibitively large, even for a single config-
uration. To reduce the computational complexity of the prob-
lem, it is thus necessary to employ a suite of approximations
for solving the KS equation. Here, we invoke the non-self-
consistent Harris-functional approach*** in the local density
approximation (LDA), using a minimal set of basis functions
for Si atoms. While these approximations may affect the accu-
rate determination of some aspects of the electronic structure
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of void surfaces, the results from test calculations on 1000-
atom models with a void of radius 5 A, obtained via the full
SCF procedure for solving the KS equation in the LDA and
GGA, indicate that the structural properties of the void sur-
faces in a-Si are minimally affected by these approximations.
In particular, the shape and size of the voids, as well as the val-
ues of the average bond angle and bond length of the silicon
atoms on the reconstructed void surface, exhibit a very little to
no changes with the varying level of DFT approximations (see
supplementary information for results from test calculations).
A discussion on the accuracy and computational efficiency of
the Harris-functional approach to treat bulk a-Si and a-Si:H
can be found in Ref. 46.

Ab initio calculations and total-energy optimization were
conducted using the first-principles density-functional code
Siesta.*” The latter employs a localized basis set and norm-
conserving Troullier-Martins pseudopotentials,*® which are
factorized in the Kleinman-Bylander*® form to remove the
effect of core electrons. Electronic and exchange correla-
tions between electrons are handled using the LDA, by em-
ploying the Perdew-Zunger parameterization of the exchange-
correlation functional.®® As stated earlier, we employed the
Harris-functional approach** that involves the linearization
of the Kohn-Sham equations for structural relaxation and
AIMD simulations. The latter were conducted over a period of
10 ps, with a time step of 1 fs. Single-zeta (SZ) and double-
zeta-polarized (DZP) basis functions were employed for Si
and H, respectively. Here, SZ functions correspond to one s
and three p orbitals for Si atoms, whereas DZP functions refer
to two s and three p orbitals for H atoms. The size of the sim-
ulation box or supercell is found to large enough in this work
so that the Brillouin zone collapses onto the I' point, which
was used for the Brillouin-zone sampling.

D. Simulation of SAXS intensity and void-size
determination

The SAXS intensity for a binary system can be expressed
with the aid of the partial structure factors and the atomic form
factors of the constituent atoms. For a binary system, the scat-
tering intensity, /(k), can be expressed as,’!

1(k)
——= =f3(xaxp + X358 aa) + f3(xaxp + X3S pp)

N
+2 fafpxaxp(Sap— 1), (D

where
dnng .
Sijk) =1+ —~ rlgij(r) — 11 sinkrdr )
0

is the partial structure factor associated with the atoms of type
i and j such that S;; = S, and g;;(r) is the partial pair-
distribution function. Here, x; = % and f; are the atomic
fraction and the atomic form factor of the atoms of type i,
respectively. In Eq. (2), the partial pair-distribution function,
8ij(r), is defined as g;j(r) = n;;j/n;, where n;; is the average
number density of atoms of type j with an atom of type i at the
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center, n; = x;ng, and ng = N/V. Once the scattering intensity
is available, either numerically or experimentally, the size of
the voids, or any extended inhomogeneities, can be estimated
by invoking the Guinier approximation? in the small-angle
limit, kRg < 1,

kR,
I(k) = I(k = 0) exp [— 3 J 3)

where Rg is the characteristic size of the inhomogeneities in
the dilute concentration limit. While Eq. (3) provides a rea-
sonable estimate of void sizes from experimental data, dif-
ficulties arise in extracting the R value from a In/-k? plot
in simulations, owing to the finite size of the models. Since
the effective small-angle region of k is approximately given
by 4n/L < k < 1/Rg, where L is the linear dimension of
the sample, a sufficiently large model is needed in order to
obtain the mean value of Rg, via averaging over several inde-
pendent configurations. However, it has been observed>? that,
even for very large models, the lower limit of k cannot be re-
duced arbitrarily by increasing L due to the presence of noise
in r g(r) beyond r ~ 25-30 A. The term r [g(r) — 1] in Eq. (2)
for r > 25 A introduces artifacts in S (k) for small values of
k, which make it difficult to accurately compute R from the
simulated intensity data. This necessitates the construction of
alternative measures of void sizes and shapes directly from
the distribution of atoms in the vicinity of voids. A simple
but effective measure is to compute the gyrational radius from
the distribution of the atoms on void surfaces between radii
R, and R, + d(= R}), where R, is the void radius and d is
the width of the void surface, as discussed in sec. IIB. This is
schematically illustrated in two dimensions in Fig.2, where
the positions of the void-surface atoms before and after an-
nealing are shown in yellow and red colors, respectively. As-
suming that the void-surface atoms (yellow) can displace, in
the mean-square sense, from their initial position by x during
annealing, the radius of gyration, Ry, for the assembly of void
atoms (red) can be expressed as,

ng

R = L i = rem)? HIR, + x = 13). )

n
S =1

Here, r; and r.p, are the position of the i"" atom and the center

of mass of ny void-surface atoms, respectively. The atoms on
the reconstructed surface are distributed within a spherical re-
gion of radius R;, + x and H[y] is the Heaviside step function
that asserts that only the atoms with y > 0 contribute to R,.
Here, we chose a value of x = 1.5 A for Si atoms in order to
define the boundary of a reconstructed void surface.”® Since
annealing at high temperature can introduce considerable re-
structuring of void surfaces, it is often convenient to invoke a
suitable convex approximation to estimate the size and shape
of the voids. To this end, we employ the convex-hull approx-
imation that entails constructing the minimal convex polyhe-
dron that includes all the void-surface atoms on the boundary.
The size of the convex region can be expressed as the radius

Page 4 of 14



Page 5 of 14

FIG. 2. An illustration of the (re)construction of the shape and size
of a void formed by an assembly of void-surface atoms in two di-
mensions. The distributions of the atoms before and after annealing
are shown in yellow () and red (®) colors, respectively. The convex
polygon (red line) approximates the void region in two dimensions
after annealing.

TABLE I. Structural properties of the large model of a-Si. N, L, p,
Cy, 1, 0, and Af are the number of atoms, simulation box length, mass
density, four-fold coordination (in %), average bond length, average
bond angle (in degree), and the root-mean-square width of the bond
angles, respectively.

N L(A) pgem™) Ci%) rA) 0 A6
262400 176.123 2.24 97.6  2.39 109.23° 9.26°
of gyration of the convex polyhedron, or convex hull,

1 &
R} = — ri— ). 5
"= ;( ) (5)

In Eq. (5), ny is the number of atoms (or vertices) that defines
the convex polyhedral surface, and 7, is the center of mass of
the polyhedron. To determine the degree of deviation of the
shape of a (convex) void from an ideal sphere, we employ the
convex-hull volume (Vy) and surface area (Ay), and obtain
the sphericity parameter,>*

Wit

_ 7 (6V)

g o - (6)

The definition above is frequently used to measure the shape
and roundness of sedimentary quartz particles, and it ex-
presses the ratio of the surface area of a sphere to that of a
non-spherical particle having an identical volume.’* It may
be noted that a highly distorted void may not be accurately
represented by a convex polyhedron and that the convex-hull
volume provides an upper bound of the actual void volume,
leading to Ry > R,. Likewise, as observed by Porod®, the
R¢ value obtained from the Guinier approximation may not
be accurate for very anisometric voids.
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FIG. 3. The X-ray scattering intensity for a-Si from experiments and
classical molecular-dynamics simulations. The experimental data®®
correspond to the results from as-implanted () and annealed (m)
samples, while the simulated values (e) of the intensity correspond
to the modified Stillinger-Weber model of a-Si.

lll. RESULTS AND DISCUSSION

Before addressing the temperature-induced nanostructural
changes in voids, we briefly examine the large model of a-Si,
developed in sec. IIA, in order to validate its structural prop-
erties. Figure 3 shows the simulated values of the X-ray scat-
tering intensity, along with the experimental values of the in-
tensity for as-implanted (green) and annealed (red) samples
of pure a-Si, reported by Laaziri et al.’>® The simulated val-
ues closely match with the experimental data in Fig. 3, es-
pecially for the annealed samples, in the wide-angle region
from 1 A~' to 10 A~'. Some characteristic structural prop-
erties of the large a-Si model are also listed in Table I. To-
gether with the X-ray intensity, the average bond angle and
its deviation, 109.23°+ 9.26°, and the number of four-fold-
coordinated atoms, 97.6%, suggest that the structural proper-
ties of the model obtained from classical molecular-dynamics
simulations in sec.IIA are consistent with experimental re-
sults. It may be reasonably assumed that the presence of a
small amount of coordination defects (~ 2.4%), which involve
a length scale of 2-3 A and are sparsely distributed in the
amorphous environment, would not affect the scattering in-
tensity appreciably in the small-angle region of the scattering
wavevector.”’ A minor deviation in the height of the first peak
in the simulated data in Fig. 3 from experimental values can
be attributed in part to the use of the classical SW potential
and partly to the large size of the model. A discussion on the
validation of the structural and electronic properties of these
large models can be found in Ref. 34.

A. Structural evolution of voids in ¢-Si at 300 K and 800 K

In this section, we discuss the three-dimensional shape and
size of the voids in pure a-Si obtained from classical and
quantum-mechanical annealing of the sub-systems at 300 K
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FIG. 4. An isosurface representation of two voids (V3 and V16),
obtained from the Gaussian-convolution of atomic positions, after
thermalization at 300 K from classical and AIMD simulations: (a)
classical V3; (b) AIMD V3; (c) classical V16; and (d) AIMD V16.
The white rings in (a) and (b) indicate minor structural differences
between the two surfaces in V3. See sec. IIIA for details.

and 800 K, followed by total-energy optimization. Starting
with an examination of the classical- and ab-initio-generated
void surfaces, we analyze the computed SAXS spectrum ob-
tained from the large model, which is embedded with the su-
percells containing voids annealed at 300 K and 800 K.
Figure 4 shows the structure of two representative voids
(V3 and V16) after thermalization at 300 K for 10 ps, us-
ing classical and ab initio MD simulations. The void surfaces
shown in Fig. 4 corresponds to Gaussian-convoluted isosur-
faces from the Xcryspen package.’® The surface has been gen-
erated by placing a three-dimensional Gaussian function at the
center of each atom and ensuring that the function has a value
of 2.0 and 1.0 at the center and on the surface of the atom, re-
spectively. By choosing an appropriate isovalue, between 0 to
2, and a suitable radius for Si atom, from standard crystallo-
graphic databases (e.g., Cambridge Structural Database), it is
possible to examine the morphological changes of voids, asso-
ciated with the structural relaxation of the void-surface atoms
at different temperature. A close examination of Figs. 4(a)
and 4(b) suggests that the resultant structures are very sim-
ilar to each other as far as the void surfaces are concerned,
except for small changes as indicated by white rings. A sim-
ilar observation can be made for V16 in Figs. 4(c)-(d). This
observation was found to be true for the rest of the voids as
well, which showed very little changes on the void surfaces.
These results are consistent with the variation of the simu-
lated intensity values with wavevectors shown in Fig.5. A
somewhat more pronounced scattering from the classically-
treated voids (CMD-R) in comparison to the ab-initio-treated
voids (AIMD-R) can be attributed to a minor expansion of
the voids during classical simulations. This is clearly evident
from Figs.6(a) and 6(b), where the radius of gyration and
the volume of the voids, respectively, are obtained from the

6
20
15 «+CMD-R a-Si 300K|
_ == AIMD-R 4-Si 300 K
210

002 04 o‘.q 08 1
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FIG. 5. The SAXS intensity of the large model of a-Si from classical
(CMD-R) and ab initio (AIMD-R) MD simulations of voids at 300
K, followed by geometry relaxation.

convex-hull approximation of the void region. The polyhedral
radii (Rp) for the voids from classical simulations were found
to be consistently larger than the corresponding radii from ab
initio simulations in Fig. 6(a). A similar conclusion applies to
polyhedral volumes (Vg ), which are plotted in Fig. 6(b). Once
the linear size, area, and volume of the voids are available in
the convex approximation, the sphericity of voids, ®@g, can
be determined from Eq. (6). A further measure of the size of
the voids follows from the variation of the SAXS intensity,
I(k), with the wavevector, k, in the small-angle region. By
invoking the Guinier approximation (see Eq. 3), the Guinier
radius, Rg, can be obtained from In I(k) vs. k> plots. Figure
6(c) shows the Guinier fits in the wavevector range, 0.15 A
<k<03 A, which resulted in an R value of 6.38 A for the
CMD-R model and 8.07 A for the AIMD-R model. It may
be noted that a somewhat smaller value of R; was obtained
for classically-treated voids compared to their AIMD coun-
terparts (cf. Table II), despite increased scattering by the for-
mer in the small-angle region (see Fig. 5). This minor discrep-
ancy between the two R values originated from the difficulty
in computing the Guinier radius from the SAXS data in the
wavevector region of 0.15-0.3 A~!. For computational con-
sistency, we employed an identical wavevector range, namely
0.15-0.3 A’l, for the evaluation of R;. However, this range
may not necessarily be the same for CMD-R and AIMD-R
cases and can affect the R value obtained from the Guinier’s
fit.

Having studied the microstructure of voids at 300 K, we
now examine the structure of voids at the high temperature of
800 K. The results for the SAXS intensity obtained from the
large model at 800 K are presented in Fig. 7. It is evident from
Fig. 7 that the high temperature annealing at 800 K via AIMD
simulations produces notable changes in the SAXS spectrum
by reducing intensity values in the small-angle region. This
reduction in the SAXS intensity can be understood by exam-
ining the shape of the individual voids, obtained from AIMD-
R models at 800 K. Figure 8 shows the shape of a represen-
tative void (V3) in a-Si after annealing at 800 K from clas-
sical and ab initio MD simulations. A comparison between
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FIG. 6. (a) The radius of gyration of the voids from the convex-hull
approximation at 300 K. The results for the CMD-R (®) and AIMD-
R (m) models are presented here. (b) Estimated void volumes in the
convex approximation. (¢) Guinier plots for the CMD-R and AIMD-
R models at 300 K. The Guinier radii from the plots correspond to a
value of 6.38 A (CMD-R) and 8.07 A (AIMD-R).

the two structures in Figs. 8(a) and 8(b) shows the regions on
the two surfaces with a varying degree of reconstruction. The
shape of the respective void surfaces obtained from using the
convex-hull approximation is also shown in Figs. 8(c)-(d). Ta-
ble II lists some of the parameters that characterize the void
geometry in terms of the convex-hull radius (Ry), the radius
of gyration of the void-surface atoms (R,), the Guinier radius
(Rg), the hull volume (Vg), and the average sphericity of the
voids (®y ) after annealing at 300 K and 800 K. Although these
scalar parameters do not vary much in the convex approxima-
tion, it is evident from the Gaussian isosurface representation
of the void in Figs. 8(a) and 8(b), and the respective convex
hulls in Figs. 8c-d, that classical results noticeably differ from
ab initio results, indicating the limitation of the classical force
field in describing the restructuring of void surfaces at high
temperature, namely at 800 K. This observation is also re-
flected in Figs. 9a-c, where the convex-hull radii, the hull vol-
umes, and the intensity of SAXS at 800 K, respectively, are
presented.

B. Structural evolution of hydrogen-rich voids in a-Si

Small-angle X-ray scattering measurements on hot-wire
chemically vapor deposited (HWCVD) films indicate that
the presence of preexisting H clusters can affect the nanos-
tructure of voids due to H, bubble pressure in the cavities,
which, upon annealing, can lead to geometric changes, as
observed via tilting SAXS and surface transmission electron
microscopy (STEM).!> Although the degree of such nano-
structural changes may depend on the growth mechanism and
the rate of film growth, it is instructive to address the problem
from a computational viewpoint using CRN models of a-Si
with nanometer-size voids, which are characterized by an ex-
perimentally consistent void-volume fraction and clusters of
H atoms inside the voids.
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FIG. 7. The SAXS intensity of the large model of a-Si from classical
(CMD-R) and ab initio (AIMD-R) MD simulations of voids at 800
K, followed by geometry relaxation.

FIG. 8. An isosurface representation of a void (V3) in a-Si obtained
from: (a) classical; (b) ab initio simulations upon annealing at 800
K, followed by geometry relaxation. The corresponding shapes of
the voids in the convex-hull approximation are shown in (c) and (d),
respectively.

Figure 10 shows the structure of a hydrogen-rich nanovoid
surface (of V3) obtained after annealing at 300 K and 800
K, followed by total-energy minimization. The evolution of
Si and H atoms during annealing was described using ab
initio density-functional forces and energies, from the local-
basis DFT package Siesta.*’ The procedure to conduct such
AIMD simulations of voids, which are embedded in a large
model of a-Si, has been described in sec. [IC. A comparison
of Fig.10(a) (with H atoms inside the void at 300 K) with
Fig. 4(b) (with no H atoms at 300 K) reveals that the thermal-
ization of the void (V3) and its neighboring region at 300 K
does not introduce notable changes on the void surface, with
the exception of the distribution of H atoms. The initial ran-
dom distribution of H atoms, which was confined within a
radius of 4 A from the void center, evolved to produce sev-
eral monohydrides (SiH) and a few dihydrides (SiH;), along
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FIG. 9. (a) The convex-hull radius for the voids from classical CMD-
R (®) and AIMD-R (m) simulations at 800 K, followed by geometry
relaxation. (b) The corresponding volume of voids from the convex-
hull approximation. (c) Guinier plots for the models at 800 K. The
Guinier radii from the plots correspond to a value of about 6.57 A
(CMD-R) and 9.48 A (AIMD-R).

TABLE II. Estimated volumes (A?), linear sizes (A), and the aver-
age sphericities (®g) of the voids in a-Si with and without hydrogen
inside voids. Ry indicates the radius of the void obtained from the
convex-hull (X = H) and Guinier approximations (X = G), and the
gyrational radius of the void-surface atoms (X = g).

Models R, R Ry Vu (O
a-Si (without hydrogen in voids)
CMD-R300 7.60 6.38 8.34 2100 0.66
AIMD-R300 7.55 8.07 8.28 2040 0.67
CMD-R800 7.56 6.57 8.31 2080 0.63
AIMD-R800 6.84 9.48 8.67 2250 0.68
a-Si (with hydrogen in voids)
AIMD-R300 6.66 8.66 8.36 2120 0.56
AIMD-R800 6.61 10.01 8.76 2290 0.71

FIG. 10. The structure of a representative void (V3), in isosurface
representation, from AIMD simulations in the presence of H atoms
inside the cavity at: (a) 300 K; (b) 800 K. The yellow and red blobs
represent Si and H atoms, respectively. For visualization and com-
parison on the same footing, an identical set of isosurface parameters
was used to generate the surfaces.

with a few H, molecules inside the cavity. The majority of

FIG. 11. The shape of a void (V3) obtained from the convex-hull
approximation in AIMD-R simulations at 800 K in the presence and
absence of H atoms in the void. (a) The convex surface with no H
atoms. (b) The convex surface with 30 H atoms inside the void.

face, shown as yellow blob in Fig. 10, and H atoms (red) in-
side the void reveals that approximately 12.4% of the original
Si atoms and 23.3% of the H atoms left the void region V3
of radius 10.5 A after annealing at 800 K. This is apparent
from the isosurface plot in Fig. 10(b), where a considerable
number of Si atoms can be seen to move away from the void-
surface region, creating a somewhat diffused or scattered iso-
surface. This observation is found to be true for most of the
other voids. On average, over 12 independent voids, approxi-
mately 8.3% of the Si atoms and 16.1% of the H atoms were
found to leave the void regions at 800 K. By contrast, the cor-
responding average values for the same at 300 K for Si and
H atoms are 0% and 2.6%, respectively. It thus follows that
at 800 K the restructuring of a void surface can be consider-
ably affected via thermal and H-induced motion of Si atoms,
as well as through the formation of various silicon-hydrogen
bonding configurations on void surfaces. These changes can
be also observed in the convex-hull approximation of the void
surface (V3) in the presence and absence of H atoms at 8§00
K. The convex polyhedral region in Fig. 11b, with H atoms
present inside the cavity, consists of 78 triangular faces and
41 vertices. These values are noticeably higher than the cor-
responding values of 62 faces and 32 vertices for the same
cavity with no H atoms in Fig. 11a. The structural changes on
the void surface have been reflected in the number of trian-
gular faces, which are needed to construct the surface in the
convex-hull approximation. Table III presents the statistics of
various silicon-hydrogen bonding configurations in the vicin-
ity of each void, which is defined by a radius of 10.5 A.

To obtain the linear size of the voids, we computed the
radius of gyration, R, using Eq. (4). Likewise, the convex-
hull approximation of a void region, defined by a set of void-
surface atoms, provides the radius of the convex polyhedron,
Ry, from Eq. (5). Figure 12 shows the values of Ry and the
corresponding hull volumes, Vy, of 12 voids, each of which
has been computed upon annealing and geometry relaxation.
Similarly, the R, values obtained from the real-space distri-
bution of the void atoms are listed in Table II. The apparent
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TABLE III. Statistics of various silicon-hydrogen bonding configu-
rations near hydrogen-rich voids at 300 K and 800 K from AIMD
simulations. Ry and @y indicate the convex-hull radius and spheric-
ity of the voids, whereas asterisked entries indicate at least one H
atom left the void region of radial size 10.5 A.

Void H;,, H, SiH SiH, SiHs Ry Dy

300 K
\%2% 2 1 20 2 0 834 051
V2 0 3 22 1 0 833 056
V3 0 3 17 3 0 8.5 0.59
V4 0 0 26 1 0 8.4 0.58
V5 0 1 25 1 0 8.2 0.62
Vo6 1 2 22 1 0 834 054
V7 0 1 26 1 0 831 054
V38 1 1 23 2 0 8.5 0.57
A% 0 3 20 0 1 835 051
V10* 1 3 18 2 0 828 0.60
V11 2 4 19 0 0 834 059
V12 2 2 23 0 0 852 056
800 K
V1 0 0 20 2 0 836 090
V2 0 2 20 2 0 884  0.66
V3* 1 2 16 1 0 9.07 0.79
V4 0 1 23 1 0 8.64 0.62
V5 0 0 20 2 0 895 0.70
A\ 0 2 14 1 1 8.67 0.83
V7 0 3 14 3 0 894 0.64
\%y 1 1 14 3 0 895 0.73
V9 0 1 22 1 0 9.07 0.62
V10 0 1 21 2 0 871  0.62
V11 2 3 15 1 0 838 0.81
V12 1 0 21 2 0 856 0.56

TABLE IV. The average concentration of hydrogen (in % of total
H atoms) in silicon-hydrogen bonding configurations, H, molecules
and isolated H near voids (within a radius of 10.5 /QX). Bonded and
non-bonded hydrogen that left the voids during annealing are listed
under the category Ex-void.

Temp. H;,, H, SiH SiH, SiH; Ex-void
300 K 2.5 13.3 72.5 8.3 0.8 2.6
800 K 1.4 8.9 61.1 11.7 0.8 16.1

deviation of Ry from R, can be attributed to the fact that the
computation of R, involves all the atoms on the surface and
interior regions of the voids, whereas the convex-hull approx-
imation includes only those atoms on the void-surface region
that define the minimal convex polyhedral volume. Thus, Ry
provides an upper bound of the radial size of the voids. In
order to compare Ry and R, values with the linear size of the
voids from the simulated intensity plots in SAXS, we have
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FIG. 12. (a) The radius of gyration of hydrogen-rich voids from
AIMD simulations at 300 K (®) and 800 K (m) in the convex-hull
approximation. (b) Estimated convex-hull volumes at 300 K and 800
K. (c) Guinier fits for the SAXS intensities in AIMD-R models of
a-Si:H at 300 K and 800 K.

invoked the Guinier approximation to estimate the Guinier ra-
dius, Rg, from In I(k)-k* plots, as shown in Fig. 12(c). Table
II suggests that the R values obtained from the simulated in-
tensity plots reasonably match with the corresponding aver-
age values of Ry at 300 K and 800 K. It may be noted that,
while the intensity plot in Fig. 12(c) is not particularly sensi-
tive to the shape of the voids, the slightly pronounced scat-
tering in the region k2 < 0.05 A2 is possibly indicative of
the expansion of the void volume at 800 K, as observed in
the convex-hull volume in Fig. 12(b). The exact cause of this
increased scattering intensity is difficult to determine but it
appears that a combination of the pressure due to H, bubbles,
surface roughening of the voids, and the displacement of the
atoms on the void surfaces at high temperature could lead to
this additional scattering. This observation is corroborated by
the experimental results from a small-angle X-ray scattering
study of nanovoids in HWCVD amorphous Si films that indi-
cated an increase of individual void volumes upon annealing
at 813 K.13

C. Hydrogen dynamics near voids in a-Si

In this section, we shall make a few observations on the dy-
namics of hydrogen atoms in the vicinity of void surfaces from
ab initio molecular-dynamics simulations. Since the mass of
H atoms is significantly smaller than that of Si atoms, the
motion of H atoms is more susceptible to the annealing tem-
perature and, more importantly, to the resulting temperature-
induced structural changes on the void surfaces. This is partic-
ularly noticeable at high temperature. Having established ear-
lier that the structural changes on the void surfaces are more
pronounced at 800 K, we shall now examine the character of
hydrogen dynamics inside (and near the surface of) the voids
at 800 K. Despite the limited timescale of the present AIMD
simulations, spanning 10 ps only, it is reasonable to assume
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that, at high temperature, the dynamical character of hydrogen
motion inside the voids would be reflected in the first several
picoseconds. It may be noted that, unlike structural properties,
the dynamics of hydrogen in a-Si may depend on the accuracy
of total energies and forces from DFT calculations. The use
of the Harris-functional approximation in the present work, in
an effort to address the structure of voids on the nanometer
length scale, suggests that the results on hydrogen dynamics
presented here are somewhat approximate in nature. A full
self-consistent-field DFT calculation, over a period of a few
tens of picoseconds, using plane-wave or even local basis sets
for 2200-atom models is computationally overkill and outside
scope of the present work on nanostructural evolution.

Figure 13(a) depicts the time evolution of hydrogen atoms
at 800 K within two voids, V12 and V7. Initially, all hydrogen
atoms/molecules were uniformly distributed inside the voids
within a radius of 4 A from the center of the voids (see Fig. 1).
The mean-square displacements (MSD), (R*(1)), of hydrogen
atoms — averaged over all H atoms in the respective void — are
shown in Fig. 13(a) from O to 10 ps. The corresponding real-
space distributions of Si and H atoms on the void surfaces
and their immediate vicinity are also shown in Figs. 13(b) and
13(c) for V12 and V7, respectively. The early-time behavior
of the dynamics, from 0 to 0.5 ps, can be roughly understood
from elementary considerations. Given that the majority of H
atoms are away from the void surface at the beginning of sim-
ulation, by at least 2 A or more, the early-time behavior of the
dynamics would be primarily determined by the temperature
of the system for a reasonably well-defined initial H distribu-
tion. Since the root-mean-square (RMS) speed of H atoms at
800 K for the Maxwell-Boltzmann distribution is about 0.045
A/fs, it would be reasonable to assume that the initial behav-
ior can last for about a fraction of a picosecond, after which
H atoms become affected by the presence of the void surface.
It is the marked difference in the value of (R*(¢)) in Fig. 13(a),
from 1 ps to 8 ps, that we find most interesting. This notable
difference between the two sets of MSD values beyond 0.5 ps
can be understood by taking into account the real-space struc-
ture of the void surfaces. In addition to the trivial thermal
and configurational fluctuations — caused by temperature and
the disorder in H distributions, respectively — the motion of H
atoms is also affected by the varying degree of re-structuring
of Si atoms and the disorder of the void surfaces after 0.5 ps.
The surface structure of V7 can be seen to be more open or
scattered compared to its counterpart in V12, which is more
compact or well-defined, as shown in Figs. 13(c) and 13(b),
respectively. This has been also confirmed by analyzing the
distributions of void-surface atoms in the interior of V12 and
V7. The presence of Si atoms inside V7 may reduce the ef-
fective diffusion rate of H atoms, due to additional scatter-
ing from interior Si atoms, during intermediate-time evolution
from 1 ps onward. By contrast, the more well-defined void
surface of V12, with few Si atoms inside, provides less re-
sistance to H atoms during their intermediate-time evolution.
Thus, hydrogen diffusion in V12 proceeds relatively uninter-
ruptedly, in the presence of few Si atoms from void surfaces,
leading to a notable difference in their MSD values during the
first several picoseconds of simulations. This observation has

10

been found to be true for other pairs of voids as well, for which
a notable difference in the MSD values exists. Additional re-
sults on the time evolution of H atoms in voids V5, V9 and
V11, which exhibit a similar MSD behavior, are provided as
supplementary information. In view of our observation that
the intermediate-time behavior (i.e., from 1 ps to 7-8 ps) of
the H dynamics can be influenced by the roughness of void
surfaces, it might be necessary to take into account the ap-
propriate size and the accurate surface structure of the voids
in the calculations. However, a full SCF study of hydrogen
dynamics inside nanometer-size voids in a-Si for several tens
of picoseconds is computationally prohibitive and outside the
scope of the present study.

D. Silicon-hydrogen bonding configurations on void
surfaces

Experimental data from positron-annihilation lifetime
(PAL) spectroscopy,'® Rutherford backscattering spectrom-
etry (RBS),” and Fourier-transform infrared spectroscopy-
attenuated total reflection (FTIR-ATR)* indicate that bonded
and non-bonded hydrogens play an important role in char-
acterizing the structural and optical properties of a-Si:H.
Sekimoto et al.'3>° recently demonstrated that the presence
of non-bonded hydrogens (NBH) at concentrations beyond
2.8 at.% in amorphous silicon networks led to changes
in the vacancy-size distribution and induced formation of
nanometer-size voids in the network via relaxation of internal
stress. The formation of H, molecules and their evolution can
be probed by an analysis of the low-temperature (LT) peak of
the hydrogen-effusion profile!»%¢! near 750 K, whereas the
number density of H, molecules can be estimated from the
collision-induced weak IR absorption in the frequency region
of 4100 cm™' to 5500 cm™!. Chabal and Patel** reported a
value of 10?! Hy/cm? by analyzing data obtained from IR mea-
surements at room temperature. Although the present study,
based on pure a-Si networks, does not permit us to address
the crucial role of silicon-hydrogen bonding configurations
in a-Si:H in general, it does provide new insights into the
role of bonded and non-bonded hydrogens in the vicinity of
the walls of H-rich voids. Tables III and IV list the statis-
tics and the average concentration of various bonded and non-
bonded hydride configurations inside the voids, respectively.
Non-bonded hydrogens chiefly comprise H, molecules, along
with one or two isolated H atoms near the voids. The latter
possibly originate from the short annealing time of 10 ps of
AIMD simulations. The number of H, molecules per void
ranges from 0 to 4 and O to 3 at 300 K and 800 K, respec-
tively, which translates into an average density of 1.5-2.2 X
10! Hp/cm?® for nanometer-size voids. This value matches
very well with the experimental value of 10>! Hy/cm® from
IR measurements by Chabal and Patel,?* as mentioned earlier.
These results are also consistent with the reported data from
RBS measurements.'? On the other hand, the great majority
of bonded hydrogens appeared in monohydride (SiH) config-
urations. An examination of the local bonding environment
of silicon atoms near the void surfaces showed that approxi-
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FIG. 13. (a) The time evolution of the mean-square displacements (MSD) of H inside two voids, V12 (o) and V7 (O), at 800 K. The difference
between the two sets of MSD values, from 1 ps to 8 ps, can be attributed to the degree of void-surface restructuring, as discussed in sec.
IIIC. (b) The compact or smooth structure of the V12 surface, obtained from an isosurface representation of the void, compared to a relatively

diffused or scattered distribution of Si atoms in (¢) V7 at 800 K.

FIG. 14. Bonded and non-bonded hydrogens inside a void (V3) from
AIMD simulations at 300 K. (a) The interior wall of the void can be
seen to be decorated with several SiH (yellow-red) and three SiH,
(blue-red) configurations, as well as three H, molecules (white). (b)
A magnified view, showing protruding monohydrides (yellow-red)
and dihydrides (blue-red) on the walls, and a hydrogen molecule
(white) inside the void.
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FIG. 15. Average statistics of silicon-hydrogen bonding configura-
tions near void surfaces in a-Si:H after annealing at 300 K and 800 K.
The results were obtained by averaging over 12 independent voids,
distributed over a distance of several nanometers in the large a-Si
model.

mately 72.5 at. % and 61.1 at. % of total H atoms formed Si-H

bonds at 300 K and 800 K, respectively (see Table IV). Of
the remaining H atoms, about 8.3 % (11.7%) were found to
be bonded with Si as SiH, configurations at 300 K (800 K).
Apart from a few isolated H atoms, the rest of the hydrogen
has left the spherical void region of radius 10.5 A A graphic
distribution of the presence of H, molecules and the bonded
SiH/SiH, configurations on the wall of V3 at 300 K is depicted
in Fig. 14. Several SiH and a few SiH, configurations can be
seen to have formed on the surface of the void (V3). This
observation is consistent with experimental results from IR
measurements’* and the recent computational studies based
on information-driven atomistic modeling of a-Si:H.!”-?! Fig-
ure 15 shows the concentration of hydrogen associated with
various silicon-hydrogen bonding configurations. The results
clearly establish that a considerable number of H, molecules,
of about 9—13% of the total H, can form in the vicinity of
voids, depending upon the annealing temperature, concentra-
tion of H atoms, the source of hydrogen, and the preparation
methods of a-Si samples.

We conclude this section with the following observation on
silicon-hydrogen bond formation during AIMD simulations.
The results from the preceding paragraph suggest that the in-
ternal surfaces of hydrogen-rich voids in a-Si are principally
decorated with monohydride Si-H bonds. It is thus instructive
to examine the time evolution of the number of Si-H bonds
during annealing via MD simulations at low and high tem-
peratures. Since a statistically significant number of H atoms
participate in forming Si-H bonds on void surfaces, we restrict
ourselves to address the formation of monohydride Si-H con-
figurations only. Figure 16 shows the evolution of the average
hydrogen content in SiH bonds in the vicinity of voids at 300
K (blue) and 800 K (red). The results were obtained by sam-
pling atomic configurations (of voids) at an interval of every
10 fs during the course of AIMD simulations, for a period of
7-8 ps, which were then averaged over 12 individual voids. It
is apparent from Fig. 16 that the formation of monohydride Si-
H bonds takes place very rapidly at 800 K, which can saturate
the void surfaces within the first two picoseconds. By con-
trast, it takes several picoseconds for hydrogen atoms inside
the cavities to passivate the void surfaces at 300 K. A com-
parison of the saturated values of the SiH bonds in Fig. 16,
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FIG. 16. The time evolution of monohydride SiH bonds during
AIMD simulations at 300 K (blue) and 800 K (red). The vertical
axis indicates the amount of hydrogen (in percent of total H atoms)
that contribute to SiH bond formation. The results were obtained via
configurational averaging over 12 voids.

obtained from the MD-annealed models at 300 K and 800
K, with those from the corresponding final AIMD-R models
in Table IV suggests that the results are consistent with each
other. A small difference between the saturated values of the
number of SiH bonds at 300 K and 800 K (in Fig. 16) with
those in Table IV can be attributed to the total-energy relax-
ation of the final MD-annealed models, which were used in
the calculation of silicon-hydrogen bonding statistics in Table
Iv.

IV. CONCLUSIONS

In this paper, we studied the temperature-induced nano-
structural changes of the voids in a-Si at low and high anneal-
ing temperature in the range 300-800 K using classical and
quantum-mechanical simulations, in the absence and pres-
ence of hydrogen near voids. This was achieved by generat-
ing a large model of a-Si, consisting of more than 262,000
atoms, in order to be able to produce a realistic distribu-
tion of nanometer-size voids in the amorphous environment
of Si atoms, as observed in SAXS, PAL, IR, and hydrogen-
effusion measurements. An examination of the distribution
of the atoms near the voids reveals that the reconstruction of
void surfaces in pure g-Si at 300 K led to minimal changes
in the shape and size of the voids, which can be readily un-
derstood from a classical treatment of the problem. By con-
trast, the high-temperature annealing at 800 K caused signif-
icant changes in the shape and size of the voids, with no-
ticeable structural differences between classical and quantum-
mechanical results. This observation appears to indicate that
classical potentials, such as the modified SW potential, might
not be particularly suitable for an accurate description of the
dynamics of Si atoms near voids and the resulting reconstruc-
tion of the void surfaces at high temperatures.

An important outcome of the present study is that the dy-
namics of bonded and non-bonded hydrogens near the voids
and the degree of void-surface reconstruction are found to be
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intrinsically related to each other. Ab initio annealing of a-Si
networks with a void-volume fraction of 0.2% at 300 K and
800 K suggests that the presence of hydrogen within voids
can facilitate surface reconstruction through the formation of
silicon monohydride and dihydride configurations, as well as
the displacement of Si atoms on the void surfaces. The rear-
rangement of atoms on void surfaces affects the diffusion of
non-bonded hydrogens, which in turn produce surface bumps
and changes the shape and size of the original void. This ob-
servation is reflected in the time evolution of hydrogen dur-
ing annealing. The presence of Si atoms inside a heavily re-
constructed rough void surface can reduce the effective dif-
fusion rate of hydrogen, due to additional scattering from the
interior Si atoms, in their intermediate-time evolution from
1 ps onward. In contrast, a compact void surface provides
less resistance to hydrogen during their evolution. Thus, hy-
drogen diffusion inside a smooth or well-defined void pro-
ceeds with little or no hindrance, leading to a notable differ-
ence in their mean-square-displacement (MSD) values during
their intermediate-time evolution. Finally, the results from the
study show the presence of bonded hydrogens (BH), mostly
SiH, SiH,, and non-bonded hydrogens (NBH) in the form of
H, molecules. The concentration of BH and NBH found in
our study is consistent with the experimental values obtained
from infrared (IR), Rutherford back scattering (RBS), and
hydrogen-forward scattering (HFS) measurements. An exam-
ination of the silicon-hydrogen bonding configurations near
the voids suggests that the interior walls of the voids are dec-
orated with SiH,, which is supported by experimental results
from infrared and ellipsometric studies. Likewise, the con-
centration of H, molecules obtained from the first-principles
density-functional simulations in the present study is found to
be consistent with the experimental value estimated from the
collision-induced weak IR absorption by H, molecules in the
frequency region of 4100-5500 cm™!. A preliminary study
using more accurate DFT calculations on 1000-atom mod-
els, via the SCF solutions of the Kohn-Sham equation in the
generalized-gradient approximation, with 2040 H atoms in-
side the voids indicates that more SiH, configurations tend to
form at high concentration of hydrogen in the cavities. How-
ever, further studies are needed for an accurate determination
of SiH, SiH, and H; molecules with varying concentrations
of H atoms inside the voids.
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