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Biological Control of S-Nitrosothiol Reactivity: 
Potential Role of Sigma-Hole Interactions

Niloufar Hendinejada and Qadir K. Timerghazina

ABSTRACT: S-Nitrosothiols (RSNOs) are ubiquitous biomolecules whose chemistry is tightly controlled in vivo, although 
the specific molecular mechanisms behind this biological control remain unknown. In this work, we demonstrate, using high-
level ab initio and DFT calculations, the ability of RSNOs to participate in intermolecular interactions with electron pair 
donors/Lewis bases (LBs) via a σ-hole, a region of positive electrostatic potential on the molecular surface at the extension of 
the N–S bond. Importantly, σ-hole binding is able to modulate the properties of RSNOs by changing the balance between two 
chemically opposite (antagonistic) resonance components, R–S+=N–O– (D) and R–S–/NO+ (I), which are, in addition to the 
main resonance structure R–S–N=O, necessary to describe the unusual electronic structure of RSNOs. σ-Hole binding at the 
sulfur atom of RSNO promotes the resonance structure D and reduces the resonance structure I, thereby stabilizing the weak 
N–S bond and making the sulfur atom more electrophilic. On the other hand, increasing the D-character of RSNO by other 
means (e.g. via N- or O-coordination of a Lewis acid) in turn enhances the σ-hole bonding. Our calculations suggest that in 
the protein environment a combination of σ-hole bonding of a negatively charged aminoacid sidechain at the sulfur atom and 
N- or O-coordination of a positively charged aminoacid sidechain is expected to have a profound effect on the RSNO electronic 
structure and reactivity.

1 Introduction 

S-Nitrosothiols (RSNOs) are ubiquitous derivatives of nitric 
oxide, an important biological gasotransmitter.1 Biological 
RSNOs derive from small-molecule thiols (glutathione, 
coenzyme A, and hydrogen sulfide)2–6 and also cysteine 
aminoacid side-chains in proteins.7 S-Nitrosation of protein 
cysteine residues is an important post-translational modification 
of proteins affecting the protein function, with thousands of 
proteins already identified to undergo S-nitrosation in vivo.8 
Besides their role  as endogenous biomolecules, RSNOs also 
have a potential application as NO-producing drugs.9–12 

Protein S-nitrosation is a tightly controlled process in vivo, 
likely mediated through enzymatic reactions;7,13–15   breakdown 
of this control has been associated with numerous pathological 
processes.16–19 However, the molecular nature of the enzymatic 
processes behind the RSNO reactions in living organisms 
remains poorly understood, not in a small degree due to 

experimental challenges related to the instability of the S–N 
bond in RSNOs.20 For instance, only limited number of X-ray 
structures of S-nitrosated proteins is available at the moment. 

At the same time, theoretical studies suggest that the reactivity 
of RSNOs is eminently suitable for enzymatic control. This 
stems from the unusual antagonistic nature of the RSNO 
electronic structure:21–23 proper description of the properties and 
reactivity of RSNOs requires invoking two resonance structures 
(in addition to the conventional/main resonance structure S, 
Chart 1) referred to as D and I, which are chemical opposites of 
one another in terms of the formal charges and bonding 
patterns—antagonistic structures. While D implies a double 
S=N bond and positively charged sulfur atom and negatively 
charged oxygen atom, structure I implies no covalent bonding 
between S and N atoms and negatively charged sulfur atom and 
positively charged NO moiety (Chart 1). 

The antagonistic model of the RSNO electronic structure 
reconciles the contradictory properties of the –SNO group,24,25 
i.e. unusually long (~1.8 Å) and weak (dissociation energy ~30 
kcal/mol) S–N bond26–30 and, at the same time,  restricted 
rotation around the S–N bond (the interconversion barrier of cis- 
and trans-RSNO conformers >10 kcal/mol).24,25,30 
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Chart 1 Resonance Representation of the RSNO Electronic Structure: The Conventional 
(S) and Antagonistic (I and D) Structures that Promote Opposite Reactivity toward 
Nucleophiles

The antagonistic nature of the –SNO group explains the dual 
reactivity of RSNOs with nucleophiles, e.g. thiols (Chart 1),31–33 
successfully predicts the modulation of the S–N bond properties 
and RSNO reactivity by external electric fields,21,30 rationalizes 
the counterintuitive effects of aromatic substitution in RSNOs,34 
and can be used to predict hitherto unknown reactions of 
RSNOs.32

Importantly, as evident from Chart 2, the antagonistic model 
also suggests that relative contributions of the RSNO 
antagonistic resonance structures (and hence the reactivity of 
RSNOs) can be manipulated by interaction with electron-poor 
(charged or neutral Lewis acids, LAs) or electron-rich (charged 
or neutral Lewis bases, LBs) species. Indeed, LA coordination at 
the O or N atoms of the –SNO group leads to dramatic shortening 
and strengthening of the S–N bond and activation of the S atom 
in the reactions with nucleophiles, which is consistent with 
promotion of the resonance structure D (Chart 2, top right).31,32,35 
On the other hand, LA coordination at the S atom leads to 
destabilization of the S–N bond and activation of the NO group 
in reactions with nucleophiles, which is consistent with 
promotion of the resonance structure I (Chart 2, top left).36,37 
These effects of LA coordination on the RSNO structure and 
reactivity are relatively well understood and have been observed 
computationally and experimentally for a variety of RSNO-LA 
complexes.32,35–43

Chart 2 External modulation of the RSNO electronic structure

Just like LA coordination can lead to profound changes in the 
–SNO group, interaction with electron-rich LBs (anionic or 
neutral) should be able to exert similar (but opposite in effect) 
control over the RSNO properties (Chart 2, bottom). But, unlike 
LAs that can easily coordinate to the electron-rich atoms of the 
–SNO group, coordination of LBs to the –SNO group may seem 
implausible. However, there is a growing understanding that 

electron-rich atoms may act as electron pair acceptors thanks to 
the phenomenon of σ-hole bonding.44 

σ-Hole is a region of of lower electron density—usually 
associated with a region of positive electrostatic potential—on 
the surface of an electron-rich atom at the extension of a polar 
covalent bond, collinear with that bond.45–51 In a simplified 
picture, a σ-hole forms when a p-type orbital becomes polarized 
upon formation of a σ-bond (Fig. 1A). Most often, σ-holes are 
observed at halogen or chalcogen atoms (Fig. 1B), and the 
interactions of these σ-holes with LBs are usually referred to as 
halogen52 and chalcogen53 bonding, or σ-hole bonding in 
general. There is a significant emergent interest in these 
interactions due their importance for the biological systems54–63 
and materials.62–67

Fig. 1  A σ-hole forms due to polarization of a p orbital upon formation of a σ-bond (A). 
Examples of σ-holes (blue) on the molecular surfaces of halogen (chlorine) and chalcogen 
(sulfur) atoms (B). 

Interactions of RSNOs with LAs could be one of the main 
mechanisms of the biological enzymatic control of RSNO 
reactions.7,17 The ability of the –SNO group to be involved in σ-
hole interactions can provide an additional mechanism for fine-
tuning the reactivity of RSNOs, with important implications not 
only for our understanding of the RSNO biochemistry and the 
related physiological processes, but also to the design of novel 
RSNOs of pharmacological interest.9 This calls for a much better 
understanding of RSNOs as potential σ-hole donors. Here, we 
report a detailed computational investigation of the ability of 
RSNOs to engage in σ-hole/chalcogen bonding, with specific 
emphasis on how the σ-hole bonding and the electronic structure 
of the –SNO group affect each other.

2 Computational details
Ab initio calculations were performed with Molpro 2015.1 

program package.68,69 Molecular electrostatic potential of 
CH3SNO molecule was calculated using internally-contracted 
multireference configuration interaction70 (MRCI) for 
CCSD(T)-F12/VQZ-F12 geometries reported previously.30 
MRCI calculations used complete active space self-consistent 
field71,72 (CASSCF) reference wavefunction obtained with 8-
electron/6-orbital active space and Dunning’s augmented 
correlation-consistent quadruple-zeta basis set, aug-cc-pVQZ. 
Complex geometries were fully optimized (using numerical 
gradients) with density-fitted explicitly-correlated73 (F12) 
local73–75 coupled-cluster method with single, double, and non-

Page 2 of 13Physical Chemistry Chemical Physics



Journal Name  ARTICLE

This journal is © The Royal Society of Chemistry 20xx J. Name., 2013, 00, 1-3 | 3

Please do not adjust margins

Please do not adjust margins

iterative local triple excitations, LCCSD(T)-F12, with the F12-
optimized double- and triple-zeta basis sets, cc-pVDZ-F12 and 
cc-pVTZ-F12. To minimize the basis set superposition error 
(BSSE) in molecular complex calculations,76–78 the orbital 
domains were localized on individual molecules and determined 
for non-interacting molecules at >50 Å distance; all 
intermolecular electron pairs were treated at the highest level, 
and strong and close pairs were coupled.79,80 

Density functional theory (DFT) calculations with Perdew-
Burke-Ernzerhof hybrid functional81–83 (PBE0) including 
Grimme’s empirical dispersion correction 84,85 with damping86 
(PBE0-D3BJ)  were performed with Gaussian 16 package.87 
DFT calculations used a triple zeta basis set by Weigend and 
Alritchs with diffuse functions by Rappaport and Furche,88,89 
def2-TZVPPD; quadruple-zeta basis set def2-QZVPPD was also 
tested. Resonance structure weights were calculated with the 
Natural Resonance Theory (NRT) analysis,90,91 as implemented 
in NBO 7.0 code.92

3 Results and discussion 
3.1 RSNO electrostatic potential in the gas phase 

To identify potential σ-holes at the atoms of the –SNO group, 
we start with examination of the RSNO molecular electrostatic 
potential (MEP). Since RSNOs present a significant challenge 
for electronic structure calculations,28,29 computationally 
demanding high-level ab initio methods are required for reliable 
description of the RSNO properties.93,30 Here, we evaluated the 
MEP of our primary model RSNO, CH3SNO, at the MRCI/aug-

cc-pVQZ level, based on the equilibrium geometry optimized at 
the CCSD(T)-F12/VQZ-F12 level reported earlier.30 

Fig. 1 presents the MEP V(r) of the two CH3SNO conformers 
mapped onto the molecular surface (0.001 au isodensity), with 
the surface MEP minima (VS,min) and maxima (VS,max) shown as 
purple and golden dots, respectively; Table 1 lists the 
electrostatic potential values for the relevant VS,min and VS,max 
points. Among the MEP extrema pertinent to intermolecular 
interactions of the –SNO group are VS,min points corresponding 
to the lone pairs (LP) on the oxygen, nitrogen, and sulfur atoms; 
these underline the ability of RSNOs to form complexes with 
LAs coordinated to either of the three atoms of the –SNO group. 
Judging by the VS,max values, the oxygen and nitrogen atoms are 
generally more basic (-16 to -20 kcal/mol) than the sulfur atoms 
(-10 kcal/mol). 

Two surface MEP maxima in the vicinity of the sulfur atom 
have characteristics of σ-holes. The VS,max point located at the 
extension of the C–S bond, σH(C-S), is small in magnitude (6 
and 3 kcal/mol in cis- and trans-CH3SNO, respectively), which 
is expected considering the low polarity of the C-S bond. On the 
other hand, VS,max point located at the extension of the N–S bond, 
assigned as another σ-hole, σH(N-S), is much more prominent 
(18 kcal/mol). Both σ-holes are not exactly collinear with the 
corresponding C–S or N–S bonds, i.e. the N(C)–S–σH angles are 
deviating from 180°, especially in the case of σH(N-S) which 
appears to be influenced in part by the electrostatic potential 
created by the methyl group (deviation of 15° for cis- and 23° for 
trans-CH3SNO).

Fig. 2 Top and side views of the molecular electrostatic potential (MEP) of cis- and trans-CH3SNO calculated at the MRCI/aug-cc-pVQZ level mapped onto the electron density 
isosurface (0.001 au).  Surface MEP minima (VS,min) and maxima (VS,max) are shown as purple and golden dots, respectively. Reference molecular geometries with relevant VS,min and 
VS,max points are shown left of the corresponding MEP maps.
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Since high-level ab initio calculations are not practical for 
larger RSNOs/RSNO complexes, it is important to assess the 
performance of the density functional theory (DFT) methods 
with respect of reproducing RSNO MEP. Here, we used 
dispersion-corrected Perdew-Burke-Ernzerhof hybrid density 
functional with triple-zeta quality basis set, PBE0-D3BJ/def2-
TZVPPD,  a model chemistry that has been successfully used for 
modeling of RSNOs and their reactions.31,93 ,34,22 We find that 
DFT description of the surface MEP of CH3SNO conformers 
(Fig. S1 in ESI) is very similar to that of MRCI/aug-cc-pVQZ 
(Fig. 1); quantitatively, PBE0-D3BJ/def2-TZVPPD 
underestimates the magnitude of σH(N-S) by 2 kcal/mol (Table 
1), while overestimating the magnitude of LP(O) by 1 kcal/mol 
and underestimating the magnitude of LP(S) by 2-3 kcal/mol. 

Table 1  The maximum and minimum electrostatic potential values on the 
surface of the sulfur, oxygen and nitrogen atoms in cis- and trans-CH3SNO.

VS,min / 
VS,max

MRCI PBE0 PBE0,
short N–S

PBE0-
PCM

cis-CH3SNO
σH(N-S) +18 +16 +22 +21
σH(C-S) +6 +5 +5 +3
LP(O) -17 -18 -26 -23
LP(N) -20 -19 -22 -23
LP(S) -10 -8 -4 -8
trans-CH3SNO
σH(N-S) +18 +16 +22 +21
σH(C-S) +3 +3 +1 -0.5
LP(O1) -16 -17 -23 -22
LP(O2) -18 -19 -27 -24
LP(N) -13 -12 -18 -15
LP(S) -10 -7 -3 -7

3.2 σ-Hole bound RSNO complexes in the gas phase  

The analysis of the surface MEP suggests that the S atom of 
the –SNO group can potentially coordinate LBs via interactions 
with two σ-holes, i.e. give rise to chalcogen bonding. To verify 
this hypothesis, we used local explicitly-correlated (F12) 
coupled cluster method with single, double, and perturbative 
triple excitations, LCCSD(T)-F12, to optimize CH3SNO 
complexes with model neutral (formaldehyde) and anionic 
(acetate ion) electron pair donors. Although the standard coupled 
cluster methods, e.g. CCSD(T), demonstrate very slow 
convergence of the calculated properties of the –SNO group,28,36 
and also suffer from large basis set superposition errors (BSSE) 
when applied to intermolecular complexes, explicitly-correlated 
methods demonstrate much faster basis set convergence, while 
local correlation methods can virtually eliminate the BSSE (see 
Computational Details section). This allows obtaining reliable 
properties of the RSNO complexes using relatively small one-
electron basis sets. Indeed, the σ-hole bound complex geometries 
and binding energies obtained with a double-zeta basis set, 
LCCSD(T)-F12/VDZ-F12, differ negligibly from the triple-zeta 
results, LCCSD(T)-F12/VTZ-F12. Therefore, we further used 
LCCSD(T)-F12/VDZ-F12 level of theory, which allowed full 
optimization of fairly large intermolecular complexes.94

We were able to optimize complexes with the electron pair 
donors coordinated collinearly at the extension of the N–S and 
C–S bonds (Fig. 2). Consistent with the magnitude of the 
corresponding σ-holes, σH(N–S) and σH(C–S), the complexes 
formed along the N–S bond ("N-S complexes") are more 
strongly bound than the complexes formed along the C–S bond 
("C-S complexes"); the difference is particularly stark for the 
acetate complexes, where the N–S complexes have almost four-
fold larger binding energies. In the case of the formaldehyde 
complexes, weak hydrogen bonding involving the C–H bond 
provides additional stabilization, so the N-S and C-S complexes 
have similar binding energies, although the S-N complexes are 
still more stable. 

Complexation of the negatively charged acetate anion along 
the S–N bond is significantly stronger than neutral formaldehyde 
molecule (13 vs 3 kcal/mol); as here we are concerned with the 
electronic effects in σ-hole bonding, we use electronic binding 
energies, BE. On the other hand, the difference in binding 
energies of the C-S complexes of acetate and formaldehyde is 
much smaller (5 vs 2 kcal/mol). Interestingly, the N-S complexes 
formed by trans-CH3SNO are slightly more stable than the 
similar complexes of cis-CH3SNO, especially for the acetate 
complexes, ~1 kcal/mol, which is comparable to the cis-trans 
energy difference in CH3SNO (~1 kcal/mol,30 favoring the cis-
form); in effect, chalcogen bonding along the N–S bond seems 
to selectively stabilize the trans-conformer in these cases.

Both formaldehyde and acetate complexes have the 
characteristics of σ-hole/chalcogen bound complexes. In fact, the 
donor oxygen atoms are more collinear to the respective N–S and 
C–S bonds (1°-10° deviation form 180°) than the corresponding 
σ-holes (15°-23° deviation, Fig. 2). Complexes of cis-CH3SNO 
are particularly nearly collinear (1°-5° deviation from 180°). The 
intermolecular S···O distances are typical for halogen/chalcogen 
bound complexes (2.6-3.4 Å). 

DFT results obtained for the CH3SNO complexes with 
formaldehyde and acetate at the PBE0-D3BJ/def2-TZVPPD 
level (Fig. 2) are in excellent agreement with the LCCSD(T)-
F12/VDZ-F12 results both in terms of the binding energies and 
complex geometries. Interestingly, although DFT slightly 
underestimates the magnitude of the surface MEP maxima 
corresponding to the σ-holes, the DFT binding energies of the σ-
hole bound complexes are 0.2–0.9 kcal/mol higher, with the 
exception of the N-S complex of trans-CH3SNO and acetate 
where the DFT binding energy is 1.8 kcal/mol higher than the 
LCCSD(T)-F12 value. In terms of the geometries, PBE0-
D3BJ/def2-TZVPPD slightly overestimates the intermolecular 
S···O distances for the complexes with formaldehyde (by <0.1 
Å) and underestimates the S ... O distances in the complexes with 
acetate by ~0.1 Å. 
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To gauge the importance of the BSSE and other basis set 
incompleteness effects on the DFT calculations, we also 
performed full optimizations of the CH3SNO complexes with 
formaldehyde and acetate with a larger quadruple-zeta quality 
basis set, def2-QZVPPD, which yielded results just marginally 
different from def2-TZVPPD (Fig. S3 in ESI). Overall, 
compared to the high-quality LCCSD(T)-F12 data, DFT 
calculations with PBE0-D3BJ/def2-TZVPPD model chemistry 
provide adequate qualitative and quantitative description of the 
σ-hole bound complexes of RSNOs, and can be used for further 
investigation of these complexes. 

To better understand the difference in σ-hole binding of the 
neutral vs. charged LBs, we used DFT to probe σ-hole binding 
of CH3SNO with a strong neutral electron pair donor, 
quinuclidine, which also has an advantage of being less prone to 
secondary hydrogen-bonding compared to formaldehyde. The 
binding energies in quinuclidine complexes (Fig. 3) are 
significantly smaller than in the charged-assisted complexes of 
acetate, but almost twice as large than the formaldehyde 
complexes, which is also reflected in the shorter S···N 
interaction distances (~3.0 Å). 

Like the acetate complexes, quinuclidine-cis-CH3SNO C-S 
complex has a shorter S···O distance than the N-S complex (2.87 
Å vs 3.04 Å, respectively), despite the smaller binding energy 
(3.8 kcal/mol vs 4.6 kcal/mol). A similar effect, to a lesser 
degree, is observed for trans-CH3SNO complexes, where C-S 

and N-S complexes have almost the same S···N distance (2.99 
Å vs 3.03 Å, respectively), although the former has a lower 
binding energy (3.4 kcal/mol vs 4.6 kcal/mol, respectively).

Thus, the presence of two σ-holes at the sulfur atom of the –
SNO group gives rise to two types of σ-hole bound complexes 
with LBs (neutral and anionic) at the extension of the N–S 
(stronger complexes) and C–S (weaker complexes) bonds.

3.3 Interrelation between σ-hole bonding and the properties of 
the –SNO group

The antagonistic model of the RSNO electronic structure 
suggests that the coordination of a LB at the sulfur atom of the –
SNO group should favor higher contribution from the 
zwitterionic resonance structure D and reduce the contribution 
from the ionic resonance structure I (Chart 2). As a consequence, 
the S–N bond should become stronger and shorter and the sulfur 
atom more electrophilic which in turn should enhance the σ-hole 
bonding. Here, we discuss the effect of σ-hole binding on the 
properties of the –SNO group using acetate and quinuclidine as 
model LBs, since the effect of formaldehyde coordination is 
confounded by the secondary hydrogen bonding interactions. 

As expected, formation of these complexes leads to shortening 
of the S–N bond (Table 2) consistent with increasing 
contribution of the zwitterionic resonance structure D. Given the 
technical difficulties with obtaining consistent NRT description 
of larger intermolecular complexes, here we gauge the balance 

Fig. 3 σ-Hole bound complexes of CH3SNO with formaldehyde, acetate, and quinuclidine with relevant geometric parameters and binding energies (BE) calculated with LCCSD(T)-
F12/VDZ-F12 (black typeface) and PBE0-D3BJ/def2-TZVPPD (blue typeface).
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between D and I structures by the variation of the S–N bond 
length, which we demonstrated be an excellent metric to describe 
the D- vs I-character of the –SNO group.22

Consistent with the larger binding energies, the acetate 
binding has a significant effect on the S–N bond 
shortening/strengthening and increase of its double-bond 
character, although quinuclidine binding also leads to sizable 
changes in the S–N bond properties (Table 2). The effect is 
slightly smaller in the case of the S-N complexes of trans-
CH3SNO compared to cis-CH3SNO, despite similar binding 
energies. 

In the case of the C-S complexes, there is a significant 
difference in how the LB binding affects the S–N bond in cis- 
and trans-CH3SNO complexes. The C-S complexes of cis-
CH3SNO demonstrate similar (but smaller in scale) effect as the 
S-N complexes: the S–N bond becomes stronger. However, in 
the case of trans-CH3SNO the effect is opposite: the S–N bond 
becomes longer. In terms of the antagonistic model, this 
weakening of the S–N bond upon the C–S binding of a LB to 
trans-CH3SNO originates from the interaction of the LB with the 
NO moiety which promotes the ionic structure I (Chart 2). 

Thus, interaction of a LB with sulfur atom of the –SNO group 
promotes the zwitterionic resonance structure D and decreases 
the contribution of the ionic resonance structure I (except in the 
special case of the C-S complexes of trans-CH3SNO). At the 
same time, increasing the D character by some other means is 
expected to lead to stronger σ-hole binding by increasing the 
electrophilic character of the S atom. To test this hypothesis, we 
considered S-binding of LBs (acetate and quinuclidine) to 

CH3SNO with a LA (BH3) coordinated at the O or N atoms of 
the –SNO group. 

Although the molecular surface minima of the ESP, VS,max, 
values are not vastly different for the oxygen and nitrogen atoms 
of cis-CH3SNO at the PBE0 level (-18 vs -19 kcal/mol, Table 1), 
the nitrogen atom has a much higher affinity to BH3 compared to 
the oxygen atom (31 kcal/mol vs 16 kcal/mol, respectively; Fig. 
4). In both cases, BH3 coordination has a profound effect on the 
–SNO group electronic structure: by selectively promoting the 
structure D, the LA binding leads to a dramatic shortening of the 
S–N bond (by 0.07-0.13 Å, Table 2). The effect is particularly 
strong in the case of the coordination at the oxygen atom which 
not only disfavors the ionic structure I, but also strongly 
promotes the zwitterionic structure D (Chart 2). 

Fig. 4 O- and N-coordinated complexes of BH3 with cis-CH3SNO with relevant geometric 
parameters and binding energies (BE) calculated with PBE0-D3BJ/def2-TZVPPD.

The profound changes of the –SNO group electronic structure 
upon LA coordination at the oxygen or nitrogen atoms that result 
in promotion of the resonance structure D lead to significant 
enhancement of the σ-hole binding at the sulfur atom. There is a 
roughly two-fold increase in the binding energy of the LBs to the 

Table 2 . The S–N bond lengths and bond length changes upon complexation (in Å) in σ-hole bound CH3SNO complexes; PBE0-D3BJ/def2-TZVPPD 
calculations.

BH3 at 
O or N

N-S 
or C-S

r(S-N) ∆r(S-N)

cis-CH3SNO 1.779
cis-CH3SNO-quinuclidine N-S 1.754 -0.025
cis-CH3SNO-acetate N-S 1.701 -0.078
cis-CH3SNO-quinuclidine C-S 1.765 -0.014
cis-CH3SNO-acetate C-S 1.749 -0.030
trans-CH3SNO 1.789
trans-CH3SNO-quinuclidine N-S 1.770 -0.019
trans-CH3SNO-acetate N-S 1.728 -0.061
trans-CH3SNO-quinuclidine C-S 1.798 +0.019
trans-CH3SNO-acetate C-S 1.812 +0.023
cis-CH3SNO-BH3 O 1.654 -0.125
cis-CH3SNO-BH3-quinuclidine O N-S 1.651 -0.128
cis-CH3SNO-BH3-acetate O N-S 1.641 -0.138
cis-CH3SNO-BH3-quinuclidine O C-S 1.655 -0.124
cis-CH3SNO-BH3-acetate O C-S 1.650 -0.129
cis-CH3SNO-BH3 N 1.713 -0.066
cis-CH3SNO-BH3-quinuclidine N N-S 1.713 -0.066
cis-CH3SNO-BH3-acetate N N-S 1.715 -0.064
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O-coordinated cis-CH3SNO-BH3 complex (Figs. 5 vs 3, and 
Table S4 in ESI). The intermolecular S···O and S···N distances 
shorten by ~0.3 Å and ~0.15 Å for the acetate and quinuclidine 
complexes, respectively (Table 2).

BH3 coordination at the nitrogen atom has even stronger effect 
on the intermolecular S···O and S···N interactions (shortening 
of ~0.4 Å for acetate and ~0.2 Å for quinuclidine). The C-S 
complexes with O-coordinated BH3 show enhancements of the 
intermolecular bonding similar to the N-S complexes; however, 
due to the steric repulsion between the BH3 and the LB moieties, 
ternary complexes with N-coordinated BH3 could not be located. 

Importantly, binding of a LB at the sulfur atom also enhances 
the binding of a LA (BH3). This effect is particularly strong in 
the case of the acetate complex where the O-coordinated BH3 
binding energy increases from 16.4 kcal/mol to 30.7 kcal/mol in 
the case of the S–N complexes; for quinuclidine complexes the 
effect is less dramatic but still significant (16.4 kcal/mol to 19.4 
kcal/mol). At the same time, the corresponding B–O/B–N bond 
shortening due to a LB binding is relatively small (0.017- 0.004 
Å).

To disentangle the effects of the specific LA (BH3) and 
analyze the effect of the increase of the D character of the RSNO 
electronic structure on the σ-hole binding, we have considered 
the σ-hole binding ability of the cis-CH3SNO with the S–N bond 
artificially shortened to 1.65 Å. As observed previously,37 
shortening of the S–N bond increases the contribution of the 
resonance structure D (25% to 32%, Fig. S4 in ESI), and 
decreases the contribution of the structure I (16% to 11%). The 
increased D character of cis-CH3SNO upon shortening of the S–
N bond to 1.65 Å is in agreement with the changes of the surface 
electrostatic potential (Table 1): the oxygen atom becomes 
significantly more basic [LP(O) value increases from -18 
kcal/mol to -26 kcal/mol], the sulfur atom becomes more 
electrophilic at the N-S σ-hole [σH(N-S) value increases from 16 

kcal/mol to 2 kcal/mol] while losing its basicity at the lone pair 
[LP(S) value decreases from -8 kcal/mol to -4 kcal/mol]. 

As expected, shortening of the S–N bond leads to stronger 
binding of the LBs, in particular in the case of the N-S 
complexes: by 1.5 kcal/mol for the acetate complex, and 0.5 
kcal/mol for the quinuclidine complex (Fig. S5 in ESI vs Fig. 3). 
The much weaker effect of the S–N bond shortening compared 
to O- and N-coordination of a LA is expected, as the latter results 
in a more significant suppression of the I-character of CH3SNO 
(5% in O-coordinated cis-CH3SNO-BH3 complex vs 11% in cis-
CH3SNO with a shortened S–N bond), although the D-character 
is similar in both cases (~30%). 

To conclude, there is an important interrelation between the σ-
hole binding and the degree of D-character of RSNOs: σ-hole 
binding of a LA promotes D-character of the –SNO group, and, 
at the same time, increasing the D-character of the –SNO group 
enhances the σ-hole binding. A consequence of this interrelation 
is a strong cooperativity of O- or N-coordination of a LA and S-
coordination of a LB to a RSNO molecule. 

3.4 Polarizable environment effects on the RSNO electrostatic 
Potential and σ-hole binding

The σ-hole interactions can have a considerable effect on the 
RSNO electronic structure (and hence the reactivity), as 
demonstrated by the ab initio and DFT calculations in the gas 
phase discussed above. However, in the biological context, these 
interactions can be affected by environment; thus, to assess the 
effect of non-specific solvent effects on RSNO σ-hole 
interactions, we used polarizable continuum model (PCM) with 
ε=4.2 (corresponding to diethylether solvent) commonly 
employed to model protein environment. 

Transition to a polarizable environment modifies the surface 
MEP features of CH3SNO. The σ-hole at the extension of the S–
N bond, σH(N-S), becomes more prominent, increasing from 16 

Fig. 5 σ-Hole bound ternary complexes of CH3SNO with acetate, and quinuclidine as LB and borane as Lewis acid (LA) with relevant geometric parameters and binding energies 
(BE) calculated with PBE0-D3BJ/def2-TZVPPD in the gas phase. The values in parenthesis indicate binding energy enhancements relative to the corresponding binary complexes. 
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kcal/mol in the gas phase to 21 kcal/mol (Table 1); at the same 
time, σH(C-S) becomes weaker (>5 kcal/mol to 3 kcal/mol). 
Basicity of the sulfur atom does not significantly change [-8 
kcal/mol for LP(S)], while the basicity of the oxygen and 
nitrogen atoms increases by ~4 kcal/mol [-23 kcal/mol for LP(O) 
and LP(N)]. 

Although the binding energies of the intermolecular 
complexes are expected to decrease going from vacuum to 
polarizable environment, the more prominent σH(N-S) partially 
compensates this effect. Indeed, the binding energy of the 
quinuclidine N-S complex is only slightly smaller than in the gas 
phase (4 kcal/mol vs 5 kcal/mol, Fig. S6 in ESI). However, 
binding of the negatively charged acetate is reduced from 14.8 
kcal/mol in vacuum to 4.3 kcal/mol (the CH3SNO-acetate 
interaction in polarizable environment is discussed in detail in 
the following section). In accord with the weakening of the C-S 
σ-hole in the polarizable environment, quinuclidine C-S complex 
becomes weaker (<3 kcal/mol, Fig. S6 in ESI), and in the case of 
acetate we were not able to locate a stable C-S complex. 

In the ternary complexes with quinuclidine and BH3, the 
quinuclidine binding energy (~7 kcal/mol for N-S complexes) 
and the enhancement of the binding energies (~3 kcal/mol) do 
not significantly change upon transition to polarizable 
environment. In the case of the ternary complexes with acetate 
and BH3, the polarizable environment decreases acetate binding 
energies by >15 kcal/mol, although they remain quite substantial 
(>10 kcal/mol); the binding energy enhancements also decrease 
roughly by half (6-7 kcal/mol, Fig. S7 in ESI).  

Polarizable environment boosts BH3 binding to CH3SNO in 
the binary complexes and CH3SNO/quinuclidine ternary 
complexes by 4 and 2 kcal/mol for O- and N-coordinated BH3, 

which is consistent with increased basicity of O and N atoms in 
CH3SNO. On the other hand, compared to vacuum, the BH3 
binding energy decreases in ternary complexes with 
CH3SNO/acetate by ~5 kcal/mol. 

To conclude, the polarizable environment does not 
significantly affect σ-hole binding of neutral LBs at the extension 
of the N–S bond, while attenuating the binding of negatively 
charged LBs, although the binding energies still remain 
substantial (>10 kcal/mol). At the same time, the C-S σ-hole 
bound complexes become less important, in particular, in the 
case of negatively charged LBs.  

3.5 RSNO σ-hole binding in the biological context

As the σ-hole interactions of RSNOs with neutral and 
negatively charged LBs appear to be able to survive in a 
polarizable environment similar to a protein setting, we next use 
PBE0-D3BJ-PCM(ε=4.2)/def2-TZVPPD calculations to 
investigate potential σ-hole interactions of RSNO with LBs and 
LB/LA pairs that can be encountered within proteins using 
truncated models of acidic and basic aminoacid side chains (for 
brevity, we use the aminoacid codes to refer to the truncated 
models of the corresponding aminoacid sidechains). To better 
estimate the actual strength of the intermolecular interactions in 
the biological environment, from hereon we consider the 
complex binding enthalpies (BH) instead of the electronic 
binding energies (BE) which we used to discuss the nature of the 
intermolecular interactions in preceding sections. 

In terms of negatively charged LBs, we examine deprotonated 
sidechains of aspartic (Asp–) and glutamic (Glu–) acids 
represented by acetate anion as a truncated model (we already 
presented a detailed discussion of acetate-RSNO binding in 

Fig. 6 Representative σ-hole bound ternary complexes of cis-CH3SNO with models of charged and neutral aminoacid side chains with relevant geometric parameters and binding 
enthalpies (BH) calculated with PBE0-D3BJ-PCM(ε=4.2)/def2-TZVPPD. The values in parenthesis indicate binding enthalpy enhancements relative to the corresponding binary 
complexes. All model complexes calculated are presented in Figs. S10 and S11 (in ESI).  
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vacuum in previous sections). As a neutral base, we consider 
histidine (His0) aminoacid side chain model, which is more likely 
to stay unprotonated compared to other basic side chains (pKa ~ 
6). 

Neutral His0 is able to form a σ-hole bound N–S complexes 
with cis- and trans-CH3SNO (Fig. S8 and Table S8 in ESI), 
which are expectedly less stable than the analogous complexes 
with Asp–/Glu– (BH 1.2 kcal/mol vs 3 kcal/mol, respectively); 
there is an appreciable shortening of the S–N bond due to His0 
coordination (0.026 Å for cis- and 0.022 Å for trans-CH3SNO), 
although the Asp–/Glu– coordination effect is twice as much 
(0.052 Å and 0.040 Å). 

As LAs that can bind to oxygen and nitrogen atoms of the –
SNO group in the protein environment, we consider models of 
protonated side chains of lysine (Lys+), arginine (Arg+), and 
histidine (His+), as well as a model of neutral aspartic/glutamic 
acid side chains (Asp0/Glu0). 

Charged basic residue models form fairly strong hydrogen 
bonds with the oxygen and nitrogen atoms of the –SNO group 
(7-8 kcal/mol), also leading to significant shortening of the S–N 
bond (0.06-0.09 Å, Fig. S9 and Table S9 in ESI) due to 
promotion of the D resonance component. Compared to the 
positively charged side chains, the hydrogen bonding between 
the –OH groups of neutral Asp0/Glu0 and the oxygen and 
nitrogen atoms of the –SNO group is two times weaker (3-4 
kcal/mol), with still a substantial effect on the S–N bond (0.05-
0.07 Å shortening).  

Overall, we were able to optimize structures for 25 ternary cis- 
and trans-CH3SNO complexes with aminoacid side chain 
models (Fig. 6 and Figs. S10-S11 in ESI), with O- or/and N-
coordinated LA (Lys+, Arg+, His+ or Asp0/Glu0) and S-
coordinated LB (His0 or Asp–/Glu–). Arg+ complexes involved 
simultaneous O- and N-coordination, whereas in the case of cis-
CH3SNO, some complexes with N-coordinated LA could not be 
obtained due to formation of a direct hydrogen bond between the 
acid and the base (Fig. S10).

In the case of both LA and LB being charged, the LA/LB 
binding enthalpy enhancement is significant, ~13 kcal/mol, 
while for the complexes with charged LAs and neutral His0 as 
the LB the enhancement is an order of magnitude smaller, 2-3 
kcal/mol, and in case of both LA and LB being neutral the 
enhancement is no more than 1 kcal/mol. Strengthening of the σ-
hole LB binding due to LA coordination is also evident by 
contraction of the intermolecular distances by 0.2-0.4 Å. 
Strengthening of the intermolecular hydrogen bonding of LAs to 
CH3SNO is more modest, 0.02-0.1 Å. Importantly, the 
synergistic effect of the simultaneous LA and LB coordination 
to the –SNO group results in significant overall strengthening of 
the S–N bond evidenced by its overall shortening by 0.07-0.11.  

To conclude, in the biological context the σ-hole/chalcogen 
bonding involving the –SNO group is expected to have most of 
the impact in combination with hydrogen-bonding of the 
positively charged basic sidechains at the O or N atoms. 

4 Conclusions

In this work, we computationally investigated the ability of the 
sulfur atom of the S-nitrosothiol –SNO group to participate in σ-
hole/chalcogen bonding non-covalent interactions. We 
demonstrated existence of a sufficiently prominent σ-hole at the 
extension of the N–S bond that can engage in interactions with 
negatively charged or neutral Lewis bases (LBs). Importantly, a 
LB coordination at the sulfur atom via the σ-hole promotes the 
zwitterionic resonance structure D and reduces the ionic 
structure I of RSNO (Chart 1); in turn, increased D-character of 
the –SNO group improves σ-hole bonding. Thus, Lewis acid 
(LA) coordination at the oxygen or nitrogen atoms significantly 
increases D-character and thus strengthens the σ-hole bonding; 
conversely, LB coordination at the sulfur atom improves the LA-
RSNO hydrogen bonding. 

To understand the importance of this synergistic effect of LA 
and LB interactions with the –SNO group in biological context, 
we investigated a number of possible ternary complexes of 
RSNOs with truncated models of aminoacid sidechains acting as 
LAs or LBs. This short survey indicates that, using the basic and 
acidic aminoacid sidechains in various protonation states, 
proteins can fine-tune the –SNO group electronic structure, and 
hence its stability and reactivity. While σ-hole interactions with 
Lewis bases (deprotonated acidic and unprotonated basic 
aminoacid sidechains) may have a weaker impact on the –SNO 
group properties, they can play an important role by enhancing 
the effect of O- or N-coordination of charged LAs (protonated 
basic residues). Thus, the biological environment possesses a 
versatile toolkit to take full advantage of the antagonistic nature 
of RSNOs to control their reactivity; understanding the 
molecular details of this control is essential for unraveling the 
complex mechanisms of physiological and pathological 
processes involving RSNOs.
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S-Nitrosothiols, ubiquitous biological derivatives of nitric oxide, can engage in σ-hole/chalcogen 
bonding with Lewis bases, which, in combination with hydrogen bonding with Lewis acids, 
could be the basis of enzymatic control of S-nitrosothiol reactions.
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