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1 Abstract

2 Substoichiometric TiO2 (TinO2n-1, 4  n  10) is a promising and cost-effective material, that is ≤ ≤

3 being investigated for many applications, such as information storage, energy storage and 

4 conversion, and water treatment. Upon extended anodic polarization, TinO2n-1 reportedly suffers 

5 from gradual loss in conductivity and electrochemical reactivity. In this study, the surface 

6 deactivation and reactivation mechanisms were examined on a TinO2n-1 monolithic electrode in 

7 three different electrolyte solutions (i.e., H2SO4, HClO4, HCl). The intrinsic electronic properties, 

8 charge transfer kinetics, crystalline structure, and surface composition were examined 

9 experimentally after anodic and cathodic polarizations. Statistically equivalent results were 

10 obtained from local scanning electrochemical microscopy (SECM) and bulk electrochemical 

11 impedance spectroscopy measurement, which indicate that spatially resolved SECM data 

12 accurately characterized charge transfer kinetics of the TinO2n-1 electrode at the micron-scale. 

13 Results indicate that decreases in conductivity and charge transfer kinetics after anodic 

14 polarizations in all three electrolytes were primarily attributed to the loss of charge carriers, such 

15 as H+ discharge at Ti3+ point donor sites, and the process was reversible during cathodic 

16 polarization via H+ intercalation. In the H2SO4 electrolyte reversible surface passivation also 

17 occurred, which was attributed to the formation of TiOSO4 surface species whose presence were 

18 supported by experimental measurements and density functional theory calculations. It was also 

19 determined that the TinO2n-1 crystal structure directly affected the hydroxyl radical formation rate, 

20 with the highest rate observed for Ti4O7, which also possessed the highest charge carrier density. 

21 Keywords: substoichiometric TiO2, surface deactivation and reactivation, scanning 

22 electrochemical microscopy, intercalation
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1 1. Introduction

2 The creation of oxygen vacancies, which act as electron donor sites, is an important method 

3 that can be used to modify the electronic and optical properties of most transition metal oxide 

4 based semiconductors.1–3 Among these metal oxides, TiO2 generally exhibits high environmental 

5 compatibility, chemical stability, and low cost.4 The synthesis of substoichiometric TiO2 is one 

6 approach being actively researched to overcome its wide band gap (Eg = 3.0 eV).2,5,6 

7 Substoichiometric TiO2 is synthesized by creating oxygen vacancies in the lattice structure of TiO2, 

8 resulting in rearrangement of the crystal structure. The changes in the crystal structure are 

9 accompanied by changes in the electronic, charge transport, and surface chemical properties.7,8 

10 Depending on the extent of oxygen deficiencies, a series of substoichiometric TiO2 phases, or 

11 Magnéli phases, with a general formula of TinO2n-1 (4 ≤ n ≤ 10) can be obtained. The structure of 

12 TinO2n-1 can be described as consisting of rutile-like chains (edge- and corner-sharing arrangement) 

13 of n TiO6 octahedra units along the c-direction bounded by a corundum layer (Ti2O3). Therefore, 

14 from this point of view, Magnéli phases can be interpreted as an ordered combination of rutile 

15 TiO2 and corundum Ti2O3 layers, and the Ti2O3 boundaries are usually referred to as the shear 

16 planes. The oxidation state of Ti atoms is altered as a result of these oxygen vacancies. The Ti 

17 atoms in defect-free TiO2 are in the 4+ oxidation state. The removal of a bridging oxygen atom, 

18 which is more energetically favorable compared to in-plane oxygen atom removal, leaves two 

19 subsurface Ti3+ sites exposed.9 The average electronic charge of a specific Magnéli phase is 

20 determined by the ratio of Ti3+ to Ti4+, that forms a shear structure by electron sharing.10 Among 

21 the Magnéli phases, Ti4O7 (Ti3.5+) consists of an equal proportion of Ti3+ and Ti4+ atoms, where 

22 the d-band electrons are fully delocalized and therefore possesses the highest electrical 

23 conductivity.11 The Magnéli phases can undergo metal-insulator transition under the control of 
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1 external stimuli, such as temperature, light, and pressure, and thus can be readily used as 

2 memristive material for memory and switching devices, or thermoelectric material in electric 

3 power generation.12–15 The superior electronic properties also make Magnéli phases an ideal 

4 material for electrodes in electrochemical advanced oxidation processes (EAOPs),16–21 visible light 

5 photocatalysis,22,23 and energy storage4,24–28 and conversion.29–32

6 Despite the great potential of the TinO2n-1 material discussed above, it is reported that 

7 TinO2n-1 suffers from a gradual loss of conductivity during anodic polarization, especially when 

8 polarized in a sulfate electrolyte.7,20,24,33 The sulfate ion is used as an electrolyte in lead acid and 

9 vanadium redox flow batteries and is abundant in various wastewater solutions.7,20,24,33,34 While a 

10 change in conductivity is key to the operation of memristive devices, it leads to capacity loss from 

11 ohmic drop and less stable cycling in energy storage and conversion devices,35 and a decrease in 

12 hydroxyl radical (OH•) production during EAOPs and photocatalytic processes.36 Several authors 

13 have studied the gradual loss of electrode activity by studying the physical, chemical, and electrical 

14 properties through monitoring X-ray diffraction (XRD),24 X-ray photoelectron spectroscopy 

15 (XPS),37 and electrochemical impedance spectroscopy (EIS) measurements,7 as well as the 

16 oxidation kinetics of model compound removal.20,33 However, the mechanisms of surface 

17 deactivation are still unclear. Chen et al. proposed the loss of TinO2n-1 activity in a 0.5 M H2SO4 

18 electrolyte was due to the irreversible conversion of Ti3+ to Ti4+ after a 7-hour anodic polarization 

19 at 7 mA cm-2.7 In the same electrolyte, the phase change from Ti4O7 to Ti6O11, as supported by 

20 XRD, was observed by Kao et al., when the electrode was cycled between 1.7 V and 2.6 V vs 

21 Ag/AgCl.24

22 All previous studies that focused on variations of conductivity and electrochemical 

23 reactivity of TinO2n-1 utilized bulk electrochemical characterization techniques to elucidate the 
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1 overall change in the interfacial charge transfer properties, which represent an average for the 

2 entire surface. To resolve the surface heterogeneity and local reactivity, studies employed scanning 

3 electrochemical microscopy (SECM) to provide spatial resolution of intrinsic charge transfer 

4 kinetics at the electrode/electrolyte interface.38–41 The kinetic heterogeneity originates from the 

5 tunneling rate of electrons/holes to the redox active species in solution, and therefore slow kinetics 

6 occur when either the charge carriers are deep inside the material and slow to migrate to the surface, 

7 or charge carrier density (ND) is low.40 The operation of SECM is based on the measurement of 

8 the current through a redox reaction at an ultramicroelectrode (UME) tip with a radius on the order 

9 of tens of nanometers to tens of microns, when it is positioned near a substrate electrode surface.42 

10 The perturbation in current response of the UME tip in the presence of the substrate electrode 

11 provides information about the conductivity, electron transfer reaction kinetics, and topography of 

12 the substrate with tip size resolution.

13 The focus of this work was on determining mechanisms for anodic passivation and cathodic 

14 reactivation of a Ti4O7 anode. The anodic stability of Ti4O7 was assessed in three supporting 

15 electrolytes (HCl, HClO4, and H2SO4), and the effect of different Magnéli phases on the OH• 

16 production rates was examined. A methodology was developed to study changes in charge-transfer 

17 kinetics at specific locations on a TinO2n-1 electrode as a function of anodic and cathodic applied 

18 charges. The crystalline structure was monitored by XRD, and the variations in the electronic 

19 conductivity were evaluated by Mott-Schottky analysis and film resistivity (ρf) measurements. The 

20 changes of local and bulk charge transfer kinetics were investigated using SECM and EIS, 

21 respectively. Findings from this work provided a greater understanding of the anodic stability of 

22 TinO2n-1, that is an important factor for the successful operation of water treatment and energy 
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1 storage and conversion technologies, and also offer insights for improving material manufacture 

2 and operational strategies.

3 2. Experimental

4 2.1 Reagents. Titanium(IV) oxide, hexaammineruthenium(III) chloride (Ru[III]Hex), 

5 potassium dihydrogen phosphate, potassium chloride, paraffin oil, sulfuric acid, hydrochloric acid, 

6 perchloric acid, and terephthalic acid were reagent-grade and obtained from Sigma-Aldrich (St. 

7 Louis, MO) and used as received. All solutions used in this study were made with deionized (DI) 

8 water obtained from a NANOPure water purification system (Barnstead Nanopure, Thermo 

9 Scientific, Waltham, MA) with resistivity greater than 18.2 MΩ cm (25o C).

10 2.2 Preparation of TinO2n-1 electrode. Anatase TiO2 powder was reduced to TinO2n-1 in a 

11 tube furnace (OTF-1200X, MTI) at a temperature of 1050 °C and 1.0 atm flowing H2 for 6 hours. 

12 The monolithic electrode was prepared by mixing 0.78 g of TinO2n-1 powder with 0.12 g of paraffin 

13 oil as binder, and the mixture was then pressed into a pellet form using an industrial hydraulic 

14 press (RAMCO, Kent, WA) under a 17.2 bar uniaxial pressure in a 1.12 cm diameter die, which 

15 produced a pellet thickness of ~3.4 mm. The paraffin oil binder was removed in the furnace at a 

16 temperature of 1050 °C in 1.0 atm flowing Ar for 6 hours to produce a binder-free TinO2n-1 porous 

17 pellet.

18 The binder-free TinO2n-1 pellet was then mounted in a rotating disk electrode holder and 

19 attached to a rotator (Pine Research Instruments; MSR rotator; Durham, NC), and polished with 

20 grade 800 sandpaper (3M, St. Paul, AK), followed by alumina/DI water slurries (alumina particle 

21 diameters: 1.0, 0.3 and 0.05 m) under a rotation speed of 900 rotations per minute (rpm) for 5, 

22 10, and 15 mins with each particle size. The TinO2n-1 pellet was sonicated in DI water in a sonicator 
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1 (Model: 08895-38, Cole-Parmer) for 5 min, and then rinsed with ethanol to remove residual 

2 particles, followed by DI water to remove the residual ethanol.

3 2.3 Electrode Markers. In order to characterize charge-transfer kinetics at specific 

4 locations during repeated SECM measurements, electrode positioning markers were etched on the 

5 TinO2n-1 electrode using a TYKMA Electrox laser marking system (EMS300, Chillcothe, OH) with 

6 30% laser power (1.36 kW absolute power) and 200 mm s-1 traveling speed (repeated 15 times). 

7 These markers allowed for a triangulation method to be used to resample the same spots on the 

8 electrode. A pattern containing three positioning markers, as shown in the ESI (Figure S-1), was 

9 created on the electrode using the laser marking system. Details of laser marking and pattern 

10 examination are provided in the ESI (Section S-1).

11 2.4 Electrochemical Methods. 

12 2.4.1 SECM Experiments. SECM experiments were performed with a CH Instruments 

13 model 920d scanning stage and bipotentiostat (CH Instruments, Austin, Texas). The TinO2n-1 

14 electrode was mounted at the bottom of a Teflon electrochemical cell. SECM measurements were 

15 performed using a four-electrode setup. A Pt UME (CHI116, CH Instruments) with 10 m 

16 diameter and the TinO2n-1 electrode were both working electrodes. A shared 0.3 mm diameter Pt 

17 wire was used as the counter electrode and saturated Ag/AgCl as the reference electrode. The ratio 

18 of glass radius to disk radius (RG) for the Pt UME was determined as 2.98, by fitting the negative 

19 feedback equation developed by Lefrou and Cornut43 to the probe approach curve data for a UME 

20 approaching a glass substrate at -0.3 V vs Ag/AgCl tip potential in a 5 mM Ru[III]Hex and 100 mM 

21 KCl electrolyte. The value for RG was recorded after each polishing with 0.05-micron alumina 

22 powders and substantial variations were not observed (RG = 2.97-3.01). In our experiments, tip 

23 velocities of 4 m s-1 and 1 m s-1 were used for stepper motor and piezo nanopositioner 
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1 movements, respectively. The local kinetic measurements were obtained in a solution of 5 mM 

2 Ru[III]Hex and 100 mM KCl, with a constant tip potential of -0.3 V vs Ag/AgCl to reach the steady 

3 state current for Ru[III]Hex reduction to Ru[II] in the feedback mode (See ESI Figure S-2), while 

4 the substrate potential was held at 0 V vs Ag/AgCl. All SECM measurements were made at room 

5 temperature (22 °C ± 1 °C).

6 2.4.2 EIS and Mott-Schottky Analyses. The potentiostatic EIS and Mott-Schottky 

7 analyses were performed with a Gamry potentiostat (Interface 1000, Warminster, PA) and used a 

8 three-electrode setup with the TinO2n-1 electrode as working electrode, 0.5 mm diameter Pt wire as 

9 counter electrode, and saturated Ag/AgCl as reference electrode. EIS measurements were made at 

10 the open circuit potential (OCP, 0.03 V vs Ag/AgCl) in an electrolyte containing 5 mM Ru[III]Hex 

11 and 100 mM KCl, with an amplitude of 4 mV in the sinusoid perturbation, and over a frequency 

12 range of 30 kHz to 100 mHz. Mott-Schottky measurements were recorded at ±1 V of the OCP, at 

13 a frequency of 30 kHz, a voltage step of 0.05 V, and an amplitude of 4 mV perturbation in a 100 

14 mM NaClO4 electrolyte. A constant temperature was maintained in both measurements at 25 °C 

15 using a glass, jacketed reactor and a recirculating water bath (Thermo Scientific, Neslab RTE 7).

16 2.4.3 Anodic Ageing and Cathodic Reactivation Experiments. Anodic ageing and 

17 cathodic reactivation were performed in 1 M H2SO4, 2 M HClO4, and 2 M HCl electrolytes for 30 

18 minutes at applied current densities of 20 mA cm-2 and -20 mA cm-2, respectively, and at a constant 

19 temperature of 25 °C. The corresponding averaged anodic potentials, corrected for solution 

20 resistance, in H2SO4, HClO4, and HCl were 2.8 ± 0.5, 2.7 ± 0.4, and 2.6 ± 0.3 V vs Ag/AgCl, 

21 respectively. The corresponding averaged cathodic potentials, corrected for solution resistance, in 

22 H2SO4, HClO4, and HCl were -0.7 ± 0.1, -0.8 ± 0.2, and -0.8 ± 0.1 V vs Ag/AgCl, respectively. 

23 Control experiments were performed in the same electrolyte solutions at the OCP for 30 minutes.
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1 2.4.4 Topographic Mapping. The topography on a specific area of the TinO2n-1 electrode 

2 was determined by measuring the O2 reduction current at the UME tip at an applied potential of -

3 0.4 V vs Ag/AgCl in a 100 mM NaClO4 electrolyte, while TinO2n-1 was left at the OCP (~ 0.1 V 

4 vs Ag/AgCl). The justification of this method was detailed in the ESI (Section S-3). The 

5 amperometric mapping of the O2 reduction current over a specific area was converted to a 

6 topographic map by using the equations developed by Lefrou and Cornut.43 Briefly, the negative 

7 feedback equation described the relationship between the tip current and the tip-to-substrate 

8 distance, and a Matlab script was used to solve the relative distance by taking the current at each 

9 point from the amperometric map.

10 The surface roughness (Sa) can be calculated from the topographic mapping by using 

11 Equation 1.

𝑆𝑎 =
1
𝐴

𝐿𝑦

∫
0

𝐿𝑥

∫
0

|𝑍(𝑥,𝑦)|𝑑𝑥𝑑𝑦 (1)

12 where A (m2) is the projected surface area, |Z(x, y)| is the absolute value of profile height over a 

13 given area (dxdy), Ly (m) and Lx (m) are the length and width, respectively.

14 2.4.5 Kinetic Rate Constant Mapping. In order to obtain a spatial kinetic rate constant 

15 map of the TinO2n-1 surface, the SECM data were processed using the method developed by Mirkin 

16 et al.44 Briefly, the normalized kinetic controlled current (Nis) was obtained by solving Equation 

17 2.

𝑁𝑖𝑡𝑜𝑡 = 𝑁𝑖𝑠(1 ―
𝑁𝑖𝑖𝑛𝑠

𝑇

𝑁𝑖𝑐𝑜𝑛𝑑
𝑇

) +  𝑁𝑖𝑖𝑛𝑠
𝑇 (2)
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1 where Nitot is the normalized current obtained for Ru[III]Hex reduction at the UME,  is the 𝑁iins
T

2 normalized current obtained for O2 reduction, and  is the normalized current over a conductor, 𝑁icond
T

3 which can be calculated using Equation 3.

𝑁𝑖𝑐𝑜𝑛𝑑
𝑇 =

0.78377
𝐿 + 0.3315 × exp ( ―

1.0672
𝐿 ) + 0.68 (3)

4 where L is the normalized distance defined as the ratio of the tip-to-substrate distance and the UME 

5 radius, which was calculated as described in Section 2.4.4. Therefore, the normalized kinetic rate 

6 constants () were determined by solving Equation 4 at each data point (1.0 m x-y discretization).

𝑁𝑖𝑠 =
0.78377

𝐿 +
1
𝛬

+

0.3315 × exp ( ―
1.0672

𝐿 ) + 0.68

1 + [
11
𝛬𝐿 + 7.3

110 ― 40𝐿] (4)

7 2.5 Thermogravimetric Analysis (TGA). TGA measurements were performed using a 

8 Mettler thermogravimetric analyzer (TGA 2, Leicester, UK) under flowing air. Sample weight was 

9 normalized to the initial weight. In order to calculate the activation energy required to convert 

10 Ti4O7 to a given higher oxidation state phase, four ramp rates of 5, 10, 20, and 40 °C min-1 were 

11 chosen, and the equation used for calculating the activation energy (Ea) is given by Equation 5.

             𝐸𝑎 = ―𝑅
𝑑𝑙𝑛𝛽

𝑑
1
𝑇

(5)

12 where β (°C min-1) is the heating rate, T (°K) is the temperature at which the weight ratio in the 

13 TGA plot matches with the molecular weight ratio of a given Magnéli phase to that of Ti4O7, and 

14 R (8.314 J K-1 mol-1) is the gas constant.
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1 2.6 Kinetic Analysis of Different Magnéli Phases for OH• Production. Porous TinO2n-1 

2 samples of different Magnéli phases were prepared as follows. First, 5 pristine samples were 

3 prepared as described in Section 2.2. Samples 2 to 5 were heated in air from room temperature to 

4 466, 484, 495, and 501 °C at a heating ramp of 5 °C min-1 and the resulting weight gain was 

5 monitored by TGA analysis (ESI Figure S-18). These samples were expected to be Ti5O9, Ti6O11, 

6 Ti7O13, and Ti8O15, while Sample 1 was left untreated. The actual phases of these samples were 

7 determined by XRD, and an average value of n in each converted sample was estimated using 

8 Equation 6.

9 (6)
𝑀𝑇𝑖𝑂2𝑛 ― 1

𝑛

𝑀𝑇𝑖𝑂7
4

=
48 + 16 ×

2𝑛 ― 1
𝑛

48 + 16 ×
7
4

=
𝑚𝑇𝑖𝑂2𝑛 ― 1

𝑛

𝑚

10 where and (g mol-1) are the molecular weights of the converted sample (TinO2n-1) 𝑀TiO2𝑛 ― 1
𝑛

𝑀TiO7
4

11 and pristine sample (Ti4O7), respectively. Meanwhile,  and m (g) are the measured masses 𝑚TiO2𝑛 ― 1
𝑛

12 of the converted and pristine samples, respectively.

13 In order to examine the OH• production rate on the different electrode samples, a dead-end 

14 flow-through reactor setup was used (Figure 1). A solution containing 0.1 mM terephthalic acid in 

15 1 M KH2PO4 (pH = 4.5) supporting electrolyte was pumped through the porous TinO2n-1 samples 

16 polarized at an anodic potential of 3.5 V vs Ag/AgCl. Terephthalic acid is a well-accepted OH• 

17 probe that produces 2-hydroxyterephthalic acid, and the analytical method used for terephthalic 

18 acid and 2-hydroxyterephthalic acid quantification was described previously.45 The solution 

19 resistance, measured by EIS, ranged between 11.6 and 17.2 ohm for experiments performed on 

20 Samples 1-5, resulting in solution resistance corrected anodic potentials of 3.3 ± 0.1 V vs. Ag/AgCl.
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1

2 Figure 1 Schematic of the dead-end flow-through reactor setup for the assessment of OH• 

3 production on TinO2n-1 electrodes.

4

5 The lower bound estimates of the surface concentration of OH• at steady state ([OH•]s) was 

6 calculated using Equation 7.46

7 (7)[𝑂𝐻•]𝑠 =
𝑘𝑇𝐴

𝑘𝑇𝐴,𝑂𝐻•

8 where kTA,OH• = 4.0 x 106 m3 mole-1 s-1,47 and kTA (m s-1) is the first-order nominal surface area 

9 normalized observed rate constant for terephthalic acid oxidation determined from the experiment. 

10 2.7 Quantum Mechanical Calculations. Density functional theory (DFT) simulations 

11 were performed to determine the adsorption energy (ΔUa) for the adsorption of sulfate species to 

12 titanium suboxide. The DFT calculations were performed on a Ti4O7 (1-20) periodic slab model. 

13 The calculation of Gibbs free energy of activation (Ea) vs. electrode potential for the oxidation of 

14 SO4
2- by an outer electron transfer reaction was determined according to Marcus theory.45,48 DFT 

15 calculations of sulfate oxidation were performed using the Gaussian 16 software.49 Unrestricted 

16 spin, all-electron calculations were performed using the 6-31G++(d) basis set for geometry 

17 optimization and energy calculations. The gradient corrected Becke, three-parameter, 

18 Lee−Yang−Parr (B3LYP) functional was used for exchange and correlation. Implicit water 

19 solvation was incorporated using the SMD model.50 
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1 In the periodic slab model, the first-principle calculations were performed using the projector 

2 augmented wave (PAW) within the Vienna ab initio Simulation Package (VASP) based on DFT.51–

3 54 Nonlocal exchange correlation energy was evaluated using the Perdew-Burke-Emzehof (PBE) 

4 functional. The electron wave function was expanded using plane waves with a cut-off energy of 

5 570 eV. All structures were optimized with force convergence of 10 meV Å-1. The optimized bulk 

6 unit cell of Ti4O7 was cleaved on the (1-20) plane and the surface was modeled using a (2 × 2 × 1) 

7 super cell consisting of 32 Ti and 60 O atoms distributed in four layers, in which the vacuum layer 

8 is set to 15.0 Å. The uppermost surface layer and the sulfate molecule were allowed to relax. An 

9 8 × 8 × 1 Monkhorst-Pack k-point mesh was automatically generated for the Brillouin zone 

10 sampling for the super cell. A neutral charge was assumed for the simulation of the complexed 

11 system, as excessive electrons from either sulfate anion or radical were considered to be 

12 delocalized on a conductive substrate. For sulfate anion and radical, the number of electrons were 

13 set using NELECT in the VASP. The value of ΔUa was defined as the difference between the total 

14 electronic energies of the adsorbed system and the isolated adsorbate and the Ti4O7 slab at a given 

15 electrode potential. Image structures were created using VESTA 3.0 software.55

16 3. Results and Discussion

17 3.1 Examination of Crystalline Structure and Electronic Properties during 

18 Electrolysis. In each of the three supporting electrolytes, a pristine TinO2n-1 sample was first 

19 subjected to anodic ageing for 30 minutes, and then followed by the cathodic reactivation for a 

20 given time. Figure 2 shows the XRD patterns of TinO2n-1 samples under these three different states. 

21 The estimated crystal sizes of the pristine samples by the Scherrer equation, in Figure 2A – 2C, 

22 are 92 ± 10, 79 ± 4 and 103 ± 22 nm, and similar crystal sizes are estimated after anodic ageing 

23 and cathodic reactivation for all TinO2n-1 samples (ESI Table S-1 to S-3). In analyzing XRD 
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1 patterns, the 2θ angle at 20.78° is used as the characteristic peak for Ti4O7 identification. Pristine 

2 TinO2n-1 samples, as shown in Figure 2A-2C, all consist of high purity Ti4O7, the pattern matches 

3 the Joint Committee on Powder Diffraction Standards (JCPDS) card no. 00-050-0787 without any 

4 detectable crystalline impurities. The XRD pattern changes relative to the pristine state after the 

5 anodic ageing in the H2SO4 electrolyte, where new dominant peaks at 13.84° and 22.80° are 

6 observed. Observable changes to the XRD patterns are not identified for samples polarized in the 

7 HClO4 and HCl electrolytes. The appearance of the peaks at 13.84°, 22.80°, 26.63°, and 27.61° 

8 strongly suggest the formation of a TiOSO4 film, since all 2θ positions are representative of the 

9 TiOSO4 crystal structure (JCPDS no. 01-085-2452). The corresponding crystal facets of these 2θ 

10 angles are labeled in Figure 2A, and the crystal size of the sample in Figure 2A is estimated as 100 

11 ± 11 nm, which is statistically identical to TinO2n-1 samples (ESI Table S-4). Figure 2D shows the 

12 characteristic peaks of Ti4O7 slightly shift to higher and back to low 2θ angles upon anodic ageing 

13 and cathodic reactivation in HClO4 electrolyte, respectively, which is also observed in the other 

14 two electrolytes (Figure 2A and 2C). The shift in the characteristic peaks is likely caused by the 

15 distortion of the crystal framework, which suggests the release and intercalation of small guest 

16 ions in the lattice structure, considering that crystal size and lattice strain do not change 

17 significantly (ESI Table S1-S4).56–58 The peak area ratio (PR) of the peak at 22.80° to the 

18 characteristic peak of Ti4O7 is used to quantify the variation in crystalline structure in the H2SO4 

19 electrolyte, and is calculated as 0.10 at the pristine state, when the background intensity (signal 

20 noise) at 22.80° position is used for calculation, since a peak is not found at this position. The value 

21 for PR increases to 1.02 after the anodic ageing, decreases to 0.51 and 0.11 after the 1st 30-min 

22 and 2nd 120-min cathodic reactivations, respectively (Figure 2A). The value for PR after the 2nd 

23 120-min cathodic reactivation is almost identical to that at the pristine state, and it demonstrates 
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1 the crystal structure of the electrode is restored to its original state. Meanwhile, the disappearance 

2 of both peak at 13.84° and 22.80° indicates the removal of the TiOSO4 film from the electrode to 

3 levels less than the detection limit.

4

5 Figure 2  XRD patterns of the TinO2n-1 samples at pristine state and after anodic ageing and 
6 cathodic reactivations in (A) 1 M H2SO4, (B) 2 M HClO4, and (C) 2 M HCl solutions. (D) Details 
7 of the XRD patterns between 2θ angles of 20° and 30° (data from Figure 2B). Characteristic peaks 
8 at 13.84° (TiOSO4), 20.78° (Ti4O7), and 22.80° (TiOSO4 and/or Ti6O11) are shown as the vertical 
9 dashed lines. AG and CR stand for anodic ageing and cathodic reactivation, respectively.

10

11 Mott-Schottky plots indicate that the Ti4O7 electrode is an n-type semiconductor, as 

12 confirmed by the positive slope, which is consistent with prior studies (ESI Figure S-4).59 

13 Characterization of ND , flat band potential (Efb), and ρf (ESI Table S-5) are also used to examine 

14 changes to the electronic properties as a result of the electrochemical treatments. The results are 

15 similar in all three electrolytes. The values for ND decrease upon anodic ageing and increase after 
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1 cathodic reactivation, while an opposite trend is observed for ρf and Efb. As shown in the ESI 

2 (Table S-5), the values for ND decrease to 2.2, 6.6, and 27% of the pristine states after the anodic 

3 ageing, and increase to 30, 26, and 55% of the pristine states after the 30-min cathodic reactivation 

4 in H2SO4, HClO4, and HCl electrolytes, respectively. The value for ND increases to 52% of the 

5 pristine state after the 2nd cathodic reactivation in H2SO4. The values for Efb vary from -0.59 ± 0.02 

6 to -0.84 ± 0.02 V vs Ag/AgCl (ESI Table S-5), which are comparable to those measured on a N-

7 doped TiO2 film (-0.75 to -0.65 V vs Ag/AgCl).5 The value of Efb shifts to more negative potentials 

8 after the anodic ageing, and does not vary noticeably after the cathodic reactivation. This 

9 observation suggests that the depletion layer thickness of a pristine TinO2n-1 is smaller than that 

10 after the anodic ageing or cathodic reactivation, which results in a faster charge transfer rate at the 

11 pristine electrode.60 Values for ρf, relative to the pristine state, increase to 711, 632, and 647% after 

12 the anodic ageing, and decrease to 182, 130, and 115% after the 30-min cathodic reactivation in 

13 H2SO4, HClO4 and HCl electrolytes, respectively. The value for ρf further decreases to 129% of 

14 the pristine state after the 2nd cathodic reactivation in H2SO4. The changes in ρf are likely attributed 

15 to the changes in the shallow dopant concentration.

16 The XRD results indicate that a crystal structure change is only associated with anodic 

17 ageing of TinO2n-1 in the H2SO4 electrolyte, which is reversible upon cathodic reactivation. These 

18 changes are attributed to electrochemical polarizations, since changes in the XRD spectra are not 

19 observed when the sample is left at the OCP in the H2SO4 electrolyte (ESI Figure S-6). 

20 Furthermore, identification of peaks associated with TiOSO4 suggests that SO4
2- or its radical form 

21 (SO4
•-), via the oxidation of SO4

2-, interacts with surface Ti sites more strongly than Cl- and ClO4
- 

22 upon anodic ageing, which will be discussed in more detail in Section 3.4. Although crystal 

23 structure changes are not observed in either HClO4 or HCl electrolytes, variations in ND and ρf are 
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1 still observed during anodic ageing and cathodic reactivation. These changes are unlikely due 

2 solely to Cl• produced via the oxidation of Cl-, since changes in ND and ρf are also observed after 

3 the electrolysis of HClO4, which is an inert electrolyte. These changes are possibly attributed to a 

4 variation in dopant concentration that is caused by the oxidation of Ti3+ sites and the discharge of 

5 protons during anodic ageing, as well as the reduction of Ti4+ and the intercalation of protons 

6 during cathodic reactivation.46,61–63 This mechanism is also suggested as the primary factor for the 

7 increase in conductivity during the synthesis of reduced TiO2 nanotubes via electrochemical 

8 reduction in an aqueous electrolyte.46

9 3.2 Variation in Local and Bulk Charge Transfer Kinetics During Electrolysis. As 

10 discussed above, the changes in the electronic properties (i.e., ND and ρf) occur during anodic 

11 ageing and cathodic reactivation, and in turn would also affect the charge transfer kinetics of 

12 TinO2n-1 at the electrode/electrolyte interface. To obtain a better understanding of the effect 

13 substrate polarization had on interfacial charge transfer, the local and bulk charge transfer kinetics 

14 were examined using SECM and EIS, respectively. Herein, the observed rate constant will be 

15 presented as a percent value relative to the rate constant observed at a pristine substrate. In the 

16 SECM characterization, 80 × 80 m2 surface images were analyzed on five well-separated areas 

17 (i.e., > 300 m apart), and four approach curves were collected in each area to resolve the local 

18 charge transfer kinetics. While discussing the local kinetics, only one set of surface images at 

19 pristine, post anodic ageing, and after the 1st 30-min cathodic reactivation conditions in 1 M H2SO4 

20 electrolyte are discussed as a representative data set, the other images and kinetic data are 

21 summarized in the ESI (Section S-10 to S-13).

22 The local and bulk charge transfer kinetics were studied using the redox reaction of the 

23 Ru[II]Hex and Ru[III]Hex redox couple at the working electrode, due to facile outer sphere electron 
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1 transfer kinetics and the lack of electrode fouling with this redox couple at either the Pt UME or 

2 substrate surfaces.38 Figure 3A shows the pure topographic information of this specific area 

3 obtained by O2 reduction, while Figures 3B to 3D show the surface images of mixed kinetics and 

4 topography of the pristine sample, after anodic ageing, and after the 30-min cathodic reactivation, 

5 respectively. The value for Sa is calculated as 2.1 ± 0.5 m from 5 topographic images, which is 

6 comparable to the surface profilometer measurement (2.4 ± 0.3 m), and confirms the robustness 

7 of the SECM method for topographic mapping. The topographic images remain almost identical 

8 among experiments (ESI Figure S-13), which suggests the differences in currents observed for 

9 Ru[III]Hex reduction at the UME (Figure 3B to 3D) are dominated by changes in charge transfer 

10 kinetics at the substrate. The averaged normalized currents over the images are calculated as 1.26 

11 ± 0.04 for the pristine sample, 1.08 ± 0.01 after anodic ageing, and 1.20 ± 0.02 after the 30-min 

12 cathodic reactivation. The trend in current indicates a decrease in electrochemical reactivity after 

13 anodic ageing, and partial recovery after the 1st 30-min cathodic reactivation, which agrees with 

14 the measurements for ND and ρf. The approach curve method is used to measure the normalized 

15 current at four distinct spots shown as dashed circles in Figure 3B to 3D, and the normalized rate 

16 constants are determined by fitting the equation developed by Lefrou and Cornut for a kinetic 

17 controlled system to the data (see details in ESI Section S-13).43 Compared to the pristine state, 

18 the rate constants at the post anodic ageing and 30-min cathodic reactivation are 65 ± 6% and 85 

19 ± 4% in the H2SO4 electrolyte, 87 ± 5% and 93 ± 2% in the HClO4 electrolyte, and 89 ± 5% and 

20 94 ± 2% in the HCl electrolyte, respectively (ESI Table S-6 to S-8). Results of the approach curve 

21 method indicate that the rate constants for Ru[II]Hex oxidation is affected by the polarization 

22 treatments at the substrate. The variation in values determined for the rate constants upon anodic 

23 ageing and cathodic reactivation are likely due to the electrolyte type, as the greatest changes (65% 
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1 after the anodic ageing and 85% after the cathodic reactivation) in rate constant values are found 

2 in the H2SO4 electrolyte, while changes are comparable and insignificant in both HClO4 and HCl 

3 electrolytes.

4

5 Figure 3 SECM images collected on the same area in the feedback mode. (A) Topographic 
6 mapping, amperometric mapping at (B) pristine, (C) post anodic ageing in H2SO4 electrolyte, and 
7 (D) post cathodic reactivation states in H2SO4 electrolyte. (Dashed circles represent the actual size 
8 of UME tip.)
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1 Table 1  Normalized kinetic rate constant values estimated by three different methods. Values are 
2 normalized by the pristine sample and are reported in percent. Experiments in 1 M H2SO4, 2 M 
3 HClO4, and 2 M HCl electrolyte after anodic ageing and cathodic reactivation. Errors represent 
4 standard deviations.

Anodic Ageing Cathodic Reactivation

Electrolyte Bulk 

EIS

Approach 

Curve

Kinetic 

Mapping

Bulk 

EIS

Approach 

Curve

Kinetic 

Mapping

H2SO4 34 ± 2 65 ± 6 41 ± 3 69 ± 4 85 ± 4 72 ± 4

HClO4 49 ± 1 87 ± 5 68 ± 5 76 ± 3 93 ± 2 85 ± 4

HCl 50 ± 1 89 ± 5 69 ± 3 85 ± 1 94 ± 2 87 ± 4

5

6 Table 1 summarizes rate constants obtained from the bulk EIS measurements (Nfrequency = 

7 56), local approach curves (N = 20), and local kinetic mapping (N = 32000). Results for local 

8 kinetic mapping are provided in the ESI (ESI Figure S-14 to S-16). The three methods used to 

9 determine rate constant data produce results that showe similar trends, i.e., values for the rate 

10 constants determined by either bulk EIS method or local methods decrease after anodic ageing and 

11 partially recover after cathodic reactivation. As shown in Table 1, compared to the EIS results, the 

12 results for the approach curve method differ more significantly than those for the kinetic mapping 

13 method. A Welch’s t-test was performed on the data to determine at what level the mean values 

14 for the two local methods are statistically different than that obtained for the bulk EIS method, and 

15 the results are summarized in ESI Table S-12. Results indicate that the values determined for the 

16 average rate constants using EIS and kinetic mapping are statistically equivalent at > 95% 

17 confidence interval (p > 0.05), and those determined by EIS analysis and the approach curve 

18 method are not (p < 0.05) (Table S-12). These results indicate that the local kinetic mapping 

19 method produces results that are statistically equivalent to the bulk EIS kinetic method and the 
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1 approach curve method does not. These results are attributed to the fact that the kinetic mapping 

2 method contains a larger population of interrogated spots (N = 32000) than the approach curve 

3 method (N = 20), and thus the heterogeneity of the sample is averaged over more observations. 

4 The consistency between local SECM and bulk EIS methods indicates the accuracy of the SECM 

5 method to provide spatially resolved data that is useful for accurate surface characterization.

6 3.3 Effect of Magnéli Phase on Hydroxyl Radical Production. The OH• production is 

7 critical to operation of EAOPs, due to its ability to react with organic compounds at diffusion 

8 limited rates.47,64 In this study, changes among the Magnéli phases are not observed, however, 

9 electrode preparation often results in the presence of various Magnéli phases and it is also possible 

10 that phase change can occur after extended polarizations.24 In order to examine the influence of 

11 the TinO2n-1 composition on OH• production, five samples with different Magnéli phase 

12 compositions were synthesized. The XRD spectra for these samples are shown in Figure 4A, and 

13 the average values for n that are determined using Equation 6 are provided in Figure 4B. The rate 

14 constant for terephthalic acid is calculated in a dead-end flow-through reactor (Figure 1), and 

15 [OH•]s are determined using Equation 7.

16 The [OH•]s values are inversely proportional to the resistivity of the TinO2n-1 electrode 

17 (Figures 4A and 4B). Sample 1 possesses a composition of pure Ti4O7 and exhibited the highest 

18 [OH•]s (2.6×10-11 ± 1×10-12 mol m-2). The other samples contain a mixture of higher oxidation state 

19 Magnéli phases, and their ability to produce OH• decreases with increasing oxidation state (or n 

20 value) (Figure 4B). 

21
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1

2 Figure 4 (A) XRD patterns of different Magnéli phase samples (number above the characteristic 
3 peak indicates n in TinO2n-1), and (B) steady state surface OH• concentration (■) and film resistivity 
4 (○) of different samples in a dead-end flow-through setup at room temperature. Solution: 0.1 mM 
5 terephthalic acid in 1 M KH2PO4 (pH 5.8). The solution resistance corrected anodic potentials on 
6 Sample 1 to 5 are 3.3, 3.3, 3.4, 3.4 and 3.4 V, respectively. Permeate flux on Sample 1 to 5 (LMH): 
7 780, 840, 900, 720, 1080. Pressure drop across electrode: 1.03 bar. Error bars represent 95% 
8 confidence interval.

9 The kinetic variations of OH• formation on the TinO2n-1 electrodes of different resistivities 

10 can be explained by an electron tunneling mechanism in the space-charge layer.46 At a constant 

11 applied anodic potential on the n-type TinO2n-1 semiconductor electrode, band bending will 

12 introduce a space-charge layer near the electrode surface, where electrons are depleted.65 The 

13 width of the space charge layer (dsc) is inversely proportional to ND. Therefore, a larger ND will 

14 produce a thinner dsc, and in turn a higher electron tunneling probability. For example, at an applied 

15 potential of 2.8 V vs Ag/AgCl, which is suitable for OH• production on TinO2n-1,18,66 the values for 

16 dsc increases from 0.17 nm at sample 1 (n = 4.00) to 9.1 nm at sample 5 (n = 7.89), as shown in 

17 Table S-13. It is reported that electron tunneling can only take place when dsc is less than 1-2 nm,67 

18 which indicates TinO2n-1 with a higher oxidation state is less electrochemically active due to a 

19 larger dsc. It should be noted that the values for dsc, when n is greater than 5.78, are beyond the 

20 electron tunneling width, but reactivity for OH• formation is still observed, which could be 

Page 22 of 37Journal of Materials Chemistry A



23

1 attributed to the heterogeneity of the energy band structure, ND, local conductivity, electric field 

2 induced band bending, and electron hopping.65 Meanwhile, it is observed that the band gap of 

3 TinO2n-1 increases with respect to n, which leads to extra resistance in transferring electrons from 

4 the valence band to the conduction band.11,68–75 Furthermore OH• formation may also be attributed 

5 to different free energies of adsorption for OH• (ΔGOH•) at the different TinO2n-1 phases. It has been 

6 postulated that the criterion for OH• formation is that ΔGOH• is greater than the free energy of a 

7 solvated OH•.76 Therefore, more investigation is needed to determine the exact mechanism 

8 responsible for OH• production at the TinO2n-1 electrodes.

9 Although the effect that substrate polarization has on OH• production was not carried out 

10 in this study experimentally, results from the analysis above suggest that OH• production would be 

11 diminished after the anodic ageing, and recovered after the cathodic reactivation, since, for 

12 example in the H2SO4 electrolyte, the values for ρf increase from 18.67 ± 0.02 Ω cm at the pristine 

13 state to 132.70  ± 0.004 Ω cm after anodic ageing, and decrease to 33.94 ± 0.001 Ω cm after 30-

14 min cathodic reactivation. Therefore, operating at an optimal oxidation state and frequent cathodic 

15 reactivation are necessary to maintain the high reactivity of TinO2n-1 for OH• production.

16 3.4 Mechanism of Anodic Ageing and Cathodic Reactivation in Different Electrolytes. 

17 In both the HClO4 and HCl electrolytes, measured values for ND, film conductivity, and charge 

18 transfer kinetics decrease after anodic ageing and increase after cathodic reactivation. Phase 

19 changes are not found, however peak shifts in the XRD data are observed on the electrodes 

20 polarized in these electrolytes, and therefore, it suggests that the changes in electronic properties 

21 are likely associated with the doping level through intercalation in the TinO2n-1 samples. From the 

22 structural point of view, Magnéli phases can be interpreted as an ordered combination of rutile 

23 TiO2 and corundum Ti2O3 layers. It has been reported that small ions, such as protons, can insert 
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1 into the c-direction channels in the TiO2 structure, and act as shallow electron donors,62,63 which 

2 suggests that proton intercalation can also occur in the rutile TiO2 layer of the Magnéli phase. 

3 Although direct evidence has not been reported regarding proton intercalation into Ti2O3, 

4 researchers have investigated Li+ intercalation into Ti2O3 during the charge and discharge of 

5 lithium ion batteries, which implies that proton, a smaller ion compared to Li+, could also be 

6 intercalated in the shear planes. It is also reported that Magnéli phases have d-spacings that are 

7 larger than anatase or rutile TiO2, indicating its likeness for proton intercalation.77,78 Furthermore, 

8 electrochemical polarization allows intercalation to a much higher proton concentration.79 In the 

9 pristine samples, these point sites originate from the dissociative adsorption of H2 on the pristine 

10 TiO2 surface during the synthesis process, followed by a charge transfer reaction between adsorbed 

11 H atoms and Ti4+ sites to form Ti3+ sites (Reaction 8).

12 H2 + 2Ti[4+]O2 → 2Ti[3+]OOH (8)

13 The formation of these point Ti3+ sites, which are distinctly different from Ti3+ sites located 

14 in the shear plane, result in increasing the electronic conductivity.80 During the anodic ageing, 

15 point Ti3+ sites near the TinO2n-1 surface were oxidized to Ti4+, and therefore the excess charge was 

16 removed by H+ discharge from the electrode, as shown in Reaction 9.7 

17 Ti[3+]O2-H+ ↔ Ti[4+]O2 + H+ + e- (9)

18 During the cathodic reactivation, the donor sites can be reincorporated into the sample by 

19 H+ intercalation (reverse of Reaction 9), and thus the electronic conductivity and charge transfer 

20 kinetics were recovered.46,61,80 It is reported that the H+ intercalation can be readily achieved in an 

21 acidic media under a negative polarization, since the high proton concentration of the electrolyte 

22 facilitates the intercalation process.80 Experimental evidence supports the H+ reversible 
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1 intercalation process, as CV scans show two anodic peaks at 0.2 V and 1.0 V vs Ag/AgCl, which 

2 are likely related to the release of intercalated protons at different locations in the crystal lattice 

3 (Reaction 9) (Figure 5 and ESI Figure S-20).81 

4

5 Figure 5. (A) CV scan on TinO2n-1 in 1 M H2SO4 supporting electrolyte showing the intercalation 
6 process, scan rate: 0.1 V s-1, and (B) schematic showing the likely sites for H+ intercalation in 
7 Ti4O7 (1-20). The image is looking into the c channels of Ti4O7 (1-20). Atom key: Red = oxygen; 
8 grey = titanium; and blue = hydrogen.

9

10 The more substantial passivation and lower recovery after cathodic reactivation for the 

11 H2SO4 electrolyte relative to other electrolytes, supports the hypothesis that additional passivation 

12 mechanisms are affecting the performance of TinO2n-1 in the presence of H2SO4. Contrary to the 

13 results in the HClO4 and HCl electrolytes, the TinO2n-1 sample polarized in the H2SO4 electrolyte 

14 shows a crystal structure change. The XRD results in Figure 2A contain peaks that suggest the 

15 formation of a TiOSO4 film. It is generally accepted that oxygen vacancies arrange themselves 

16 upon sufficient annealing, and Magnéli phases are associated with a crystal structure 

17 rearrangement that leads to a local Ti2O3 corundum structure at the shear planes and contains very 
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1 few point oxygen vacancy sites.82,83 A value for Ea = 64 kJ mol-1 is estimated from the TGA data 

2 for converting Ti4O7 to Ti6O11 (ESI Section S-21). This value is relatively low, but Magnéli phase 

3 change is not expected during anodic ageing at ambient temperatures, as the oxidation of Ti4O7 

4 only occurs at temperatures > 350 oC (ESI Figure S-18), where defects are more easily formed and 

5 solid-state diffusion rates are greatly increased.84 Therefore, the observed loss of electrochemical 

6 reactivity of TinO2n-1 in the presence of H2SO4 may also be attributed to the complexation of SO4
2- 

7 with Ti atoms at the electrode surface in addition to the discharge of H+.

8

9 Figure 6. XPS spectra of TinO2n-1 electrode after 30 mins of anodic ageing in 1 M H2SO4 
10 electrolyte at 20 mA cm-2. (A) Full spectrum, (B) S 2p doublet regions, and (C) Ti 2p doublet 
11 regions. 

12

13 Analysis of the samples by XPS supports the hypothesis that the complexation of SO4
2- or 

14 SO4
•- at the electrode surface occurred. XPS analysis detects the presence of SO4

2- at 9.5% atomic 

15 percentage on the electrode surface after the anodic ageing (20 mA cm-2) in 1 M H2SO4 electrolyte 
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1 for 30 min (Figure 6A), while 3.5% atomic percent is observed on the control sample, which is left 

2 at OCP in 1 M H2SO4 for 30 min. XPS results are discussed in more detail in the ESI Section S-

3 23. The surface sulfate present on the control sample may be attributed to residual sulfate after the 

4 cleaning process, which either does not induce a change in the XRD spectra or is below the XRD 

5 detection limit (ESI Figure S-6). The above observations suggest that the loss of electronic 

6 conductivity and electrochemical reactivity of the TinO2n-1 sample after anodic ageing in the H2SO4 

7 electrolyte is partially attributed to the formation of a surface passivation layer with a major 

8 constituent of TiOSO4.

9 To provide additional support for the proposed SO4
2- complexation mechanism, DFT 

10 simulations were performed to determine ΔUa values for the adsorption of SO4
2- to the Ti4O7 (1-

11 20) surface according to the following reaction:

12 (10)SO2 ―
4(aq) + Ti[ ]↔Ti[SO4]ad +2e ―

13 where Ti[ ] represents an empty adsorption site and  represents the adsorbed sulfate Ti[SO4]ad

14 species. The Ti4O7 (1-20) surface was chosen because it was a strong peak detected by XRD (see 

15 Figure 2). The potential dependent adsorption energy for sulfate (ΔUa(E)) was calculated 

16 according to the following equation.

17 (11)Δ𝑈a(𝐸) = 𝑈Ti[SO4]ad
― 𝑈Ti[ ] ― 𝑈SO2 ―

4(aq) ―2𝑒𝐸

18 where e represents the electron charge. The DFT optimized structures are shown in the ESI 

19 (Figures S-21 to S-22). To determine the anodic potential for which the SO4
2- oxidation reaction 

20 was activationless, the Ea vs. potential profile for the oxidation of SO4
2- was calculated for Reaction 

21 12.
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1 SO4
2- → SO4

•- + e- (12)

2 Results are shown in the ESI (Figure S-23), and indicate that the reaction is activationless at 

3 potentials > 1.85 V vs Ag/AgCl. Therefore, the ΔUa value for SO4
2-  adsorption at the Ti4O7 (1-20) 

4 surface was calculated at 1.85 vs Ag/AgCl and yielded a value of ΔUa = -8.4 eV. These results 

5 indicate a very strong adsorption energy for SO4
2-  at the Ti4O7 surface, and supported the surface 

6 passivation mechanism discussed above.

7 4. Conclusions

8 Maintaining a high electronic conductivity and electrochemical reactivity is key to the 

9 success of TinO2n-1 electrodes in electrochemical advanced oxidation processes, visible light 

10 photocatalysis, and energy conversion devices in order to achieve the best performance. This study 

11 found that the mechanism for the loss of electronic conductivity and electrochemical reactivity 

12 during anodic polarization depends on the type of electrolyte. In both the ClO4
- and Cl- electrolytes 

13 decreased conductivity and electrochemical reactivity are attributed to the decrease in the donor 

14 concentration, specifically that from H+ doping. Meanwhile, in the SO4
2- electrolyte a combined 

15 effect of a decrease in the donor concentration and formation of TiOSO4 surface species is 

16 responsible for the loss of electronic conductivity and electrochemical reactivity. However, the 

17 electronic conductivity and electrochemical reactivity can be recovered through cathodic 

18 reactivation, and thus a regular cathodic reactivation is necessary to intercalate H+ and remove the 

19 TiOSO4 passivating layer.

20 From the results of this study, the surface deactivation is expected when TinO2n-1 is used as 

21 an anode, which is attributed to the formation of a passivation film or loss of charge carriers (proton 

22 and Ti3+ donor center). In many studies, TinO2n-1 has been used as a cathode material, such as in 
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1 lithium-sulfur,4 lead-acid,24,27 and zinc-air25,26 batteries. Therefore, surface deactivation of TinO2n-1 

2 would primarily occur during the charging process, and a surface deactivated TinO2n-1 would act 

3 as a barrier to electron flow. Such a process would cause capacity loss and poor cycling stability.35 

4 Due to its reversible nature, during the discharge process surface deactivation on TinO2n-1 may be 

5 gradually reduced by either reintroducing charge carriers or removing the passivation film, 

6 however the high resistance associated with surface deactivation will cause an ohmic drop 

7 immediately after a load is placed on the cell.85 Hence, in many applications the ohmic drop may 

8 cause the electrode potential to be below the minimum operating potential, and thus a pre-condition 

9 of the cell may be necessary.
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