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We employ a combination of single chain in mean field simulation approach with the solution of
Poisson’s equation to study the influence of charge heterogeneities on the structure of protein-
polyelectrolyte complexes. By adopting a coarse-grained model of representing proteins as
charged nanoparticles, we studied the influence of the pattern of charge heterogeneities, net
charge, ratio of positive to negative charges on the patches, and the volume fraction of the parti-
cles on the structural and aggregation characteristics of proteins in polyelectrolyte solutions. Our
results demonstrate that the pattern of charge heterogeneities can exert a significant influence on
the resulting characteristics of the aggregates, in some cases leading to a transformation from
polymer-bridged complexes to direct particle aggregates driven by attraction between oppositely
charged patches.

1 Introduction
Mixtures of proteins and polyelectrolytes are widely used in food
systems to modulate the structure, texture and stability of food
through the resulting thickening and gelling characteristics.1 Fur-
ther, protein-polyelectrolyte complexes are also often utilized in
applications such as enzyme immobilization,2,3 DNA delivery,4 de-
sign and production of biomaterials for cell micropatterning5 and
separation of proteins.6–9 In such contexts, mixtures of proteins
and polyelectrolytes are commonly observed to phase separate by
one of two means: When the interaction between the protein and
polyelectrolytes are repulsive with respect to inter-protein or inter-
polyelectrolyte interactions, they separate into phases enriched re-
spectively by each of the components. The phase separation result-
ing in such cases is known as the segregated phase separation. In
contrast, when the proteins and polyelectrolytes have an attractive
interaction (either of electrostatic or enthalpic origin), two types
of phase behaviors have been observed: (a) Liquid-liquid (coac-
ervate) phase separation; and (b) Solid-liquid (precipitate) phase
separation.10,11 Despite the lack of a clear demarcation between
the latter categories, it is generally understood that both modes of
phase separation result in turbid solutions distinguished by the for-
mation of spherical droplets (Liquid-Liquid) as opposed to amor-
phous solid particles (Solid-Liquid).12–15

There has been a significant number of experimental studies
aimed at understanding the physics and parameters underlying
the structural characteristics and the phase behavior of protein-
polyelectrolyte mixtures.13,16 Such studies have demonstrated
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that the interactions and the resulting phase behavior of protein-
polyelectrolyte mixtures can be influenced by a variety of factors
such as the charge of the individual entities, solution conditions,
geometry of the globular proteins and temperature.1,13,16 Since
the accompanying parameter space is extremely vast, there have
also been a few simulation studies which have probed the influ-
ence of different protein and polyelectrolyte characteristics on the
resulting phase behavior.17–21

While the above studies have yielded useful insights, a common
assumption underlying many of the models used in simulations or
in interpreting experiments has been that the proteins possess a
fixed charge which is uniformly distributed over their surface or
volume. However, in reality, proteins often exhibit heterogeneous
charge patches arising from the distribution of different chemi-
cal groups on the solvent exposed surface.6,22–25 Moreover, such
charge heterogeneities can also result from the partial dissocia-
tion and acid-base equilibria arising in different solution conditions
(pH). A number of recent experiments have hinted at the possi-
ble nontrivial influence of such protein charge heterogeneities on
protein-polyelectrolyte complexation characteristics. For instance,
Harnsilawat et. al.26 studied the complexation of β−Lactoglobulin
(protein) and Alginate (polyanion), and showed that the polyan-
ions formed complexes with the protein even at the isoelectric
point of the latter. Similarly, Mattison et. al.27 have similarly
demonstrated the formation of soluble complexes between glob-
ular protein BSA and polycation poly-(Dimethyldiallylammonium
Chloride) (PDMDAAC) even when the net charge of the protein
was positive. A number of other experiments have demonstrated
the formation of complexes under the conditions when the net
charge of the protein were of the same sign as that of the polyelec-
trolyte.6,28–31 Such experiments have commonly been interpreted
as a consequence of the complexation between local patches on
the protein of opposite charge to that of the polyelectrolyte.

To our knowledge, there has been no prior theoretical study on
the influence of charge heterogeneities on the structure and phase
behavior of protein-polyelectrolyte mixtures. Seminal studies by
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deVries32,33 and Ellis et. al.34 have probed the influence of charge
patches on the adsorption of polyelectrolytes, and have identified
the physics underlying adsorption under conditions of same sign
of net charge of the protein and the polyelectrolytes. However,
such studies pertain to a single surface/protein and do not address
the physics resulting in multiple protein systems. In a different
context, a number of recent studies have been concerned with
the self-assembly and phase behavior of “patchy” particles.35–44

Many such studies were concerned with “patchiness” arising from
enthalpic interactions rather than in electrostatic features.36,39–41

While recent work by Bianchi et. al.,38,42–44 considered the inter-
particle interactions arising due to charged patches, such studies
however do not address the physics arising from the presence of
charged polyelectrolytes and the structure of complexes resulting
as a consequence of polymer-protein interactions.

In this study, we take the first steps to address the influence of
protein surface charge heterogeneities on the phase behavior and
complexation characteristics of charged protein-polyelectrolyte
mixtures. Towards such an objective, we consider a model in
which the globular proteins are represented as spherical nanopar-
ticles and implement a simple model for studying the influence of
charge heterogeneities. Real proteins render random distribution
of charges which are dependent on the solution conditions. How-
ever, as a first step towards such complex charge distributions, in
this work we have used toy models with regular charge distribu-
tions (details will be discussed in the Section 2). We believe that
the insights resulting from the systematic study of such simpler
models could also be potentially useful for efforts aiming to engi-
neer the charge distribution for proteins to achieve desired struc-
ture and properties of protein polyelectrolyte complexes.45

In the context of the above model, we adapt recent method-
ological developments from our group in which a variant of the
single chain in mean field (SCMF) simulation approach has been
used to study the complexation behavior in mixtures of uniformly
charged proteins and polyelectrolytes. One of the main advan-
tage of this approach is that it avoids any assumption of ”effective"
particle-particle interaction and dependences based on concentra-
tion of proteins or polyelectrolytes. Using such a methodology,
we clarify the influence of protein charge heterogeneities on the
structure, the cluster size distributions of resulting aggregates for
multiple proteins and multiple polyelectrolyte systems. Together,
our results suggest nontrivial influence of charge patches on the
resulting complexation characteristics.

The rest of the article is organized as follows. In Section 2,
we discuss the model details underlying the simulation method-
ology used in this study. In Section 3, we discuss the parameters
and numerical methodologies used for the simulation framework.
In Section 4 we present the simulation results. Therein, we first
present the characteristics of adsorption and bridging of polyelec-
trolytes on heterogeneously charged proteins. Subsequently, we
present the results for the structural characteristics of mixtures of
polyanions and heterogeneously charged proteins. Specifically, we
consider two distinct cases: (a) Polyampholyte proteins with net
positive charge; and (b) Polyampholyte proteins with net negative
charge. We conclude the article with a summary of results and
findings in Section 5.

2 Model Description
In this work, we focus on globular proteins, and adopt a simple
model of (charged) spherical nanoparticles to model such enti-
ties. To acknowledge such a model simplification, hereafter, we
refer to the protein interchangeably as charged particles. More-

Figure 1 Model of patchy particles. The red color shows patches of posi-
tive charge, and the blue color depicts negative or neutral patches.

over, real proteins are likely to embody complex physics in which
the positive, negative and neutral charge patches are distributed in
a manner which correlates with the underlying sequence and the
solution conditions. To render progress towards such problems, we
advance a simple “toy” model in which the charge heterogeneities
are represented as charge patches distributed on the surface sec-
tions defined by an angle α (shown in Figure 1). We use the term
“number of patches" to denote the number of regions on which
there are positive charges. The net positive charge (distributed
uniformly over all patches) is denoted as Qp. The rest of the par-
ticle surface is either neutral or has a negative charge Qn. The net
charge of the particle is denoted as Qnet = Qp−Qn. The nomen-
clature ‘PIn” is used to refer to the geometric variants that contain
“n” patches of negative (or neutral) charges.

We classify the patchy particles in terms of the magnitude of
charge patches as: (a) Non-Polyampholyte particles: Containing
only positively charged patches, with the other patches being neu-
tral (Qp 6= 0,Qn = 0); (b) Positive-Polyampholyte particles: con-
taining both positive and negatively charged patches, such that
the net charge is positive (Qnet > 0); (c) Negative-Polyampholyte
particles: containing both positive and negative patches charged
such that the net charge is negative (Qnet < 0). In the spirit of
maintaining simplicity as a first study, for all the charged entities
we assume fixed charges which are invariant to changes in solution
conditions. The representative models of patchy particles used in
our study are depicted in Figure 1.

We consider a system of Np heterogeneously charged spherical
particles of radius Rp and n negatively charged polymer chains of
m monomers each and radius of gyration Rg in a periodic cubic
box of volume V . To maintain the overall electroneutrality of the
system, np and nm point counterions for the particles and polymers
are also included. In this work, we did not consider the influence
of additional salt. Hereafter, the concentration of the polymer is
presented in units of the overlap concentration C∗ of an ideal lin-
ear polymer chain solution. The charge on the monomers of the
polymer is denoted as zm. The volume fraction of the particles is
denoted as φp. We assume the dielectric constant of the particle to
be same as that of the solvent.

We assume a flexible chain model for the polyelectrolytes, in
which the intramolecular interactions in the polymer chains are
modeled through a bead spring model, with bonded Hookean in-
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teractions between the beads:

Hb

kBT
=

3
2b2

n

∑
i=1

m−1

∑
s=1

[ri(s)− ri(s+1)]2, (1)

where ri(s) represents the coordinate of the sth bead on the ith poly-
mer. Excluded volume interactions between the polymer segments
is incorporated through a simplistic implicit solvent interaction po-
tential of the form :

ū(r)
kBT

= u0δ (r), (2)

where u0 is commonly known as the excluded volume parame-
ter.46 In the above framework, the non-bonded interactions be-
tween the polymer segments can be formally recast as:

Hs

kBT
=

u0

2

∫
ρ̂

2
poly(r)dr (3)

where ρ̂poly is the microscopic polymer segment density,47

ρ̂poly(r) =
n

∑
i=1

m

∑
s=1

δ [r− ri(s)]. (4)

The instantaneous density of particles is similarly quantified
through a particle volume fraction field as:

ρpart(r) =
Np

∑
i=1

∫ ri+Rp

ri

ρ̂part(r)h(|r′− ri|)dr′, (5)

where ρ̂part(r) = δ (r− ri) and h(r) = 1 when |r| < Rp. The coun-
terions were considered to be point charges and their microscopic
densities are given by:

ρmi(r) =
nm

∑
i=1

δ (r− ri)

ρpi(r) =
np

∑
i=1

δ (r− ri).

(6)

For modeling particle-counterion and particle-monomer interac-
tions, the particles are envisioned as spherical objects with a thin
layer of penetrable soft core surrounding an impenetrable hard
core. The repulsive interaction between the particle and the poly-
mer monomers, counterions are modeled through a potential of
the form:

Wcp(r) = 50[1− tanh(2
r−αRp

β
)]kBT. (7)

The coefficients α,β control the steepness and range over which
the repulsive potential decays from 100 kBT to 0 kBT . We have used
α = 0.9 and β = 0.5 for the simulation, which ensures that the par-
ticle cores are almost impenetrable to counterions and polymers.

The direct interparticle interactions are modeled through a hard-
sphere interaction:

Hpp

kBT
=

1
2

Np

∑
i=1

Np

∑
j=1( j 6=i)

UHS(|ri− r j|), (8)

where

UHS(r) =

{
0, if r ≥ 2Rp

∞, if r < 2Rp.
(9)

For the simulations of the structure of protein-polyanion mix-
tures, we have used the Single Chain in Mean Field (SCMF) ap-
proach introduced by Mueller and coworkers.20,48–51 In the SCMF
framework, the non-bonded pair-wise interactions are replaced

with fluctuating potential fields which are conjugate to the cor-
responding density fields.48 The electrostatic energy arising from
the charges is represented in terms of its conjugate electrostatic
potential field ϕ(r) and the associated energy:

Hel

kBT
=
∫

dr
[

ρe(r)ϕ(r)−
1

8πlb
|5ϕ(r)|2

]
, (10)

where ρe(r) is the total charge density arising from particles, poly-
mers and counterions (in units of e), and is given as:

ρe(r) = zpart(r)ρpart(r)±∑
ion

zionρion(r)− zmρ̂poly(r), (11)

where zion is the valency of each ion (co- or counterions), zpart(r)
is the local fractional charge of the particle, which in-turn depends
on the sign and magnitude of the particle patch at r. The field
ρion(r) denotes the local density of co- and counterions. The elec-
trostatic potential ϕ(r), in units of kBT/e, is obtained as the solu-
tion of Poisson’s equation :

52
ϕ(r) =−4πlbρe(r) (12)

In the above equation, lb is the Bjerrum length, defined as
e2/4πε0εrkBT , where εr is the relative dielectric constant of the
medium and ε0 is the vacuum permittivity. For water, at 300 K,
lb ≈ 0.7 nm.

To embed our model for particle charge heterogeneities within
a grid-like representation of the SCMF approach, we divided the
surface of each sphere into grids and distributed the charges uni-
formly such that all the grid points covering the positive charge
patch has a fractional charge totaling to Qp and the grid points
covering the negative charge patch has a fractional charge totaling
to Qn.

3 Numerical Methods and Parameters
The model described in the previous section is used in a Monte
Carlo simulation approach in which the configuration space is sam-
pled using the Metropolis algorithm.52 We began the simulation by
placing the particles in a cubic lattice configuration and the poly-
mers and the counterions randomly in the rest of the space. In the
initial portion of the simulation, 104 Monte Carlo (MC) moves are
effected such that only the polymers are moved while keeping the
particles fixed in space. This pre-equilibration is done to ensure re-
moval of any particle-polymer overlaps. Subsequently, each Monte
Carlo step (MCS) involves a MC move for all particles, a slither-
ing snake move for all polymer chains and 100 MC moves for all
polymers and counterions. Every MC move of the particle includes
a translation and rotation move for all particles. Using such a se-
quence of moves, the system is equilibrated for 5×104 MCS. Subse-
quently, the properties are averaged over 5×104 MCS, constituting
the production cycle. Using the position of the monomers, particles
and ions, the density fields, charge density fields and electrostatic
fields are updated after every move of the polymer and particles.

We use a Fast Fourier Transform (FFT) based numerical method
to solve the Poisson’s equation (Equation 12).20,51,53–55 For our
study, we have used the Bjerrum length (lb) as 0.7nm, correspond-
ing to that of water at 300 K. In this study we have kept the value of
u0 = 10, representing a good solvent. We note that, previous stud-
ies from our group suggested that excluded volume interactions
exert only a small influence on the results.20,51 The particles used
in the simulation are of radii Rp = 10nm and the homopolymers of
Rg = 24nm. For the simulation, we have used a periodic cubic box
of size (200nm)3 ≈ 20Rp×20Rp×20Rp divided into a 64×64×64
grids. In this study, we did not probe the effect of varying Rp or Rg.
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4 Results and Discussion
In a recent study from our group,20 we considered the struc-
tural characteristics of uniformly charged spherical nanoparticles
in an oppositely charged polymer solution. In such a context,
we demonstrated that there are broadly two categories of struc-
tural characteristics accompanying mixtures of charged particles
and oppositely charged polymers. Explicitly, at conditions of low
charges of the particle and/or high polymer concentrations, the
depletion interactions introduced by the polymer solution domi-
nates both electrostatic repulsion between the particles and the
electrostatic attraction between the polymers and the particles.
For such conditions, the particles exhibited aggregation (termed
as “particle-particle aggregates”) arising from the short-ranged de-
pletion attraction. In general, higher particle volume fractions led
to screening of interparticle electrostatic repulsions and enhanced
the propensity for formation of such direct particle aggregates. In
contrast, at conditions of high polymer and particle charges, and
at dilute polymer concentrations, polymer-bridged particle com-
plexes were shown to result. Such structures were most clearly
evident in the particle-particle radial distribution functions as a
peak at a distance shifted from the particle contact.

In the present study, we are mainly concerned with the regimes
corresponding to polymer-bridged particle complexes (coacer-
vates), which prove of interest for a number of applications.2,3,6–9

Further, to focus specifically on the influence of particle charge het-
erogeneity (and to limit the number of parameters), we fixed the
polymer concentration C/C∗ and polymer charge Qpol , and only
probed the role of the particle charge, volume fraction of particles
and the characteristics of charge heterogeneities. Specifically, in
this work we fixed C/C∗ = 0.092, Qpol = 120, which correspond to
parameters which led to the formation of polymer-bridged struc-
tures with homogeneous charged particles.20

Before delving deeper into the structure of multiparticle sys-
tems, we investigated the effect of protein charge heterogeneities
on the adsorption and the bridging characteristics of polyelec-
trolytes. Of specific interest in this context was the case of negative-
polyampholyte particles, and to identify conditions in which net
polymer adsorption and bridging can result despite the like-
charged nature of the polyelectrolytes. To maintain brevity, we
restrict most of the results and discussion in such a context to the
models “PI1" and “PI2."

4.1 Influence of Particle Charge Heterogeneities on
Polymer Adsorption

To quantify the influence of protein charge heterogeneities on the
adsorption characteristics of the polyanion, a single charged parti-
cle was placed in the center of the simulation box and the polymers
and the counterions were allowed to equilibrate The net adsorp-
tion of polymer was quantified as follows:

Net adsorption =
∫

∞

Rp

d3r
(
ρpol(r)−ρavg

)
(13)

where ρpol(r) and ρavg denote the local and bulk polymer concen-
trations respectively.

The results displayed in Figure 2(a) depict the effect of the
particle charge Qnet on the net polymer adsorption for non-
polyampholyte PI0, PI1 and PI2 particles (Qp = Qnet ;Qn = 0). As
expected, for all the geometries, the net adsorption of polymer in-
creases with increase in Qp due to the enhanced attraction between
the polyanions and the positive patches of the particle. For un-
charged particles (Qnet = 0), the net adsorption is negative due to
the depletion of polymers resulting from entropic exclusion from
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Figure 2 Net adsorption for (a) Non-Polyampholyte particle with net
charge Qnet ; (b) Positive-Polyampholyte particle with net charge Qnet = 20
(dashed lines), 40 (solid lines); and (c) Negative-Polyampholyte particles
with net charge Qnet =−10 (solid lines), −40 (dashed lines).

particle interiors. Interestingly, for non-polyampholyte particles,
the adsorption of polymers is seen to be almost insensitive to the
heterogeneity of charge distribution. Such a result can be ratio-
nalized by using the 2-D polymer concentration profile around the
particle presented in Figure 3. Therein, it can be seen that for PI1
and PI2 particles, despite the greater local concentration of poly-
mers near the positively charged patches (as a consequence of the
higher magnitude of the charge on the patch), the polymers are
depleted near the uncharged patch of the particle, which leads to
similar “net adsorption” as that of the PI0 particles.

The results presented in Figure 2(b) and (c) display the effect of
Qp on the net polymer adsorption on polyampholyte particles with
net charge Qnet . For polyampholyte particles, there is also expected
to be adsorption of polyanions to the positively charged part of the
particle and a depletion from the negatively charged patches of
the particle. However, in contrast to the non-polyampholyte par-
ticles, polymer depletion in polyampholyte particles is expected
to reflect a combination of both electrostatic repulsions between
the polymer and the negative charge patches and the exclusion of
the polymer from the particle interior. Such expectations are seen
to be borne in the polymer concentration profiles displayed in Fig-
ure 4 (a-b). For positive-polyampholyte particles (Figure 2(b)), the
net adsorption is seen to be always positive and increases with in-
crease in Qp. However, for negative-polyampholyte particles (Fig-
ure 2(c)), we observe an interesting behavior in which the net
polymer adsorption crosses over from being negative at small Qp
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Figure 3 Polymer concentration around non-Polyampholyte particles:
(a) PI0, Qp = 20; (b) PI1, Qp = 20,Qn = 0; and (c) PI2, Qp = 20,Qn = 0
particles. The red dots indicate regions of positive surface charge, and the
black dots correspond to the neutral portions. xc,yc denotes the x- and y-
coordinates of the center of the box which coincides with the center of the
particle.

-20 0 20

x-x
c

-30

-20

-10

0

10

20

30

y
-y
c

0

0.002

0.004

0.006

0.008

0.01

0.012

-20 0 20

x-x
c

-30

-20

-10

0

10

20

30

y
-y
c

0

0.002

0.004

0.006

0.008

0.01

-20 0 20

x-x
c

-30

-20

-10

0

10

20

30

y
-y
c

0

0.5

1

10
-3

-20 0 20

x-x
c

-30

-20

-10

0

10

20

30

y
-y
c

0

1

2

3

4

5

6

7
10
-3

(a) (b)

(c) (d)

Figure 4 Polymer concentration around polyampholyte particles: (a) PI1,
Qp = 80,Qn = 40; (b) PI2, Qp = 80,Qn = 40; (c) PI1, Qp = 80,Qn = 120;
(b) PI2, Qp = 80,Qn = 120. The red dots indicate regions of positive surface
charge, and the green dots correspond to the negative surface charge.
xc,yc denotes the x- and y- coordinates of the center of the box which
coincides with the center of the particle.

to a positive value at larger Qp. These results, which are simi-
lar to the results seen in earlier studies by deVries32,33 and El-
lis et. al.,34 can be understood as arising from the adsorption of
polymers on the positively charged patches compensating for the
depletion around the negatively charged patches (Figure 4(c-d)).
As may be intuitively expected, if the difference in the charges of
the positive and negative patches is smaller (Qnet =−10), a smaller
value of positive charge is required to overcome the depletion from
the negative patches.

For both the positive and negative polyampholyte cases, the net
adsorption for PI2 particles are seen to be lower than PI1. Such
a result can be understood as a consequence of two factors: (i)
The magnitude of charge of the individual patches is lower in PI2
systems compared to PI1. Hence, the driving force for adsorption
on oppositely charged patches is correspondingly reduced for PI2
particles; (ii) The positive and the negative patches are located
in closer proximity in PI2 particles as compared to PI1 particles.
Hence, there is an increased repulsion between the negative charge
patches and the polymers in PI2 particles, which contributes to an
enhanced depletion for the negatively charged particles.

4.2 Bridging Characteristics in Negative-
Polyampholyte Particles

As a complement to the results for polymer adsorption presented in
the previous section, we also studied the polymer bridging charac-
teristics accompanying particles with charge heterogeneities. Ex-
plicitly, we set out to quantify the probability of forming a poly-
mer bridge, defined as the ratio of average number of polymers
forming bridges between two particles to the average number of
polymers adsorbed on the first particle. To quantify the bridging
characteristics, we considered a two particle system in which one
of the particles was fixed in the center of the box and the second
particle at a certain distance r from the center of the first particle.
After the pre-equilibration steps, the number of bridged polymers
relative to the number adsorbed are calculated. However, as a con-
sequence of the fact that both the central particle and the satellite
particle possesses charge heterogeneities, we also perform rotation
and revolution moves to span the solid angle coordinates of both
the particles. Understandably, such calculations are computation-
ally expensive and the statistics was poor. Hence, we restrict our
results and discussion only to the case of negative-polyampholyte
particles.

Figures 5(a-d) present the results for probability of bridging for
polyampholyte particles with Qnet = −10 and −40. As expected,
due to the accompanying entropic costs, the bridging probabil-
ity decreases with increase in distance between the two particles.
More interestingly, due to the adsorption of polymers on the op-
positely charged patches of the two particles, we observe that the
probability of bridging is non-zero even when the net charge of the
particles are negative. At a particular distance r, the probability of
bridging increases with increase in Qp which can be attributed to
an increase in the adsorption of negatively charged polymer on the
positive patches (cf. Figure 2(c)). The probability of bridging for
PI2 is lesser than PI1, which is commensurate with the respective
adsorption characteristics and discussion presented in Figure 2(c).

In summary, the results presented in the previous and the
present section demonstrate that the net adsorption and bridg-
ing characteristics of polymers around the charged particles de-
pend upon the magnitude of the charge patches as well as the
characteristic of the charge distribution. The net adsorption for
non-polyampholyte particles was seen to increase with increase in
Qp, but was almost invariant to the heterogeneity of charge dis-
tribution. For positively charged polyampholyte particles, the net
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(a) (b)

Figure 5 Probability of bridging as a function of distance between the
particle surfaces for negative polyampholyte particles: (a) PI1 particle
with Qnet = −10; (b) PI2 particles with Qnet = −10. (b) PI1 particles with
Qnet =−40; (c) PI2 particles with Qnet =−40. The solid lines are exponen-
tial best fits to the data points based on square of error minimization.

adsorption was seen to be positive. However, for the negatively
charged polyampholyte particles, the net adsorption was negative
for smaller Qp, but became positive for larger Qp. Correspondingly,
we observed nonzero probabilities for forming polymer bridges be-
tween the negatively charged polyampholyte particles. For such
cases however, the net adsorption and the bridging probabilities
for PI2 were seen to be lower than PI1. Together, such results pro-
vide an indication of the physics likely to accompany the phase
behavior of mixtures of such heterogeneously charged nanoparti-
cles and polyanions. In the following sections, we present results
which explicitly quantify the structural characteristics of such mul-
tiparticle systems.

4.3 Quantification of Structure of Particle Aggregates
and Particle-Polymer Complexes

For systems of mixtures of (multiple) charged particles and poly-
mers, we quantified our results through three measures of the
particle structure: (i) Particle-particle radial distribution functions
(RDF); (ii) Cluster size distributions of direct particle aggregates
and particle-polymer complexes (i.e. polymer-bridged particle ag-
gregates); and (iii) Bridging fraction (Br), representing the num-
ber of polymers forming polymer bridges relative to the total num-
ber of polymers in the system. In this section, we describe briefly
the framework adopted to quantify these measures.

The particle-particle RDFs provide a convenient “first-pass” ap-
proach to distinguish solution conditions leading to direct parti-
cle aggregation from those which lead to polymer-bridged parti-
cle complexes. Specifically, RDFs characterized by a peak shifted
from the surface of the particle by a distance ∼ Rg are classified as
polymer-bridged aggregates (PB). In contrast, when there is a peak
in the RDF near the surface of the particle (albeit, as will be dis-
cussed later, such a peak can manifest shifted from the surface of
the particle), such states are classified as direct particle aggregates
(PP). Cases in which a peak in the value of RDF was observed both
at the particle contact as well as at a shifted distance, was termed
as a mixed phase (PP+PB). We note that we did not impose any
critical value for the magnitude of peak in RDF to identify the dif-

(b)(a) Direct particle aggregate Polymer bridged aggregate 

Figure 6 SCMF snapshots of PI1 particles and polymers at φp = 0.10,
C/C∗ = 0.092 for (a) Qnet = 5: Depicting direct particle aggregation; (b)
Qnet = 40: Depicting polymer-bridged particle aggregation.

ferent states.
As will be seen in our results discussed later, the particle-particle

RDF alone does not allow us to distinguish direct particle aggre-
gates from polymer bridged aggregates. The SCMF framework
uses an explicit representation of polymers and particles (in con-
trast to other approaches which are similar in spirit,54,56–58 and
is hence especially advantageous for further quantification of the
characteristics of the aggregates. Towards such objectives, we used
a procedure proposed by Sevick et al.20,51,59–62 and adapted in our
earlier work in which “clusters” (both particle-particle and particle-
polymer) are mapped onto a connectivity matrix. By identifying
the indirect contacts arising within the matrix, statistics of the
unique clusters can be delineated. We consider all the particles in
the system while constructing the cluster size distribution. In our
work, particles were considered to be in contact when the distance
between two particles was lesser than a grid spacing (since the
grid spacing represents the smallest resolution in our simulations,
such a framework is reasonable for identifying particle clusters).
For quantifying polymer-bridged clusters, the connectivity matrix
was modified to account for binding between two particles to be
defined when both are in contact with the monomers of the same
polymer. A monomer was considered to be in contact with the par-
ticle when its distance from the surface of the particle is smaller
than a grid space. To illustrate, SCMF simulation snapshots of
PI1 particles and polymers forming direct particle aggregates and
polymer-bridged particle aggregates are presented in Figure 6.

Based on the above analysis, we quantify the number of clusters
of size s (respectively identified for both direct particle-particle and
polymer-bridged particle aggregates), denoted as N(s). The frac-
tion of the total number of particles forming a cluster size of size s
is denoted as n(s) and is given as:

n(s) =
sN(s)

Np
. (14)

To distinguish between the two different kinds of clusters, i.e.
the particle-particle (PP) and polymer-bridged particle (PB) aggre-
gates, the cluster characteristics are denoted respectively as np(s)
and npol(s).

4.4 Mixtures of Homogeneously Charged Particles and
Polyanions

In our previous articles, we presented a comprehensive set of re-
sults for the structure and phase behavior of homogeneous posi-
tively charged particles.20,51 Prior to discussing our results for het-
erogeneously charged particles, in this section we briefly summa-
rize the results for the structure of both homogeneous positive and
homogeneous negative charged particles in polyanionic solutions
for the parameters adopted for the present study.

In Figure 7(a-d) we present the structural properties of homo-
geneous positively charged (solid lines) and negatively (dashed
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Figure 7 (a) Particle-particle RDF; (b) Normalized polymer concentration
profile around the particle; (c) Particle polymer cluster distribution; (d)
Bridging fraction. Qnet denotes the net charge of the particles. The re-
sults pertain to homogeneously charged particles (PI0) with particle vol-
ume fraction φp = 0.025 and polymer concentration C/C∗ = 0.092.

lines) particles in a negatively charged polymer solution. From
the results displayed in Figure 7 (a), it is seen that for positively
charged particles, the peak of the RDF is shifted from the parti-
cle surface. Such results are consistent with the observations pre-
sented in our earlier work,20,51 wherein it was demonstrated that
such parametric regimes lead to the formation of polymer-bridged
clusters arising from polymer adsorption on distinct, oppositely
charged particles. Consistent with such a reasoning, the poly-
mer density profiles displayed in Figure 7 (b), indicate polymer
adsorption on positively charged particles. Moreover, supporting
the polymer bridging hypothesis, the position of the RDF peak is
seen to be relatively insensitive to the particle charge, and instead
depending only on the polymer radius of gyration. Finally and
more directly, the results depicted in Figure 7 (c) and (d) confirm
the presence of polymer-bridged clusters with a significant fraction
of polymers involved in bridging.

Interestingly, the results displayed in Figure 7 (a) for negatively
charged particles exhibit characteristics which are similar to those
seen for the positively charged particles. Specifically, there is seen
to be a peak in the RDF at a distance shifted from the surface of
the particle. The origin of such a behavior is however distinct from
the polymer-bridged structures seen for the positively charged par-
ticles. Specifically, for negatively charged particles, the polymers
are expected to be depleted from the surface of the particle (Fig-
ure 7(b)) due to a combination of the entropic costs arising from
the exclusion from the particle interiors and the electrostatic repul-
sions arising from the like charges on the particles and the poly-
mers. As a consequence, there is an polymer-induced attractive
(depletion) interaction between the particles which competes with
their direct electrostatic repulsions, and the structural characteris-
tics that manifest represent an interplay of such interactions. Sup-
porting such arguments, the position of the RDF peak is seen to
shift further from the surface of the particle for Qnet = −40 (rela-
tive to Qnet = −20), due to the increased electrostatic repulsions.
Moreover, it can indeed be seen that the polymer-bridged cluster
characteristics displayed in Figure 7(c) exhibits a monomer type

distribution (involving less than 4-5 particles) for the negatively
charged particles.

Together, the above results provide a framework to calibrate the
results for polyampholyte particles presented in the following sec-
tions. Moreover, our observations also emphasize the need to uti-
lize multiple characterization measures to unequivocally identify
the structure of the polymer-particle mixtures.

4.5 Mixtures of Polyanions and Positive Polyampholyte
Particles

In the present section, we discuss the results for the particle
structural characteristics in mixtures of polyanions and positively
charged polyampholyte particles. The results for the case of non-
polyampholyte particles (in solutions of polyanions) were very
similar to those observed for positive polyampholyte particles.
Hence, we relegate the discussion of non-polyampholyte particles
to the supplementary information.

4.5.1 Influence of Net Charge, Relative Charge and Pattern of
Charge Inhomogeneities

To probe the effects of particle charge and heterogeneity on the
resulting particle structural characteristics, we adopted a frame-
work in which the net charge of particle (Qnet = Qp −Qn) was
maintained fixed, while the ratio of Qp to Qn was modulated. Fig-
ures 8 (a-d) displays the results for Qnet = 20, and Figures 8 (e-h)
presents the corresponding results for Qnet = 40. We first present
results for the case of PI2 particles and subsequently compare the
influence of different patterns of charge inhomogeneities.

We recall from the results discussed in Section 4.4, that in the
case of positively charged homogeneous particles (PI0), an in-
crease in the particle charge leads to an increase in both the in-
tensity of the (polymer-bridged aggregate) peak in the RDF and
the size of the polymer-bridged particle clusters (Figures 7 (a), (c)
and (d)). In comparing the results for Qnet = 20 (Figures 8 (a-d))
with those for Qnet = 40 (Figures 8 (e-h)), we observe that pos-
itive polyampholyte particles exhibit trends which are consistent
with such features, viz., higher propensity for polymer-bridging
and larger polymer-bridged clusters for the case of larger net par-
ticle charges.

Interestingly, in Figures 8 (a), (c), (d) and 8 (e), (g), (h) we
observe that an increase in the charge of the positive patches Qp of
the particles (for a fixed Qnet) simultaneously lowers the peak of
the RDF and increases the polymer bridging fraction and the size of
the resulting polymer-bridged clusters. The lowering of the peak of
the RDF can be understood as a consequence of the increase in the
negative charge of the patches and the accompanying repulsion of
the polymers from the particles, factors which can be expected to
lower the interparticle bridging attractions. To understand the con-
trasting results observed in the polymer bridging fraction and the
cluster sizes, we note that polyampholyte particles possess an addi-
tional source of electrostatic interparticle interaction arising from
the presence of oppositely charged patches. The resulting attrac-
tive interactions is expected to be proportional to the product of
charge of individual patches, and hence becomes more significant
for larger Qp and Qn. Such interactions counteract the electrostatic
repulsions between the particles (arising from the same sign of the
net charges), and is expected to bring the particles closer to each
other. Such a hypothesis is supported by the increase in both the
value of the RDF at particle contact (Figures 8 (a) and (e)) and the
size of the particle-particle clusters (Figures 8(b), (f)) arising from
an increase in Qp. The influence of Qp on the polymer-bridging
and the polymer-bridged cluster characteristics can be ascribed to
the closer proximity of the particles resulting from such electro-

7

Page 7 of 14 Soft Matter



4. RESULTS AND DISCUSSION

static attractions.

0 1 2 3
0

0.5

1

1.5

(e)

20 40 60 80

Q
p

0.35

0.4

0.45

0.5

0.55

B
r

40 60 80 100

Q
p

0.64

0.66

0.68

0.7

0.72

B
r

1 2 3 4 5

s

10
-6

10
-4

10
-2

10
0

n
p
(s
)

(b)

(h)(d)

10 20 30 40 50

s

10
-5

10
0

n
p
o
l(
s)

(c)

0 1 2 3
0

0.5

1

1.5

(a)

1 2 3 4 5

s

10
-6

10
-4

10
-2

10
0

n
p
(s
)

(f)

10 20 30 40 50

s

10
-5

10
0

n
p
o
l(
s)

(g)

Figure 8 Results for PI2 positive polyampholyte particles: (a) Particle-
particle RDF at different Qp/Qn for Qnet = 20; (b) Size distribution of the
particle-particle clusters for the system in (a); (c) Size distribution of the
particle-polymer clusters for the system in (a); (d) Bridging fraction for the
system in (a); (e) Particle-particle RDF at different Qp/Qn for Qnet = 40;
(f) Size distribution of the particle-particle clusters for the system in (e);
(g) Size distribution of the particle-polymer clusters for the system in (e);
(h) Bridging fraction for the system in (e) For all the results, bulk polymer
concentration C/C∗ = 0.092, particle volume fraction φp = 0.025.

Next, we consider the results for five different models of in-
homogeneous charge distributions at a fixed volume fraction of
the particles φp = 0.025, Qp = 100 and Qn = 60 (Qnet = 40). Fig-
ures 9 (a-d) present the particle-particle RDF’s, sizes of particle-
particle and particle-polymer clusters and the bridging fractions
respectively.

From our discussion in the context of Figure 8a, we recall that
for Qp = 40 and Qn = 60, the particle structure for PI2 particles
exhibited a peak in RDF corresponding to polymer-bridged aggre-
gates. The results displayed in Figure 9(a) indicate that the dif-
ferent patterns of charge inhomogeneities exhibit a very similar
feature. However, in Figure 9(a) we observe that the RDF value at
particle contact decreases with increase in the number of patches.

Such a trend can be explained by the reasoning discussed above,
viz., that the positive polyampholyte particles experience an elec-
trostatic attraction correlated to the product of the charges in the
positive and negative patches. With an increase in the number of
patches, the individual charge of the patches is correspondingly re-
duced (Qp/n), leading to a decrease in the strength of the electro-
static attraction. Such a weakening of the electrostatic attractions,
and the resulting larger interparticle distances, manifests as the
smaller particle-particle (Figure 9 (b)) and polymer-bridged ag-
gregates (Figure 9 (c)), and the lower bridging fractions observed
for more patchier particles.

In summary, the results presented in this section demonstrate
that positively charged polyampholyte particles form polymer-
bridged particle clusters. The formation of such structures was
more pronounced for larger net charge on the particle and for
less patchier particles. With increase in the charge of the posi-
tive patches, Qp, and/or with a reduction in the patchiness of the
particles, there was an increase in the size of polymer-bridged ag-
gregates resulting from the closer proximity of the particles expe-
riencing enhanced electrostatic attraction between the oppositely
charged patches.
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Figure 9 (a) Particle-particle RDF at different charge distributions of
positive-polyampholyte particles; (b) Size distribution of the particle-
particle clusters for the system in (a); (c) Size distribution of the particle-
polymer clusters for the system in (a); (d) Bridging fractions as a function
of the number of patches. For all the results, bulk polymer concentration
C/C∗ = 0.092, particle volume fraction φp = 0.025, Qp = 100 and Qn = 60.

4.5.2 Effects of particle volume fraction

Figures 10 (a-d) present results for the influence of particle vol-
ume fraction on the structure of PI1 and PI2 particles at a fixed
particle charge Qp = 80 and Qn = 60. For all particle volume frac-
tions φp, the particle structure for both PI1 and PI2 particles are
seen to exhibit a weak peak in RDF corresponding to polymer-
bridged aggregates (Figure 10(a)). With an increase in particle
volume fraction, there is however seen to be an increase in the con-
tact value of the particle-particle RDF. Such trends are seen more
prominently in PI1 particles, which exhibits a sharp peak at par-
ticle contact (in addition to the weak peak from polymer-bridged
structures) for φp = 0.157. The above results are indicative of a
transformation from polymer-bridged clusters with separated par-

8

Page 8 of 14Soft Matter



4. RESULTS AND DISCUSSION

ticles to direct particle aggregates. Supporting such a hypothesis,
the particle-particle cluster size distributions (Figure 10(a)), dis-
play a shift towards larger cluster sizes. As a consequence of the
closer proximities of the particles due to such an aggregation (and
the reduction in the average interparticle spacing resulting from
increased number of particles), both the polymer-bridged clusters
and the bridging fractions are also seen to shift to larger values
with increasing particle volume fractions.
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Figure 10 Effect of particle volume fraction for positive polyampholyte par-
ticles: (a) Particle-particle RDF; (b) Particle-particle cluster distribution; (c)
Particle-polymer cluster distribution; (d) Bridging fraction for different val-
ues of Qp. For all the above results, Qnet = 20 with Qp = 80 and Qn = 60,
C/C∗ = 0.092. Solid lines are results for PI1 particles and dashed are for
PI2 particles.

The above results can be understood to arise as a consequence
of the screening-induced reduction in interparticle electrostatic re-
pulsions. Indeed, in our earlier work,51 we demonstrated that an
increase in the particle volume fraction had an effect similar to an
enhancement in depletion attractions which result from increasing
polymer concentrations. Due to such a reduction in the interparti-
cle electrostatic repulsions, both the direct attractions between the
oppositely charged patches on the particles and the polymer de-
pletion induced attraction becomes more relevant, leading to the
formation of direct particle aggregates. To explain the influence of
the pattern of charge inhomogeneity on such results, we again in-
voke the fact that since PI1 particles possess greater charge on the
individual patches, and hence the direct electrostatic attractions
which drive the particle clustering phenomena are expected to be
stronger in such cases.

Based on the classification of the phases described in Section 4.3,
we collated our results for positive polyampholyte particles in
terms of “phase diagrams” (Figure 11) which summarize our find-
ings. Overall, it can be seen that increasing the charge on the
positive patches and/or the particle volume fractions, leads to an
increased tendency to form particle aggregates. In comparing the
different patterns of charge inhomogeneities, we observe that in-
creasing the number of patches (for fixed Qp and Qn) has an effect
similar to that of reducing the charge on the positive patches.
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Figure 11 Morphology based phase diagrams for positive polyampholyte
particles: (a) PI0; (b) PI1; and (c) PI2 particles; For all the results, bulk
polymer concentration C/C∗ = 0.092. The net charge of all the particles
is Qnet = 20 and Qn = Qnet −Qp. PP - Direct particle aggregation; PB -
Polymer bridged aggregation; PP+PB - Mixed phase
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Figure 12 Structure of negative-polyampholyte particles: (a) Particle-
particle RDF at different Qp,Qn; (b) Size distribution of the particle-particle
clusters for the system; (c) Size distribution of the particle-polymer clus-
ters; (d) Bridging fraction. The results displayed correspond to net charge
Qnet = −40, particle volume fraction φp = 0.025, C/C∗ = 0.092. Solid lines
are results for PI1 particles and dashed are for PI2 particles.

4.6 Mixtures of Polyanions and Negative Polyam-
pholyte Particles

In this section we consider the particle structure and cluster char-
acteristics for polyampholyte particles in which the net charge is
negative (same as that of the polyanion).

4.6.1 Effect of Net Charge, Relative Charge and Pattern of
Charge Inhomogeneities

Similar to our discussions for positive polyampholyte case, to
unravel the effect of charge heterogeneities for net negatively
charged polyampholyte particles, we maintained a fixed charge
of the particle and varied the ratio of Qp/Qn to probe its effect
on structural properties of PI1 and PI2 particles (we present a
discussion elaborating the influence of pattern of charge inhomo-
geneities subsequently). Figures 12 (a-d) represents the results for
particle-particle RDF, particle-particle cluster distribution, particle-
polymer cluster distribution and bridging fractions at a constant
particle volume fraction φp = 0.025 and net charge of the particle
Qnet =−40.

Figure 12 (a) presents the results for particle-particle RDF. For
lower values of Qp (or Qn), the RDFs exhibit characteristics of a
dispersed phase for both PI1 and PI2 particles. In subsection 4.4,
for PI0 (homogeneous) negatively charged particles, it was seen
that the RDF displayed a shifted peak from the particle surface
(Figure 7). Such characteristics were rationalized as arising from
a combination of polymer depletion attractions and interparticle
electrostatic repulsion. The results displayed in Figure 12 (a) con-
trasts with such characteristics and demonstrates that simply ren-
dering the particle charges inhomogeneous reduces both the ex-
tent of electrostatically driven polymer depletion and the resulting
attractive interactions to an extent to eliminate the clustering char-
acteristics seen for homogeneously charged particles.

With increasing Qp and Qn, the RDF value at the particle con-
tact increases, leading to more pronounced particle-particle clus-
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Figure 13 Structure of negative-polyampholyte particles for different pat-
terns of charge inhomogeneities: (a) Particle-particle RDF; (b) Size distri-
bution of the particle-particle clusters; (c) Size distribution of the particle-
polymer clusters; (d) Bridging fraction. The results displayed correspond
to Qp = 80, Qn = 120, C/C∗ = 0.092 and Qpol =−120.

ters (Figure 12 (b)), polymer-bridged clusters (Figure 12 (c)) and
polymer bridging fractions (Figure 12 (d)). Such trends can be
rationalized by a reasoning similar to that advanced in the con-
text of positive polyampholyte particles, in which the increase in
Qp leads to a greater degree of electrostatic attraction between the
oppositely charged patches, which in-turn drive the formation of
particle aggregates. The formation of such particle-particle clus-
ters brings the particles into closer proximity, which enhances the
formation of polymer bridges and the associated cluster sizes.

Figures 13 (a-d) present results for the influence of parti-
cle charge heterogeneity on the structure of negatively charged
polyampholyte particles. For PI1 particles, the RDF is seen to
exhibit a peak at particle contact. With increase in the number
of patches, the value of the RDF at contact is seen to decrease.
Consistent with RDF results, the particle-particle cluster sizes (Fig-
ure 13(b)) also increases with a decrease in the number of patches.
Accompanying the formation of particle-particle clusters, the PI1
particles are also seen to exhibit substantial polymer bridging (Fig-
ures 13(c) and (d)).

The above results are very similar to the trends observed in
the context of positive polyampholyte particles (Figure 9) and
can again be rationalized based on the charge on the respective
patches. More explicitly, an increase in the number of patches re-
duces the effective (positive and negative) charge on the patches,
and thereby diminishes the direct electrostatic attractions. More-
over, the lowering of the charges also reduces the electrostatic
polymer depletion and the resulting interparticle attractions. To-
gether, such effects lead to an overall reduction in the particle ag-
gregation and clustering phenomena.

In summary, the results presented in this section share a number
of similarities in physics and outcomes to the results discussed in
the context of positive polyampholyte particles. Mainly, we ob-
serve that an increase in the charge on the patches (at a fixed
net charge of the particle) and/or a reduction in the number of
patches leads to an increase in the tendency to form direct particle
aggregates. However, it is of interest to note that polymer-bridged
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Figure 14 Structure of negative-polyampholyte particles for different parti-
cle volume fractions: (a) Particle-particle RDF at different φp for Qnet =−40;
(b) Size distribution of the particle-particle clusters for the system in (a); (c)
Size distribution of the particle-polymer clusters for the system in (a); (d)
Bridging fraction for the system in (a). For all, it is for polyampholyte patchy
particles PI1 and PI2 with net charge Qnet = −40, Qp = 40 and Qn = 80,
C/C∗ = 0.092 and Qpol = 120. Solid lines are results for PI1 particles and
dashed are for PI2 particles.

clusters were only observed as accompanying direct particle ag-
gregates. Such results contrast with those seen in the context of
positive polyampholyte particles, wherein polymer-bridged aggre-
gate structures were seen to form even in the absence of direct
particle aggregates.

4.6.2 Effect of particle volume fraction

To probe the effect of particle volume fraction on the structural
properties of negative polyampholyte particles, we fixed Qp = 40
and Qn = 80, and varied the particle volume fraction. Figure 14 (a)
displays the particle-particle RDFs for PI1 and PI2 particles for dif-
ferent particle volume fractions. In all cases, there is observed to
be a peak in RDF at a location shifted from the particle contact.
With increase in particle volume fraction, the intensity of the peak
increases and the location of the peak moves closer to the particle
surface. Consistent with such trends, both PI1 and PI2 particles
are observed to form larger particle-particle clusters with increase
in particle volume fraction. In comparing PI1 and PI2 particles, we
observe that the intensity of the peak is in general higher and the
location shifted further (from the particle surface) for PI1 particles.

To understand the above results, we point out the similarity be-
tween the general characteristics of the RDFs above and those
discussed in the context of Figure 7 (a) in Section 4.4. Therein,
the origin of the peak in the RDF was rationalized as arising from
between the interparticle electrostatic repulsion and the polymer
depletion induced attractions. Further, we recall that the poly-
mer depletion characteristics were also influenced by the electro-
static repulsion between the like-charged polymers and particles.
Within such a framework, the results of Figure 14(a) can be ra-
tionalized as arising from a similar interplay between electrostatic
repulsions and depletion attractions. In such a context, the in-
crease in the intensity and the shift in the location of the peak in
RDF with increasing particle volume fraction can be understood as
a consequence of screening of electrostatic repulsions. Consistent
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Figure 15 Phase diagram for (a)PI0 (b)PI1 and (c)PI2 particles; For all the
results, bulk polymer concentration C/C∗ = 0.092. The net charge of all the
particles is Qnet =−40 and Qp =Qnet−Qn. PP - Direct particle aggregation;
D - Dispersed phase;

with our hypothesis for the mechanism, and eliminating polymer-
bridging interactions as a possible origin of the results, we observe
that the polymer-bridged clusters encompass only a small fraction
of particles for lower volume fractions (such results are to be con-
trasted with those seen in positively charged particles). At higher
volume fractions, polymer-bridged clusters are seen to increase in
size. However, such trends arise due to the increase in particle-
particle clusters and the reduction in the average interparticle dis-
tances at such conditions.

Within the above framework, the differences observed between
PI1 and PI2 particles can be rationalized based on the strength of
electrostatic and depletion interactions which manifest in PI1 par-
ticles. Indeed, as discussed in earlier sections, PI1 particles pos-
sess larger magnitude of charges on the positive and the negative
patches. As a result, the direct electrostatic repulsions and the
polymer depletion is expected to be stronger, which manifests in
the intensity and the location of the peak in RDF.

Similar to the results in Section 4.5.2, we collate all the results
for the negatively charged polyampholyte particles in terms of a
“phase diagram” for PI0, PI1 and PI2 particles for Qnet = −40. To
describe the morphology, structures in which the peak of RDF is
shifted from the particle contact but exhibit only small particle-
particle clusters are classified as dispersed phases. Structures in
which the peak of RDF is greater than unity and the particle-
particle clusters size are greater than 10, are classified as particle-
particle aggregates.

The results displayed in Figure 15 are consistent with the ear-
lier discussed observations. In general, we observe a propensity to
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form particle-particle aggregates more prevalent for particles with
smaller number of patches and higher particle volume fractions.
These are consistent with the strength of the electrostatic repul-
sions and the depletion interactions which manifest in such situa-
tions. Interestingly, none of the parameters we probed resulted in
polymer-bridged aggregate phases in such negative polyampholyte
particles. Such results and the contrast with experiments discussed
in the introduction, suggests that the partial dissociabaility of the
proteins is likely an important factor in influencing such observa-
tions.

5 Summary
In this article, we have presented results for the effect of parti-
cle charge inhomogeneities on the structure and phase behavior in
mixtures of nanoparticles and charged polyelectrolytes. We probed
two classes of polyampholyte systems: (I) particles with net pos-
itive charge (II) particles with net negative charge. For both the
systems, we have studied the effect of geometry of charge distri-
bution, the magnitude of positive charge (Qp) and the particle vol-
ume fraction (φp).

For positive polyampholyte cases, the particles were seen to form
either polymer-bridged or direct particle aggregates. Increasing
the charge on the positive patches and/or the particle volume frac-
tions, leads to an increased tendency to form particle aggregates.
In comparing the different patterns of charge inhomogeneities, we
observe that increasing the number of patches (for fixed Qp and
Qn) had an effect similar to that of reducing the charge on the
positive patches. For negative polyampholyte particles, we ob-
served only direct particle aggregates. The propensity to form such
structures was more prevalent for particles with smaller number of
patches and higher particle volume fractions.

The results presented in the present article constitute first steps
towards addressing the influence of protein charge heterogeneities
on the structure of protein-polyelectrolyte mixtures. A number of
directions emerge for potential future studies. The primary among
these is the inclusion of pH and partial dissociability effects of the
charged groups. A second direction is the study of more realistic
models for protein charge heterogeneities which may draw upon
the structures available in protein data bank.
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1 Line Description: Quantified the influence of protein charge heterogeneities on the structure of 

protein-polyelectrolyte complexes. 
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