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Dichotomy between local spins and conjugated electrons spawns various exotic physical phe-
nomena, which however has mostly been reported in three-dimensional (3D) inorganic systems.
We show, for the first time, that a rare 2D metal-organic framework holds the intriguing dichotomy
behavior, which can be directly identified through scanning tunneling microscopy/spectroscopy
(STM/STS). In a newly synthesized Cu-Hexaiminobenzene [Cu3(HAB)2], on the one hand, the
Cu2+ ions form an ideal S-1/2 antiferromagnetic (AFM) kagome lattice; on the other hand, the
conjugated-electrons from the organic ligands produce a frustrated πx,y model on a honeycomb
lattice, giving rise to completely dispersionless energy bands around the Fermi level that favors
the ferromagnetic (FM) state. Remarkably, the frustrated local spins and conjugated electrons
interact through a strong FM Hund’s coupling, giving rise to a wide range of intriguing quantum
phases. Further, we propose this dichotomy can be directly characterized through STM/STS mea-
surements due to its special 2D nature, which provides a unique exciting platform to investigate
the dichotomy of frustrated spins and electrons in one single lattice.

Introduction
The coexistence and competition of local spins and conducting
electrons is one of the most fascinating problems in condensed
matter physics. Such a dichotomy between electronic localization
and itinerancy leads to a range of intriguing physical phenomena
in strongly correlated systems, such as the Kondo1,2, the heavy
fermion3,4, cuprate and iron pnictide high temperature super-
conductors5–8, and giant magnetoresistance (GMR) systems9–11.
The entanglement between spin and charge degrees of freedom in
these dichotomy systems spawns exotic condense matter phases
that have attracted much attention for fundamental study (e.g.,
quantum critical phenomena and unconventional superconduc-
tivity) and also for potential applications (e.g., GMR and spin-
tronics). So far, studies of dichotomy physics have been confined
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in inorganic systems, which are mostly in 3D forms. Generally,
dichotomy features in these systems are not directly observable,
but instead be revealed indirectly through their measurable phys-
ical manifestations, e.g., superconductivity and GMR effect. As
a consequence, the underlying mechanisms for many observed
phenomena remain mysterious, leading inevitably to controver-
sies between experimental results as well as theories.

On the other hand, rapid development in modern chemical syn-
thesis is turning metal-organic frameworks (MOFs)12–14 into a
playful legoland15–17, where structures with desired electronic
and magnetic properties can be delicately tailored with diverse
metal ions and organic linkers18–20. Recently, 2D MOFs have
been successfully synthesized21–23 and many interesting phe-
nomena have been proposed24–28. Here, we demonstrate that
2D MOFs represent a novel promising platform to study the di-
chotomy between local spins and itinerant electrons, because of
the coexistence and competition between the spin degree of free-
doms from metal irons and π-conjugated itinerant electrons from
organic ligands. Most remarkably, we show the dichotomy fea-
ture of 2D MOFs can be directly identified experimentally, which
provides a distinct advantage over 3D inorganic systems.

As a prototypical model system, we use a recently syn-
thesized Cu-hexaiminobenzene framework [Cu3(HAB)2,
Cu3(C6N6H6)2]29,30 to elaborate on our findings. As schemati-
cally shown in Fig. 1(a), the HAB ligands connect Cu ions into
a 2D periodic lattice; each Cu ion locally coordinates with four
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Fig. 1 Structural and electronic properties of Cu3(HAB)2. (a) Atomic
structure of a HAB molecule and the crystalline structure of Cu3(HAB)2
by coordinating HAB with Cu. (b) Schematics of two frustrations in this
material.

N atoms in a distorted planar square geometry. We reveal that
this material can be viewed as a combination of two subsystems
[Fig. 1(b)]. One is a kagome antiferromagentic S = 1/2 lattice
(KAFM) consisting of Cu2+ ions. The other subsystem consists
of px,y-like (πx,y) molecular orbitals on a honeycomb lattice
that gives rise to an itinerant flat band right at the Fermi level.
Remarkably, the two subsystems are simultaneously frustrated
and also strongly coupled within a close energy proximity,
representing the first organic dichotomy system with possibly
new condensed-matter phases with different amount of doping.
We note that though localized spins and the singlet biradical have
been reported in bis(benzene-1,2-dithiolato)metal molecular
complexes31–34, it is different from a dichotomy system as the
competition between the two characteristic electrons is missing
without crystal periodicity. Though broadly exist in MOFs23,29,30,
to the best of our knowledge, no literatures have reported such
phenomenon yet.

We implement two methods, (i) doping and (ii) tuning cor-
relation strength (U), to study the competition between localized
spins (AFM) and itinerant electrons (FM), based on which a phase
diagram for different doping levels and correlation strengths is
constructed. Most importantly, beyond traditional 3D inorganic
dichotomy systems, we further demonstrate that the dichotomy
substantiated in 2D Cu3(HAB)2 can be directly identified through
scanning tunneling microscopy/spectroscopy (STM/STS) mea-
surements. Furthermore, as one of the well-known outcomes due
to the dichotomy, the GMR effect in Cu3(HAB)2 is analyzed with
the formation of magnetic polaron due to frustration.

Calculation results
We first calculated the band structure within the standard den-
sity functional theory (DFT, See computational details in SI)
[Fig. 2(a)]. Below the Fermi level (from -1.75 to -0.5 eV), there
is a pair of isolated πz Dirac bands just like the pz-bands in

graphene. Around the Fermi level (-0.25 to 0.5 eV), there are
seven bands, among which three are completely dispersionless,
manifesting typical features of frustration. More importantly, the
Fermi level almost coincides with one of the flat band25,26,35. By
resolving these bands according to the atomic composition, they
can be decomposed into a three-band set (red) and a four-band
set (blue). The three-band set mainly arises from the Cu ions,
which can be nicely fitted by a single-orbital tight-binding (TB)
hopping model on a kagome lattice [Fig. 2(b)]:

H0
d = td ∑

〈i j〉
(d†

iσ d jσ +H.c.) (1)

where the summation 〈i j〉 are constrained within the nearest-
neighbors (NN) on the Cu kagome lattice indexed by i, j, and
td = 0.06 eV is the fitted NN hopping amplitude. The four-band
set arises from a combination of N and C orbitals, reflecting the
typical features of an effective πxy σ -bond hopping model on a
honeycomb lattice:

H0
π = tπ ∑

〈IJ〉
(π l†

I π
l
J +H.c.) (2)

where the summation 〈IJ〉 are constrained within the NN bonds
on the HAB honeycomb lattice indexed by I,J. π l† creates a super-
position state of πx and πy orbitals with the orbital vector parallel
to the bond, i.e., |π l〉 = cosφ |πx〉+ sinφ |πy〉 with φ as the angle
between the bond and the x-axis. πx,y are molecular conjugated
orbitals from HAB with analogical symmetries to atomic px,y or-
bitals. According to Fig. 2(a), they distribute among both C and
N atoms. In this model, tπ is equivalent to the σ -bond hopping
amplitude, while the weak π-bond hopping is neglected. tπ is
fitted to be 0.22 eV [Fig. 2(c)]. We noticed that the LDA band
structure could be better reproduced by further considering the
small π l-orbitals overlap on the NN sites S = 〈π l

I |π l
J〉 = 0.18. The

generalized eigenvalue problem becomes det(H0
π −εS) = 0, where

ε is the eigenenergy.

To fully characterize this intriguing material beyond DFT, two
additional questions should be answered: (a) What is the basis of
these hopping models? The nonorthogonality of the effective πx,y-
orbitals revealed from the band fitting already implies that they
should be complicated molecular orbitals; (b) How does correla-
tion interaction change the picture? This question is particularly
important to the kagome bands arising from Cu, because Cu 3d-
electrons are known to experience strong Coulomb repulsion.

These questions can be partially addressed by studying the
building blocks of Cu3(HAB)2 based on the quantum chemistry
computational package (Gaussian). We proceed by a “computa-
tional thought experiment” to analyze first a single HAB molecule
[Fig. 3(a)], then a Cu-(HAB)2 complex formed by sandwiching
one Cu atom between two HAB molecules [Fig. 3(b)], and fi-
nally a crystalline Cu3(HAB)2 by imposing the periodic bound-
ary condition (PBC) [Fig. 3(c)]. Figure 3(d) shows the three
highest occupied molecular orbitals (HOMOs) of a single HAB
molecule with the corresponding wavefunction of these orbitals.
It is clear that they mainly arise from the π-conjugation of the
C/N pz-orbitals. The two degenerate levels (πx and πy) on top
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Fig. 2 Band structures from DFT, DFT+U and the effective TB models.
(a) Atomic-resolved DFT band structure; the marker size indicates the
weight of the atomic composition. Decomposition of the bands into (b) a
kagome lattice and (c) a honeycomb lattice, with comparison to the
effective TB model band structure. (d) The DFT+U AFM band structure
and the projected density of states (PDOS). (e) The DFT+U FM band
structure and PDOS. The solid and dashed curves correspond to
different spins.

have the same symmetry as the atomic px and py orbitals. The
single level below (πz) has the same symmetry as the atomic pz

orbital. The molecular πx,y-orbitals define the basis of Eq. 2. In a
single molecule, πx,y,z are all fully occupied.

Figure 3(e) (left panel) shows the evolution of the occupied
levels after putting a Cu atom between two HAB molecules. The
HOMO now becomes a half-filled single orbital primarily consist-
ing of the Cu 3d orbital (SOMO). By choosing the coordinates in
Fig. 3(b) as the orbital quantization axes, this MO is equivalent to
an atomic dxy-orbital. All the other Cu 3d-orbitals are found to be
deep down away from the Fermi level and fully occupied. Hence,
Cu is in a +2 (3d9) valence state, containing one single hole.
The situation is actually very similar to that in high-Tc cuprate
superconductors6, where the Cu-O planar crystal field splits out
a half-filled dxy-orbital, and the dynamics of this dangling bond is
the microscopic origin of all the unusual electronic properties6.

The πx,y orbitals now become the second HOMOs (HOMO-n).
They are still degenerate, but the filling factor reduces from 1
to 3

4 [left panel of Fig. 3(e)]. This result can be understood by
noticing that to bond with Cu, the two HAB molecules release
four H+ ions in total. The Cu2+ ion, however, can only donate
two electrons to the HAB molecules. Consequently, upon bond-
ing with a Cu, each HAB molecule loses one out of its four p̃x,y

electrons. It is worth noting that the two floating π electrons in
Cu-(HAB)2 has been extensively studied31,32,34, where the sin-
glet biradical state with two singly occupied states was proved to
be more stable than the resonance state with one single HOMO
level occupied by two electrons. Moreover, the localized spin of
the Cu2+ ion and the ligand radicals coexist and are coupled fer-
romagnetically because of the strict orthogonality between the

two32. After imposing PBC with two extra Cu ions per unit cell,
two HAB molecules become one-fourth filled and three Cu ions
contribute three half-filled dxy-orbitals [right panel of Fig. 3(e)]
(See discussion in SI and Fig. S1). These molecular orbitals are
actually the wavefunction bases forming the corresponding crys-
tal band structures. We further performed band-resolved partial
charge density calculation and maximally localized Wannier func-
tions fitting (See discussion in SI and Fig. S2), which agree per-
fectly with our molecular calculation results.

We can now re-evaluate the DFT results. The effective four-
band model on a honeycomb lattice (Eq. 2) can be firmly con-
structed out of the πx,y orbitals. These orbitals are itinerant, and
thus should be well captured by DFT. The filling factor of the four-
band set is 1

4 (See discussion in SI and Fig. S1), which means
that the bottom flat band is fully occupied and all the other three
bands are empty. The location of the Fermi level calculated from
LDA correctly captures this property. The origin of the flat band
lies in a special localized eigenstate as sketched in Fig. 1(b). Elec-
trons in this eigenstate cannot leak outside the hexagon due to
complete destructive interference36.

With respect to the kagome degree of freedom, the Cu-(HAB)2

cluster calculation indicates that each Cu2+ ion contains a local
spin, whereas the DFT calculation suggests the formation of a
nonmagnetic metal with the Fermi level crossing the half-filling
energy. This is the widely known failure of DFT due to the under-
estimation of electron correlation. A simple remedy within the
DFT formalism is to include electron correlations in a Hartree-
Fock mean-field manner, know as the +U correction. It has been
demonstrated that DFT+U can correctly reproduce Mott insu-
lating gap by explicitly breaking the time-reversal symmetry37.
After testing different U values37,38, we choose a representative
U ∼ 5 eV to demonstrate the correlated d electrons. Figure 2(d)
shows the resulting band structure with AFM coupled Cu2+ ions.
By referring to the projected density of states (PDOS) [Fig. 2(d)],
we found that the Cu kagome band is split into a set of lower
Hubbard bands and a set of upper Hubbard bands. The Mott gap
(U0) is about 2 eV, much smaller than U ∼ 5 eV. It reflects the
strength of onsite Coulomb repulsion in the presence of Coulomb
screening due to itinerant conjugated π-electrons in the system.
The complete Hamiltonian for this Cu2+ degree of freedom can
then be revised into:

Hd = H0
d +U0 ∑

I
ni↑ni↓. (3)

The hopping amplitude td = 0.06 eV in H0
d is much smaller than

U0. Therefore, at half filling, the large-U perturbation can be ap-
plied, which maps Hd into an S- 1

2 Heisenberg model:

Hd ' Jd ∑
〈i j〉

Si ·S j, (4)

where Jd =
4t2

d
U0
' 7 meV is the strength of the AFM NN spin ex-

change. This AFM superexchange strength is small because of the
large distance between Cu2+ ions. Furthermore, the πx,y,z molec-
ular orbitals around the Fermi level primarily arise from the C/N
atomic pz orbitals, which are orthogonal to the dxy-orbital. Thus,
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Fig. 3 Molecular information. (a) HAB molecule. (b) Cu-(HAB)2 complex. (c) Cu3(HAB)2 crystal. (d) Wavefunctions of HAB molecule. (e) Energy
levels and the associated wavefunctions of (b) a Cu-(HAB)2 complex (left) and (c) Cu3(HAB)2 crystal (right).

there is no charge transfer between πx,y orbitals on HAB ligands
and dxy-orbital on Cu ions (See discussion in SI and Fig. S3). For
the same reason, the superexchange for Cu 3d orbitals is scaled
by on-site Coulomb interaction U0.

To study the interaction between localized spins and itinerant
electrons, we plotted band structure with metastable FM state in
Fig. 2(e). One important point revealed is that a Zeeman split-
ting of the πxyz bands occurs. This splitting is not related to the
instability of the πxy flat band, because the πz Dirac bands are also
split of the same amount. Therefore, it should be attributed to the
coupling with the Cu local spin. It is clear from Fig. 2(e) that the
downshifted (upshifted) πxyz bands have the same (opposite) spin
direction as the Cu spin, indicating an FM coupling. This is due
to the strict orthogonality between the π spins and dxy spins32,
which rules out the “double-exchange-like" interaction. Consider-
ing the hybridization between π electrons and dxz,yz orbitals, this
can be viewed as a d−d Hund’s coupling:

Hπd =−JH ∑
i

∑
I∈NN(i)

Si · sI , (5)

where Si and sI = ∑
σ=↑/↓
α=x,y σπ

†
Iασ

πIασ are the spin operators of the
Cu dxy and the NN HAB πxy electrons, respectively. JH denotes
the Hund’s coupling strength, which is roughly of the same mag-
nitude as the Zeeman splitting ∼100 meV.

Dichotomy between local spins and conju-
gated electrons

Combining the results above, we arrive at a full effective Hamil-
tonian characterizing this unique material:

H = H0
π +Hd +Hπd , (6)

in which the kagome local spins described by Hd favor AFM cou-
pling, while conjugated electrons described by H0

π favor FM state.

Interacting through the FM Hund’s coupling Hπd , the competition
between d and π electrons gives rise to various intriguing quan-
tum states. This competition is systematically studied by hole
doping and parameter U variations using the DFT+U approach.
The former is experimentally feasible through either gating or
chemical redox control method39–41, and the latter can be re-
alized by metal ions substitution. Based on our DFT calculations,
a phase diagram in the parameter space of hole concentration
and U (LDA+U) is created, as shown in Fig. 4(a). The system
changes from AFM to FM state with the increase of U [see blue
dashed arrow in Fig. 4(a)], consistent with the inversely propor-

tional relationship between AFM strength Jd =
4t2

d
U0

and U0 (See
discussion in SI and Table S1). We also calculated the system us-
ing GGA+U in comparison with that from LDA+U. The results
show that with the same U value, GGA+U tends to amplify the
FM state compared to LDA+U (See Table S2 in SI).

The phase evolution with hole doping is more intriguing. With
different amount of π electrons, the system could possibly hold
KAFM, KAFM plus Fermi liquid, and FM states [Fig. 4(a), see also
discussion in SI and Fig. S4]. We note that the FM phase may
be overestimated for both LDA+U and GGA+U, because of the
drawback of mean-field based DFT calculations. More accurate
phase diagram of the dichotomy system can be obtained through
many-body calculations, such as DMFT or VMC. It is also inter-
esting to mention that the full Hamiltonian resembles that of the
“frustrated Kondo system", which is a long-standing subject in the
frustrated magnetism community42–44. However, these studies
are beyond the scope of this work. The main goal of this paper
is to demonstrate and propose feasible experimental approaches
to characterize the dichotomy phenomenon in MOFs, which we
believe can be well captured by DFT calculations.

To directly identify the two frustrated degrees of freedom, we
propose to perform STM/STS measurements of Cu3(HAB)2 exper-
imentally, which has been proved accessible growing and study-
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Fig. 4 Dichotomy between local spins and itinerant electrons. (a) Phase diagram in the parameter space of hole concentration and U (LDA+U). (b)
dI/dV spectra simulated for Cu3(HAB)2 surface with two prominent Hubbard peaks below and above the Fermi level along with one itinerant peak at
the Fermi level. The insets show the STM topography of Cu3(HAB)2 surface with bias of 0.45/-1.55 and 0 eV corresponding to the kagome
upper/lower Hubbard and honeycomb itinerant band, respectively. (c) Formation of magnetic polaron under kagome AFM background. (d) FM spin
configuration under magnetic field.

ing 2D monolayer metal-organic coordinated systems45–47. More
recently, 2D honeycomb MOFs have been successfully grown on
weakly interacting graphene substrate48, which makes explor-
ing intrinsic properties of monolayer Cu3(HAB)2 through STM
feasible and promising. We note this proposal is solely for 2D
MOFs grown on substrates than 3D MOFs or 2D MOFs in the
3D form. Additionally, the dramatically different structural mo-
tifs of metal ion versus ring of organic ligand provide a pro-
nounced contrast to efficiently distinguish the two kinds of elec-
trons, i.e., d and π electrons. Thus, we carried out STM/STS
simulations around Fermi level [Fig. 4(b)]. The dI/dV spectra
displays two prominent Hubbard peaks blow and above the Fermi
level with itinerant peaks right at the Fermi level. The STM to-
pographies at the upper/lower hubbard peak with a bias of 0.45/-
1.55 eV exhibit clear kagome patterns, and a honeycomb feature
is observed for the bias of 0 eV around the itinerant peaks [in-
sets of Fig. 4(b)]. Moreover, using the spin-polarized STM/STS
(SP-STM/STS)49–51, phase evolution between different quantum
states can potentially be directly measured. (See discussion in SI
and Fig. S4)

Because the feature of dichotomy is not directly observable
so far, the corresponding mechanisms proposed can not be con-
firmed. For example, the GMR effect has been explained by the
formation of “magnetic polarons"52–54, while the magnetic po-
laron has not been observed. We propose that 2D MOFs provide
an ideal platform to demonstrate a direct connection between
magnetic polaron and GMR effect with feasible SP-STM/STS mea-
surements. The key ingredient for the formation of magnetic po-
laron has been known, which is a much stronger FM Hund’s cou-
pling JH than exchange coupling Jd

11,55–57. This is exactly the
case for Cu3(HAB)2 [JH (100 meV) � Jd (7 meV)], similar as
that in the doped EuTe9,11,55 and colossal MR manganites sys-
tems58–60.

Under AFM background formed by Cu local spins, conjugated
electrons polarize the surrounding Cu spins on the kagome lat-
tice to form a magnetic polaron due to the strong Hund’s cou-
pling [Fig. 4(c)]. Since the conjugated electrons are also in a
frustrated state, the magnetic polaron has a relative small size.

Consequently, the local spin misalignment strongly impedes elec-
tron movements, yielding an extremely high resistance. Applying
a magnetic field, all the local spins are aligned parallel and the
magnetic polaron disappears [Fig. 4(d)]. The system becomes an
FM metallic state with very low resistance, giving rise to the GMR
effect. These two different spin configurations with and without
magnetic field can be directly identified using SP-STM/STS (See
discussion in SI and Fig. S4) and the GMR effect can also be
experimentally observed with MR measurements.

Conclusion and perspective
In summary, we have theoretically demonstrated a dichotomy be-
tween local spins and itinerant electrons in a 2D MOF for the
first time. Most importantly, we propose that the dichotomy
feature as well as the phase evolution of this intriguing system
can be directly monitored through STM/STS and SP-STM/STS.
Consequently, underlying mechanisms of some intriguing phys-
ical manifestations can be better understood, such as the GMR
effect due to the formation of magnetic polaron. We envision
that strong correlated physics can be further explored through
interdisciplinary efforts in MOFs, such as those resulting from
frustration of both local and itinerant degree of freedom. Our
work suggests a new organic material platform for discovering
new quantum physics as well as novel applications.
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