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Curvature-driven adsorption of cationic nanoparticles
to phase boundaries in multicomponent lipid bilayers†

Jonathan K. Sheavly,a Joel A. Pedersen,b and Reid C. Van Lehna

Understanding the interactions between surface-functionalized gold nanoparticles (NPs) and lipid
bilayers is necessary to guide the design of NPs for biomedical applications. Recent experiments
found that cationic NPs adsorb more strongly to phase-separated multicomponent lipid bilayers
than single-component liquid-disordered bilayers, suggesting that phase separation affects NP-
bilayer interactions. In this work, we use coarse-grained molecular dynamics simulations to inves-
tigate the effect of lipid phase behavior on the adsorption of small cationic NPs. We first deter-
mined the free energy change for adsorbing a NP to one-phase liquid-disordered and one-phase
liquid-ordered bilayers. The simulations indicate that NP adsorption depends on a competition
between favorable NP-lipid interactions and the unfavorable curvature deformation of the bilayer,
resulting in stronger interactions with the liquid-disordered bilayer due to its lower bending modu-
lus. We then measured the free energy change associated with moving a NP across the surface
of a phase-separated bilayer and identified a free energy minimum at the phase boundary. The
free energy minimum is attributed to the thickness gradient between the two phases that enables
favorable NP-lipid interactions without necessitating large curvature deformations. The simulation
results thus indicate that the intrinsic curvature present at phase boundaries drives preferential in-
teractions with surface-adsorbed NPs, providing new insight into the forces that drive NP behavior
at multicomponent, phase-separated lipid bilayers.

1 Introduction
Gold nanoparticles (NPs) are extensively researched as biocom-
patible materials for potential applications in diagnostic imag-
ing,1,2 drug delivery,3,4 and photothermal therapy.5,6 NPs are
suitable for these applications because their properties can be
tuned by independently modifying their size and by grafting lig-
ands to the gold core to dictate chemical properties, such as
charge or hydrophobicity.7–9 This level of synthetic control thus
affords a large possible set of surface-functionalized NPs for bio-
logical applications, but structure-function relationships between
NP properties and NP behavior in biological environments are still
largely lacking, inhibiting NP design.

NP interactions with the cell membrane are critically impor-
tant for biological applications because they can influence cell
internalization, cytotoxicity, or NP assembly on the cell sur-
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face.10–12 For example, NP size and surface chemistry modulate
NP-membrane adsorption, which can affect the rate and likeli-
hood of endocytosis as a mechanism of activated cell uptake.11,13

Small amphiphilic NPs have been shown to directly penetrate
across the membrane and into cells without undergoing endocy-
tosis, which is useful for applications such as siRNA delivery.14,15

Conversely, highly charged cationic NPs have been shown to in-
duce cell death, presumably due to the disruption of the mem-
brane.12,14,16 While these examples illustrate how diverse behav-
iors depend on NP physicochemical properties, further interrogat-
ing NP-membrane interactions experimentally is challenging due
to the immense complexity of biological systems.

Alternatively, significant work has focused on characterizing
NP interactions with model single-component supported lipid bi-
layers or lipid vesicles as mimics for cell membranes.17–23 For
example, experimental measurements of NP-bilayer interactions
in model systems have shown that hydrophobic and amphiphilic
NPs can embed within the hydrophobic core of the bilayer,24

large cationic NPs can induce the formation of bilayer pores,16,17

and small, anionic NPs can cluster on the bilayer surface.25 The
simplicity of single-component bilayers also enables comparisons
with computational models, such as atomistic or coarse-grained
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(CG) molecular dynamics (MD) simulations.26–34 MD simula-
tions have similarly revealed the formation of bilayer pores as
a function of NP size and charge,35 shown the insertion of am-
phiphilic NPs into the bilayer,19,36 and investigated cooperative
shape changes in the bilayer due to interactions between collec-
tions of NPs.37,38 Such simulations, in conjunction with experi-
ments, have the potential to yield structure-function relationships
that can guide NP design.

Despite the widespread use of single-component lipid bilayers
as model membrane systems, these simplified models neglect the
compositional heterogeneity of cell membranes, which can con-
tain thousands of different lipids, proteins, and glycans.39 An im-
portant example of this compositional heterogeneity is the forma-
tion of lipid rafts, which are regions of liquid-ordered (Lo) do-
mains that are surrounded by a liquid-disordered (Ld) continu-
ous phase.40,41 While the existence, spatial extent, temporal du-
ration, and composition of lipid rafts in biological membranes is
debated,42,43 phase-separated raft-like domains can be reconsti-
tuted in model membranes containing a relatively small number
of components (typically 3-4). In these model systems, the Ld
phase is formed from lipids with unsaturated acyl chains that
inhibit lipid packing, while the Lo phase is formed from lipids
with saturated acyl chains, which promote lipid packing, and
cholesterol, which occupies the free volume between the lipid acyl
chains44 and hydrogen bonds with lipid head groups.43 The Lo

phase has been shown to be more mechanically rigid and thicker
than the Ld phase in experimental measurements45 and in sim-
ulation studies46 due to these composition differences and the
resulting increase in lipid tail order.

The distinct compositions and properties of the Ld and Lo

phases influence interactions with surrounding materials. No-
tably, recent experiments have demonstrated that cationic NPs
with 4 nm core diameters adsorb more strongly to a multicom-
ponent, phase-separated supported lipid bilayer containing both
Lo and Ld phases than to a single-component Ld bilayer, illustrat-
ing the impact of phase separation on NP interactions.47 Prior
studies have suggested that this increased adsorption could be
due to either preferential interactions with a particular phase
or with the phase boundary. For example, the difference in the
mechanical properties of Ld and Lo phases has been shown to
direct the partitioning of adsorbed NPs48 and transmembrane
proteins.40 Certain transmembrane proteins, viral fusion pep-
tides, and membrane-embedded hydrophobic or amphiphilic NPs
have been shown to preferentially adsorb to the boundary be-
tween the two phases.49,50 The phase boundary has been asso-
ciated with increased permeability,51 unusual water structure,52

and bilayer thickness deformations,52,53 all factors that poten-
tially drive preferential adsorption.40 Recent unbiased CG sim-
ulations have also demonstrated that hydrophilic NPs diffuse to
phase boundaries.36,54 However, a mechanistic understanding of
the driving forces underlying the increased adsorption of cationic
NPs to phase-separated raft-like bilayers remains unknown.

In this work, we used MD simulations to model the adsorption
of cationic NPs to one-phase Lo and Ld bilayers and to a phase-
separated bilayer containing both phases. We employed the CG
MARTINI force field,55 which has been widely used to investigate

NP-bilayer interactions,33,36,56,57 to reach the long time- (∼1 µs)
and length scales (∼10 nm) needed to model adsorption to phase-
separated bilayers. To gain insight into the experimental obser-
vation of increased NP adsorption to two-phase bilayers, we first
calculated the free energy for adsorbing a NP to a one-phase Ld
bilayer and a one-phase Lo bilayer. We found that the NP adsorbs
more strongly to the one-phase Ld bilayer by inducing curvature
to maximize favorable NP-lipid contact. We then calculated the
free energy for moving an adsorbed NP between the Ld and Lo

domains of a two-phase bilayer and identified a local free energy
minimum at the phase boundary due to favorable local curvature.
These results provide new insight into how both chemical and
physical forces can drive NP adsorption and partitioning in multi-
component, spatially heterogeneous systems that are relevant to
the design of NPs for biological applications.

2 Methods
CG MD simulations were performed to quantify the interactions
between cationic NPs and both one- and two-phase lipid bilay-
ers. A CG model is needed due to the large system size and long
timescales needed to model NP adsorption to phase-separated bi-
layers. The MARTINI force field55,57 was used to model lipids
and the NP while the big multipole water (BMW) model was used
for the solvent.58,59 We chose the MARTINI force field because it
has been previously shown to reproduce the structural properties
of phase-separated lipid bilayers60,61 and it can capture behav-
ior at bilayer interfaces.33,36,56,57 We chose the BMW model be-
cause it more closely reproduces the electrostatic potential near a
lipid bilayer measured with atomistic simulations58 compared to
the normal or polarizable MARTINI water model (ESI Fig. S1a),
and moreover led to NP-bilayer adsorption behavior in qualita-
tive agreement with experiments (discussed in the Results below
and shown explicitly in ESI Fig. S1b).47 All MD simulations were
performed using a leapfrog integrator with a timestep of 20 fs.
Simulation parameters were selected to match the BMW param-
eters and follow general MARTINI suggestions as reported in the
ESI.57,58 Simulations were performed using the GROMACS (ver-
sion 2016) package.62

The NP was modeled as a hollow, spherical shell with a 4 nm
diameter. The shell consisted of 240 ligands, each represent-
ing a mercaptopropylamine (MPNH2) ligand to mimic the ref-
erence experimental system.47 The number of ligands was cho-
sen to match recent experimental measurements for similar gold
NPs.13 MPNH2 was represented by a cysteine and lysine MAR-
TINI bead to represent the thiol and ammonium groups, respec-
tively (Fig. 1a).63 The cysteine beads were uniformly distributed
across the spherical shell. While previous calculations have sug-
gested that NPs with this core size and ligand density (≈ 4.8
ligands/nm2) would have approximately 20 neutral ligands at
physiological pH due to pKa shifts,64 we chose to treat all lig-
and end groups as protonated and positively charged due to the
relatively small fraction of ligands affected and due to the uncer-
tainty in the spatial arrangement of neutral ligands, particularly
when the NP is near a bilayer.

The unsaturated lipid dilinoleoyl phosphatidylcholine (abbre-
viated DIPC in the MARTINI force field) was used to emulate
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the Ld phase and a 1:1 mixture of the saturated lipid dipalmitoyl
phosphatidylcholine (DPPC) and cholesterol (CHOL) was used to
emulate the Lo phase following prior work.60 The CG structures
used in the simulation are shown in Fig. 1b and detailed chemi-
cal structures are shown in ESI Fig. S2. The one-phase bilayers
were generated using the INSANE script65 and subsequently sol-
vated with BMW water molecules and neutralizing counterions.
The initial simulation box size was set to 14×14×24 nm3 to en-
sure that any bilayer perturbations and NP-bilayer interactions
decayed prior to the periodic boundaries (ESI Fig. S3). Simu-
lation snapshots of each one-phase bilayer with an adsorbed NP
are shown in Fig. 1c. The two-phase bilayer was generated by
combining a 1:1 ratio of the Ld and Lo phases, since Davis et al.
have shown that this composition phase-separates on a timescale
of 2 µs.61 The initial simulation box size was set to 15× 34× 17
nm3 to ensure that each phase was large enough to exhibit the
same properties as in the one-phase bilayers and to ensure that
any bilayer perturbations decayed prior to the periodic bound-
aries (ESI Fig. S4). A simulation snapshot of a two-phase bilayer
with an adsorbed NP is shown in Fig. 1d. Additional details on
system preparation, a list of system components, and justification
for each system size are included in the ESI.

For each of the one-phase bilayers, we performed umbrella
sampling to measure the potential of mean force (PMF) for ad-
sorbing the NP to the bilayer surface. We used the z-component
of the distance between the NP center of mass (COM) and the
bilayer COM as the reaction coordinate (see axes in Fig. 1d). This
distance is defined as Dz,NP. Umbrella sampling was performed
using 55 windows for the Lo bilayer and 60 windows for the Ld
bilayer spaced by 0.1 nm along the reaction coordinate, then the
Weighted Histogram Analysis Method (WHAM) was used to com-
pute the PMF.66 Each window was equilibrated for 55 ns followed
by 100 ns of production. Simulations were performed at 295 K
(to match the two-phase simulations described below) using a
Berendsen thermostat and 1 bar using a semi-isotropic Berend-
sen barostat with a 3×10−5 bar−1 compressibility.58

For the two-phase bilayer, we performed umbrella sampling to
measure the PMF for moving an adsorbed NP between the two
phases. We used the y-component of the distance between the
NP COM and the COM of the Lo phase as the reaction coordinate
(see axes in Fig. 1d). This distance is defined as Dy,NP. The sys-
tem was equilibrated for 20 ns prior to NP adsorption. Umbrella
sampling was performed using 144 windows spaced by 0.1 nm
along the reaction coordinate, then WHAM was used to compute
the PMF. Initial configurations for each window were generated
by moving the adsorbed NP across the lipid bilayer with the lipids
restrained to inhibit any disruption of lipids during the pulling
process. Each window was then equilibrated for 100 ns followed
by 150 ns of production. Simulations were performed at 295 K
(to maintain two-phase coexistence61) using a Berendsen ther-
mostat and 1 bar using an anisotropic Berendsen barostat with a
3×10−5 bar−1 compressibility in the x and z directions and a fixed
box size in the y direction. The two-phase bilayer was also sim-
ulated in the absence of the NP for 200 ns in the same ensemble
to evaluate its equilibrium properties. Under these conditions,
two-phase coexistence with a well-defined phase boundary was

Fig. 1 Snapshots of relevant structures. a) The nanoparticle (NP) ligand
and corresponding chemical structure. b) Bilayer components (structures
in ESI). c) The one-phase liquid-disordered (Ld) and liquid-ordered (Lo)
bilayers with adsorbed NPs. d) The two-phase bilayer with an adsorbed
NP.

maintained in all simulations.
Additional details on the umbrella sampling workflow for all bi-

layers are discussed in the ESI. We performed extensive analysis
to confirm the robustness and reproducibility of simulation find-
ings with respect to variations in runtime parameters and initial
configurations and to demonstrate that all PMFs converge within
the stated sampling time (ESI Figs. S5-S7). Error bars presented
in the Results report the standard deviation between two 50-ns
blocks for the simulations of one-phase bilayers and two 75-ns
blocks for the simulations of two-phase bilayers. In total, nearly
100 µs of simulations were performed.

3 Results
3.1 NP adsorption free energies for one-phase bilayers
NP-bilayer adsorption free energies were first calculated indepen-
dently for one-phase Ld and Lo bilayers. Fig. 2 plots the PMF as a
function of Dz,NP for each of the two bilayers. A value of 0 corre-
sponds to a NP positioned in aqueous solution 9.5-10 nm from the
bilayer center. Each PMF exhibits a pronounced free energy min-
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Fig. 2 Potential of mean force (PMF) for nanoparticle (NP) adsorption to
each one-phase bilayer as a function of the z-component of the distance
between the center of mass (COM) of the bilayer and the COM of the
NP (Dz,NP). The simulation snapshots at top show representative config-
urations at the values of Dz,NP corresponding to the PMF minima. The
shaded area around each curve indicates the standard deviation com-
puted by dividing the trajectory into two blocks.

imum of -46.1 kT at Dz,NP = 4.5 nm and -38.1 kT at Dz,NP = 5.2
nm for the Ld and Lo bilayers, respectively. The deep free energy
minima indicate that the cationic NPs favorably adsorb to both
phases; this result qualitatively agrees with experimental findings
indicating that similar NPs adsorb to supported lipid bilayers.47

We predict favorable adsorption with MARTINI simulations using
the BMW water model but not with MARTINI simulations with the
polarizable water model, which predict purely repulsive behavior
(ESI Fig. S1b), further justifying the model representation. By
comparing the PMF minima, the simulations show that the NP
adsorbs more strongly to the Ld bilayer than the Lo bilayer by 8.0
± 1.3 kT . This result suggests that the experimental observation
of increased NP adsorption to phase-separated supported lipid bi-
layers47 cannot be explained by preferential NP adsorption to the
Lo phase alone.

3.2 NP interactions with lipid head groups drive adsorption
We next analyzed the interactions driving adsorption to under-
stand the differences between the two PMF profiles. Fig. 3 shows
the Lennard-Jones (LJ) interactions between the NP and each
one-phase bilayer. The LJ interactions decrease monotonically as
the NP-bilayer distance decreases for both systems, with the onset
of LJ attraction coinciding with the decrease in the PMF. LJ inter-
actions between the NP and lipids in the Ld bilayer are stronger
than LJ interactions with the Lo bilayer; at the distances corre-

Fig. 3 The number of nanoparticle (NP) contacts with lipid head groups
as a function of the z-component of the distance between the center of
mass (COM) of the bilayer and the COM of the NP (Dz,NP) compared
to the total Lennard-Jones (LJ) interaction between the NP and the bi-
layer. Results are shown for both the one-phase liquid-disordered (Ld)
and liquid-ordered (Lo) bilayers. The dashed vertical lines denote the
values of Dz,NP that correspond to the potential of mean force minima (Lo
in grey, Ld in black) shown in Fig. 2. The shaded area around each curve
indicates the standard deviation computed by dividing the trajectory into
two blocks.

sponding to the PMF minima, the LJ interactions are -57.6 and
-36.7 kT for the Ld and Lo bilayer, respectively. The similarity in
magnitude between the PMF minima and the magnitude of the LJ
interactions at corresponding distances suggests that LJ interac-
tions are the dominant attractive component for each PMF. Note
that van der Waals and hydrogen bonding interactions are both
represented by LJ interactions in the MARTINI force field55,57 so
we cannot distinguish between these contributions without more
detailed simulations.

The increase in LJ attraction as Dz,NP decreases can either be
attributed to an increase in the number of interactions between
the zwitterionic lipid head groups and the NP surface or stronger
interactions between the nonpolar acyl chains of the lipids and
the NP surface, although the latter possibility is unlikely due to
the absence of hydrophobic beads on the NP. We quantified the
number of NP-lipid contacts by counting the average number of
lipid head groups within a 3.5 nm cutoff radius of the NP COM;
this value is the sum of the NP radius, approximate ligand length,
and the standard diameter of a MARTINI CG bead. Fig. 3 shows
the number of NP-lipid contacts as a function of Dz,NP. There is
a similar monotonic increase in the number of contacts between
the NP and both one-phase bilayers with decreasing Dz,NP, but at
the PMF minimum there are more contacts with the Ld bilayer
compared to the Lo bilayer. We further confirmed that the mag-
nitude of the LJ interactions and the number of NP-lipid contacts
are linearly correlated (ESI Fig. S8), indicating that the deeper
PMF minimum observed for the Ld bilayer is due to additional
NP-lipid interactions that lead to stronger LJ attraction.
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3.3 Bilayer curvature facilitates adsorption to the Ld phase

The results of Fig. 3 do not resolve why there are more NP-lipid
contacts for the Ld bilayer. Maximizing the number of NP-lipid
contacts induces local bilayer curvature (visible in Fig. 2a) due
to the curvature of the NP surface, which incurs an elastic free
energy penalty that depends on the bending modulus of the bi-
layer. Since the Lo phase has a larger bending modulus than the
Ld phase,46,67,68 the difference in the number of contacts (and
thus the LJ interactions) may be due to the mechanical proper-
ties of each phase. Assuming that the bilayer acts as a thin elastic
sheet, the free energy penalty associated with inducing bilayer
curvature, ∆Gcurve, is obtained from continuum theory as:69

∆Gcurve =
1
2

∫
A

Kc [H(x,y)−H0(x,y)]
2dA (1)

where H(x,y) is the mean bilayer curvature at a given x and y
coordinate, H0(x,y) is the intrinsic bilayer curvature prior to NP
adsorption, Kc is the bending modulus, and A is the surface area of
the bilayer.70 In order to simplify this expression, we employ the
small gradient approximation to approximate the mean curvature
as the Laplacian of the bilayer height:69

H(x,y)≈ ∇
2h(x,y) (2)

H0(x,y)≈ ∇
2h0(x,y) (3)

We approximated the height profiles, h(x,y) and h0(x,y), as
the z-component of the distance between the lipid phosphate
groups and the COM of the bilayer and applied a Gaussian ker-
nel function to transform the discrete lipid positions into a dif-
ferentiable surface. We then numerically evaluated the Laplacian
of the entire bilayer (including both leaflets) with the NP to ob-
tain ∇2h(x,y) and without the NP to obtain ∇2h0(x,y) and calcu-
lated the integral numerically. Bending moduli were estimated
as Kc = 26 kT for the Ld phase and Kc = 64 kT for the Lo phase
based on prior measurements using the MARTINI force field.46

Complete details on this procedure are included in the ESI.
Fig. 4a shows ∆Gcurve as a function of Dz,NP for both one-

phase bilayers. As the NP approaches the bilayer (i.e., as Dz,NP

decreases) ∆Gcurve increases for both bilayers as curvature is in-
duced. The increase in ∆Gcurve coincides with the initiation of
NP-bilayer contacts in Fig. 3. For the Ld bilayer, ∆Gcurve reaches a
local maximum at Dz,NP=5.7 nm, decreases to a local minimum
that coincides with the PMF minimum at Dz,NP = 4.5 nm shown in
Fig. 2, then increases monotonically for smaller values of Dz,NP.
Similar behavior is observed for the Lo bilayer, although ∆Gcurve

increases more rapidly for values of Dz,NP that are smaller than
the value Dz,NP at the PMF minimum. ∆Gcurve is approximated as
5.8 kT and 12.5 kT for the Ld and Lo bilayer, respectively, at the
values of Dz,NP corresponding to the PMF minima.

The non-monotonic behavior of ∆Gcurve observed for the Ld bi-
layer can be explained by analyzing the bilayer height near the
NP. Fig. 4b shows average values of h(x,y) for the Ld bilayer as
a function of the radial distance from the NP, Dr,NP, at various
values of Dz,NP. The curve in dark blue corresponds to the value
of Dz,NP at the PMF minimum, curves shaded in green indicate
values of Dz,NP larger than the value at the PMF minimum, and

Fig. 4 Curvature induced by nanoparticle (NP) adsorption to one-phase
bilayers. a) The change in the curvature free energy, ∆Gcurve, as a func-
tion of the z-component of the distance between the center of mass
(COM) of the bilayer and the COM of the NP (Dz,NP) for each one-phase
bilayer. The dashed vertical lines indicate the values of Dz,NP at the po-
tential of mean force (PMF) minima in Fig. 2. b) The average bilayer
height as a function of the radial distance from the NP (Dr ,NP) for the
liquid-disordered bilayer. Each curve corresponds to a different value of
Dz,NP. The curve corresponding to the minimum of the PMF in Fig. 2 is
shown as a bold, blue line.

curves shaded in red indicate values of Dz,NP smaller than the
value at the PMF minimum. The bilayer is flat at large values of
Dz,NP (when the NP is far from the bilayer). As Dz,NP decreases,
the bilayer height increases radially around the NP to initiate NP-
lipid contacts, leading to positive bilayer curvature and the local
maximum in ∆Gcurve. This induced curvature is possible only due
to the relative flexibility of the Ld bilayer and is suppressed for the
Lo bilayer (ESI Fig. S11). As Dz,NP further decreases, the induced
curvature becomes negative due to the curvature of the NP core.
At the PMF minimum, the bilayer exhibits slight negative cur-
vature corresponding to the local minimum in ∆Gcurve. Further
decreases in Dz,NP lead to large increases in curvature consistent
with large increases in ∆Gcurve. This analysis indicates that nega-
tive curvature maximizes the number of NP-lipid contacts; similar
negative curvature is also induced at the PMF minimum for the
Lo phase (ESI Fig. S11).

3.4 Competition between NP-lipid interactions and induced
curvature

The preceding results suggest that a competition between favor-
able LJ interactions and unfavorable curvature free energies leads
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to the behavior of the PMFs in Fig. 2. For the Ld bilayer, the
sum of the LJ interactions and ∆Gcurve at Dz,NP=4.5 nm, corre-
sponding to the minimum of the PMF, is -51.8 kT , which is in
reasonable agreement with the -46.1 kT PMF minimum. For the
Lo bilayer, the sum of the LJ interactions and ∆Gcurve at Dz,NP=5.2
nm, corresponding to the minimum of the PMF, is -24.2 kT , which
differs more significantly from the -38.1 kT PMF minimum. This
comparison suggests that alternative interactions, such as solvent-
mediated or electrostatic interactions, could contribute to the dif-
ference between the PMF and the sum of the LJ interactions and
∆Gcurve for the Lo bilayer, although some of the disagreement for
both comparisons may be due to the error in the LJ interactions,
approximations made in the ∆Gcurve calculation, or inaccurate es-
timates of KC. Nonetheless, the favorable agreement between this
sum and the PMF minimum for the Ld bilayer suggests that trends
in adsorption behavior can be predicted with these quantities.

The study of the one-phase bilayers indicates that favorable NP-
lipid contacts drive NP adsorption but induce bilayer curvature
and a corresponding elastic energy penalty. Because the bending
modulus of the Ld phase is lower than the bending modulus of the
Lo phase, the free energy penalty for inducing this preferred cur-
vature is lower for the Ld phase, leading to the stronger adsorp-
tion affinity between the NP and Ld phase. Based on this compe-
tition between driving forces, we predict that a system which has
an intrinsic negative curvature would enable favorable NP-lipid
contacts without an additional elastic penalty, yielding favorable
NP adsorption. Since a common feature of lipid rafts is a thickness
difference between the thinner Ld phase and thicker Lo phase, we
thus hypothesize that the cationic NP will preferentially interact
with the boundary between phases in a phase-separated raft-like
bilayer, as we examine below.

3.5 NP adsorption free energy for the two-phase bilayer

We first calculated the properties of the two-phase bilayer in the
absence of a NP. Fig. 5a shows the bilayer height and composition
as a function of Dy, which we define as the y-component of the
distance from the COM of the Lo phase. The simulation snapshot
is to scale and visually indicates the changes in bilayer height and
composition. The composition is plotted as the mole fraction of
each of the three bilayer components. The Lo phase is enriched
in DPPC and CHOL, while the Ld phase is enriched in DIPC and
contains a small amount of CHOL (≈10%). The phase boundary
corresponds to the region where the composition smoothly transi-
tions between the two phases and is shaded in blue in Fig. 5. Ver-
tical dashed lines indicate the local minimum and local maximum
of the PMF in Fig. 5b, as discussed below. The bilayer height is
computed by measuring h0(x,y) and averaging over values along
the x-axis. The height smoothly varies between the two phases,
thereby generating curvature in the boundary region. The 0.25
nm difference in height between the two phases is consistent with
AFM experiments that measured a difference in height of 0.25-0.5
nm.47,52 The sigmoidal change in bilayer height is similar to the
radial height profiles shown in Fig. 4b, suggesting that the phase
boundary may promote favorable adsorption. ESI Fig. S7 plots
the same quantities computed in the presence of an adsorbed NP

to confirm that NP adsorption does not disrupt these structural
features.

We next computed the PMF for moving a NP across the phase
boundary to determine the preference of the NP for the boundary
compared to the two phases. Fig. 5b shows the PMF as a function
of Dy,NP. The plot is shaded according to the bilayer composi-
tion shown in Fig. 5a and the PMF is shifted so that a value of
zero corresponds to a NP adsorbed to the Ld phase; ESI Fig. S7
confirms that the location of the boundary is not affected by the
presence of the NP and is located at consistent values of Dy,NP.
There is a 3.5 kT free energy minimum at Dy,NP=-9.7 nm, corre-
sponding to the interface of the Ld phase and the phase boundary,
and a 5.8 kT free energy maximum Dy,NP=-5.1 nm, correspond-
ing to the interface of the Lo phase and the phase boundary. The
PMF obtains nearly equal values at Dy,NP=0 nm and Dy,NP=-14
nm, corresponding to the Lo and Ld phases, respectively. Bulk Lo

phase behavior is expected between Dy,NP=-2 nm and Dy,NP=0
nm based on Fig. 5a; the small variation in the PMF in this region
can be attributed to corresponding variations in bilayer order pa-
rameters (Fig. 5a and ESI Fig. S4). The composition of the Ld
phase is also not the same as the one-phase Ld bilayer because
it contains 10 % cholesterol, which decreases the magnitude of
the NP adsorption free energy by 8.3 kT (ESI Fig. S12). This
cholesterol content explains why the difference in free energy
between the Lo and Ld phases is nearly zero in the two-phase
bilayer even though there is a 8.0 kT difference in the NP ad-
sorption free energy to each separate one-phase bilayer (Fig. 2).
The agreement between the one-phase adsorption free energies
and the two-phase PMF when accounting for cholesterol content
further indicates that the two-phase bilayer correctly reproduces
bulk phase behavior at limiting values of the reaction coordinate.
Finally, we note that there is more error in the PMF and associated
quantities for the two-phase bilayer than the one-phase bilayers,
which we attribute to bilayer undulations described below.

3.6 Intrinsic curvature determines NP interactions at the
phase boundary

The features of the two-phase PMF can be analyzed in terms of the
competition between NP-lipid contact and induced bilayer curva-
ture that was identified from the study of the one-phase bilayers.
Fig. 6a shows the value of Dz,NP as a function of Dy,NP. The plot
is shaded according to the compositions identified in Fig. 5a and
vertical dashed lines indicate the local minimum and maximum
of the PMF in Fig. 5b. This data shows that the NP adsorbs to the
bilayer at values of Dz,NP similar to the values of Dz,NP that cor-
respond to PMF minima in Fig. 2 for the two individual phases
(Dz,NP = 4.5 nm for the Ld phase and Dz,NP = 5.2 nm for the Lo

phase), with Dz,NP transitioning between these limiting values in
the phase boundary. Fig. 6b shows the number of NP-lipid con-
tacts and LJ interactions between the NP and the bilayer as a
function of Dy,NP. The Ld phase has stronger LJ interactions than
the Lo phase, as expected, with a sigmoidal increase across the
boundary. The minimum of the PMF corresponds to the value
of Dy,NP where the LJ interactions reach a local minimum value,
while the local maximum of the PMF corresponds to the value
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Fig. 5 Properties of the two-phase bilayer and its interaction with a nanoparticle (NP). a) The composition and height of the two-phase bilayer in the
absence of a NP as a function of the y-component of the distance from the center of mass (COM) of the liquid-ordered phase (Dy). The composition is
used to define regions corresponding to the two phases; the two phases are labeled and the boundary is shaded in blue. A simulation snapshot of a
two-phase bilayer (to scale) without an adsorbed NP is shown below for reference. b) The potential of mean force (PMF) for moving an adsorbed NP
across the two-phase bilayer as a function of the y-component of the distance between the COM of the liquid-ordered phase and the COM of the NP
(Dy,NP). The shaded area around the curve indicates the standard deviation computed by dividing the trajectory into two blocks. Simulation snapshots
are shown for characteristic points along the PMF. The dashed vertical lines are shown to designate the minimum and maximum for the PMF and phase
boundary is shaded in blue.

of Dy,NP where the LJ interactions reach a local maximum value.
The fluctuations in the LJ interactions for values of Dy,NP corre-
sponding to the Lo and Lo phases are largely negligible within
the error bars. Trends in the number of NP-lipid contacts mirror
the trends in the LJ interactions and are numerically similar to
the results for the one-phase bilayers (Fig. 3), confirming that
in the two-phase bilayer increased NP-lipid contacts again drive
increased LJ attraction.

The curvature free energy, ∆Gcurve, in the two-phase bilayer
is estimated by computing the bending modulus at a particu-
lar value of Dy,NP as a weighted average of the modulus of
each individual phase based on the mole fraction, as further de-
scribed in the Supporting Information. A similar approach has
been used previously to estimate the elastic moduli of mixed sur-
factant monolayers,71 and prior neutron scattering experiments
have found that the bending moduli of lipid domains in phase-
separated bilayers are similar to the moduli of one-phase bilay-
ers.67 In the two-phase system, the H0(x,y) term in Equation 1
varies spatially due to the thickness difference between the two
phases, implying that the degree to which the NP deforms the
bilayer also depends on spatial position.

Fig. 6c estimates the contribution to ∆Gcurve due to local in-

duced curvature as a function of Dy,NP, with shading and vertical
dashed lines indicating features from Fig. 5 as described pre-
viously. We compute the local induced curvature by integrating
Equation 1 over a circular area with a radius of 4.0 nm centered
on the NP; this length scale is chosen based on the decay of the in-
duced curvature in the one-phase bilayer (Fig. 4). The local value
of ∆Gcurve agrees with expectations, as the minimum of ∆Gcurve

corresponds to a value of Dy,NP at the interface of the Ld phase
and the phase boundary. The intrinsic curvature is already neg-
ative at this location (Fig. 5a) and thus the NP can maximize at-
tractive interactions without inducing curvature in the y-direction
orthogonal to the phase boundary, although some curvature will
be induced in the x-direction parallel to the phase boundary. Con-
versely, the maximum of ∆Gcurve corresponds to a value of Dy,NP

at the interface of the Lo phase and the phase boundary. At this
location, the local curvature is positive in the direction orthog-
onal to the phase boundary so the NP must induce the largest
change in local curvature to increase favorable NP-lipid contacts.
These features largely mirror the features of the PMF shown in
Fig. 5b. Moreover, ∆Gcurve differs by approximately 3-5 kT be-
tween the Ld and Lo phase, again capturing similar behavior as in
the one-phase bilayers (Fig. 4a).
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Fig. 6 Driving forces for NP adsorption to the two-phase bilayer as a function of the y distance between the COM of the raft and the COM of the
NP (Dy,NP). Plots are shaded following the same scheme as Fig. 5 and the dashed vertical lines indicate the PMF minimum and maximum. a) The
z-component of the distance between the COM of the two-phase bilayer and the COM of the NP (Dz,NP). b) Number of contacts and LJ interactions
between the NP and the two-phase bilayer. The shaded area around each curve indicates the standard deviation computed by dividing the trajectory
into two blocks. c) The curvature free energy induced by the NP, computed within a circular area with a radius of 4.0 nm centered on the NP. d) The
curvature free energy induced by the NP, computed for the entire bilayer.

The results of Fig. 6a-c suggest the following interpretation of
PMF features (illustrated by representative simulation snapshots
in Fig. 5b). A NP located in the Ld phase (Dy,NP ≈ −14 nm)
induces curvature in the bilayer to maximize attractive NP-lipid
head group interactions, leading to a larger curvature free energy
penalty but strong LJ interactions. A NP located at the interface of
the phase boundary and the Ld phase (Dy,NP ≈ −10 nm) can still
maximize attractive LJ interactions while inducing less curvature
because the intrinsic thickness difference between the two phases
leads to local negative curvature. The reduced value of ∆Gcurve

leads to a local minimum in the PMF at this position. A NP lo-
cated at the interface of the phase boundary and the Lo phase
(Dy,NP ≈ −5 nm) is near a region with a larger bending modu-
lus and positive intrinsic curvature. As a result, the number of
NP-lipid head group interactions is decreased while the curvature
free energy is high, leading to the local maximum in the PMF.
Finally, a NP located in the Lo phase (Dy,NP ≈ 0 nm) no longer
induces significant curvature, leading to weak LJ attraction but
also a small curvature free energy.

3.7 Effect of bilayer undulations on PMF contributions

Fig. 6b and Fig. 6c indicate that the LJ interactions between
the Ld and Lo phase differ by approximately -45 kT and ∆Gcurve

differs by approximately 5 kT , but the PMF in Fig. 5b suggests
that the total free energy difference between these two phases
should be nearly zero. To partially explain this discrepancy, Fig.
6d plots ∆Gcurve computed by integrating across the total bilayer
area, rather than just a local area near the NP. This plot shows dis-
tinct features from Fig. 6c: there is a large value of ∆Gcurve when
the NP is located at the Ld phase, a local maximum when the
NP is located at the phase boundary, and then a smaller value of
∆Gcurve when the NP is located at the Lo phase. The total ∆Gcurve

differs by approximately 25 kT between the two phases, thus sig-
nificantly offsetting the difference in LJ interactions such that the
sum of the LJ interactions and ∆Gcurve differs by 20 kT between
the two phases. This difference is comparable to the difference
between the sum of the LJ interactions and ∆Gcurve and the PMF
minimum computed for the one-phase Lo bilayer, suggesting that
solvent-mediated or electrostatic interactions or error the in the
estimate of KC may again contribute to the remaining difference.

The difference between the local and total values of ∆Gcurve
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emerge from large scale bilayer undulations that lead to changes
in the bilayer curvature far from the NP; examples of these curva-
ture changes are illustrated in ESI Fig. S11. Undulations are only
observed in the y-dimension (the elongated dimension of the bi-
layer). Pronounced undulations occur when the NP is adsorbed to
the Ld phase or the phase boundary, leading to the large values of
∆Gcurve in Fig. 6d, which we attribute to the rotation of the rigid
Lo phase. While the influence of these undulations on ∆Gcurve can
explain the difference in the measured PMF, we expect that undu-
lations lead to artificially large values of ∆Gcurve because the finite
size of the Lo phase in the simulation system likely contributes to
more pronounced rotation than would be observed for the µm-
size Ld domains observed experimentally.47 Moreover, rotation of
the Lo phase induces compensating curvature in the Ld phase due
to the constraints of the periodic boundary conditions that may
instead relax in a much larger system. Because the change in the
total ∆Gcurve across the phase boundary suppresses the difference
between the PMF minimum and maximum, we thus suggest that
the magnitudes of the PMF maximum and minimum are underes-
timated due to simulation constraints, while the behavior of the
local ∆Gcurve reported in Fig. 6c more accurately reflects the be-
havior in the experimental system.

4 Discussion
The CG simulations performed in this study show that cationic
NPs favorably adsorb to zwitterionic lipid bilayers in agreement
with experimental observations. Adsorption depends on the com-
petition between favorable NP-lipid interactions, which are max-
imized by negative bilayer curvature, and the unfavorable elastic
free energy associated with inducing curvature. This competition
leads to preferential NP adsorption to a one-phase Ld bilayer since
its lower bending modulus facilitates increased curvature to max-
imize NP-lipid interactions compared to a one-phase Lo bilayer.
These findings are schematically shown in Fig. 7a. NP adsorption
to phase-separated raft-like bilayers, in which there is gradient in
thickness between the two phases that leads to intrinsic curvature
at the phase boundary, can then be interpreted in terms of these
findings. The negative intrinsic curvature at the interface of the
phase boundary and the Ld phase maximizes attractive NP-lipid
interactions, leading to a local PMF minimum. Conversely, the
intrinsic curvature at the interface of the phase boundary and the
Lo phase is positive and the bending modulus is high, leading to a
large elastic free energy penalty, fewer NP-lipid interactions, and
a local PMF maximum. Taken together, these findings suggest
that NPs that initially adsorb to the Ld phase should partition to
the phase boundary due to the local free energy minimum while
NPs that initially adsorb to the Lo phase may be excluded from the
boundary due to the local free energy maximum. These findings
are illustrated in Fig. 7b.

Our results can be used to interpret prior experiments in which
cationic NPs were found to adsorb more strongly to a phase-
separated supported lipid bilayer than to a one-phase Ld sup-
ported lipid bilayer.47 The present work suggests that these ob-
servations are not due to preferential NP adsorption to the Lo

phase itself, which is only present in the two-phase bilayer. In-
stead, preferential adsorption of the NP to the phase boundaries

Fig. 7 Schematic representation of simulation findings. a) Cationic
nanoparticles (NPs) more strongly adsorb to a one-phase liquid-
disordered (Ld) bilayer than a one-phase liquid-ordered (Lo) bilayer be-
cause the lower bending modulus (Kc) of the Ld phase facilitates induced
curvature that maximizes NP-bilayer contact. b) Cationic NPs that first
adsorb to the Ld phase of a two-phase bilayer preferentially adsorb to the
phase boundary where the intrinsic bilayer curvature is negative. NPs
that first adsorb to the Lo phase must overcome a free energy barrier
due to a region of the boundary that has positive intrinsic curvature.

in the two-phase bilayer could increase NP adsorption compared
to a one-phase bilayer lacking any boundaries. However, the local
minimum in the PMF presented in Figure 5b is small compared to
the adsorption free energies presented in Fig. 2 and the small
amount of CHOL in the Ld phase of the two-phase bilayer in-
hibits adsorption compared to the one-phase bilayer. These find-
ings thus do not provide strong quantitative evidence to explain
the experimental results, although it is possible that the MAR-
TINI model may overestimate the magnitude of LJ attractions and
underestimate curvature and entropic effects. We also note that
the bilayer undulations observed in the simulations may lead to
an underestimate of the PMF minimum; such undulations may
also be suppressed by the substrate in the supported lipid bilayer
studied experimentally, further minimizing this contribution to
∆Gcurve.

Despite these simulation limitations, the qualitative finding
that NP adsorption is favored at the phase boundary is supported
by prior experimental results in related systems. For example,
HIV peptides and protein toxins have been both shown to adsorb
to lipid phase boundaries,49,50 which may be due to the curvature
effects identified here. Similarly, certain peripheral membrane
proteins are also known to be sensitive to bilayer curvature which
can drive their distribution on the membrane.72 Future experi-
mental work will be needed to confirm preferential interactions of
NPs with lipid phase boundaries based on the simulation predic-
tions presented in this work. Finally, we note that the competition
between NP-lipid contacts and induced curvature may also apply
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to bilayers in the gel phase as well as the Lo phase; supporting this
point, cationic NPs have been observed to adsorb more strongly
single-component lipid bilayers at a temperature below the lipid
melting point.73

The results from this study are in good agreement with other
computational studies of NP interactions with phase-separated bi-
layers. Recently, hydrophilic ligand-coated NPs were shown to ad-
sorb near the phase boundary of two-phase bilayers after 15 µs of
unbiased simulation time using the standard MARTINI model.36

While the authors did not elucidate the driving forces underly-
ing this behavior, the results qualitatively agree with our study; it
should be noted that the longer amphiphilic ligands studied also
allow partial penetration into the bilayer, which is not observed
for the short, charged ligands studied here. Another computa-
tional study performed using CG dissipative particle dynamics
(DPD) simulations found that hydrophilic NPs cluster near phase
boundaries.54 These findings are again qualitatively consistent
with our results, although it is challenging to directly compare
the DPD model parameters to the more chemically specific MAR-
TINI parameters. Based on the the competition between attrac-
tive NP-bilayer interactions and curvature free energy identified in
this work, we anticipate that the interactions of collections of NPs
with phase-separated bilayers could be simulated by incorporat-
ing the attractive interactions from the MARTINI simulations into
even coarser simulation models that reproduce continuum elastic
energies.38 Such studies will be the subject of future work.

The curvature-driven interactions of NPs with the phase bound-
ary suggests design guidelines for directing nanomaterial assem-
bly on phase-separated bilayers. For example, tuning the diame-
ter of the NP to match the radius of curvature of the phase bound-
ary may further increase the number of NP-bilayer contacts with-
out inducing unfavorable bilayer curvature, leading to a stronger
driving force for boundary adsorption. We estimate that the ra-
dius of curvature, approximated by 1/H(x,y), of the one-phase Ld
bilayer is 3.9 nm near the adsorbed NP, while the intrinsic radius
of curvature in the y-direction at the interface of the Ld phase
and the phase boundary (i.e., at the PMF minimum in Fig. 6) is
8.9 nm. The difference in these values suggests that NPs larger
than the 4 nm NP studied here may induce curvature that more
closely matches the intrinsic curvature of the interface and thus
may more strongly prefer the boundary. Similarly, nanorods with
large aspect ratios may strongly prefer adsorbing to and aligning
parallel to the phase boundary to match both radii of curvature
of the nanorod to the intrinsic radii of curvature at the bound-
ary. Similar arguments could also apply to peripheral proteins
or peptides that adsorb to the bilayer surface. As a general de-
sign guideline, we thus predict that tuning the radii of curvature
of a nanomaterial to match the intrinsic curvature at the phase
boundary could enable the directed assembly of NPs at this topo-
graphical feature.

5 Conclusion
In this work, we performed classical molecular dynamics simula-
tions using the coarse-grained MARTINI force field and the BMW
water model to study the adsorption of a 4 nm cationic NP to lipid
bilayers containing Ld and Lo domains. We first measured the free

energy for adsorbing the NP to independent one-phase Ld and Lo

bilayers and found that the NP adsorbs more strongly to the Ld
bilayer. By measuring attractive Lennard-Jones interactions and
approximating the elastic free energy penalty associated with in-
duced bilayer curvature, we determined that adsorption to the Ld
bilayer is preferred because curvature can be more easily induced
to maximize favorable NP-bilayer contacts. Using the same mod-
eling framework, we measured the free energy for moving a NP
between the Ld and Lo domains in a phase-separated raft-like bi-
layer. These simulations revealed a local free energy minimum at
the interface between the phase boundary and the Ld domain and
a local free energy maximum at the interface between the phase
boundary and the Lo domain. We again rationalized these results
in terms of the competition between attractive NP-bilayer inter-
actions and the penalty for inducing curvature. We specifically
found that the intrinsic negative curvature present at the interface
between the phase boundary and Ld domain leads to the local free
energy minimum, while the intrinsic positive curvature at the in-
terface between the phase boundary and the Lo domain leads to
the local maximum. These results suggest that experimental ob-
servations of stronger NP adsorption to phase-separated bilayers
relative to single-component bilayers may be due to a preference
for the phase boundary. The results also indicate that the spatially
heterogeneous composition of phase-separated lipid bilayers can
directly affect NP adsorption and potentially assembly, which sug-
gests new design rules for nanomaterials that interact with phase
boundaries.
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ski, K. A. Dawson and C. ÃĚberg, Journal of the American
Chemical Society, 2013, 135, 1438–1444.

21 B. Y. Moghadam, W.-C. Hou, C. Corredor, P. Westerhoff and
J. D. Posner, Langmuir, 2012, 28, 16318–16326.

22 E. S. Melby, S. E. Lohse, J. E. Park, A. M. Vartanian, R. A.
Putans, H. B. Abbott, R. J. Hamers, C. J. Murphy and J. A.
Pedersen, ACS Nano, 2017, 11, 5489–5499.

23 J. M. Troiano, L. L. Olenick, T. R. Kuech, E. S. Melby, D. Hu,
S. E. Lohse, A. C. Mensch, M. Dogangun, A. M. Vartanian,
M. D. Torelli, E. Ehimiaghe, S. R. Walter, L. Fu, C. R. Anderton,
Z. Zhu, H. Wang, G. Orr, C. J. Murphy, R. J. Hamers, J. A.
Pedersen and F. M. Geiger, The Journal of Physical Chemistry
C, 2015, 119, 534–546.

24 Y. Guo, E. Terazzi, R. Seemann, J. B. Fleury and V. A. Baulin,
Science Advances, 2016, 2, e1600261.

25 P. U. Atukorale, Z. P. Guven, A. Bekdemir, R. P. Carney, R. C.
Van Lehn, D. S. Yun, P. H. Jacob Silva, D. Demurtas, Y.-S.
Yang, A. Alexander-Katz et al., Bioconjugate chemistry, 2018,
29, 1131–1140.

26 F. Franz, C. Aponte-Santamaría, C. Daday, V. Miletić and
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