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We establish a comprehensive space-charge treatment
that includes electrochemomechanical effects to physi-
cally describe the equilibrium and transport properties of
charged interfaces in ion-conducting solids. The theory is
consistent with the laws of thermodynamics and Maxwell’s
Equations and naturally includes the free energy contri-
butions of the chemical, electrical, and mechanical fields
at and in the vicinity of homo- and heterointerfaces. In
the dilute limit, and in the absence of chemomechanical
stresses, the theory reduces to the classic, well-established
Gouy-Chapman description. In the strong substitution
limit, the model naturally predicts the appearance of a
Mott-Schottky-type layer and reproduces the well known
experimentally observed behavior, including grain bound-
ary solute segregation. We demonstrate the validity of this
theory for polycrystalline GdyCe1−yO2−y/2, GCO. In the low
substitution limit, electrochemical and chemomechanically-
induced stresses favor the segregation of [Gd′Ce] which
locally expands the crystalline lattice, and thus promotes
the formation of a wide depletion zone of oxygen vacancies
in front of the interface, negatively impacting the macro-
scopic ionic conductivity. For high gadolinia substitution,
interface segregation induces compressive stresses of 45
to 700MPa and a weakly tensile region in the vicinity of the
GCO homointerface, as a result of coupled, long range,
electrochemomechanical interactions. The accumulation of
gadolinium defects at the grain boundary locks-in oxygen
vacancies, which in turn suppresses the depletion zone
from the extended immediate neighborhood and decreases
its macroscopic ionic conductivity. This is the first model
where the grain boundary core explicitly includes chemo-
mechanical effects.
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Broader context

Recent theoretical and experimental studies in existing and
emerging ion-conducting solids have highlighted the importance
of the electrochemical and mechanical properties of grain bound-
aries to define the ionic transport for high performance appli-
cations, such as solid oxide fuel cells, lithium-ion batteries
and super-capacitors. In all these cases, the transport prop-
erties are controlled by the defect chemistry at and near the
grain boundaries, which are influenced by the associated local
chemical, electrical, and mechanical stimuli. In this work, we
present a thermodynamically consistent theory that incorporates
the electro-chemico-mechanical effects for substitutional ionic
conductors as a basis to predict the spatial defect distribution
and transport properties at grain boundaries and the abutting
single-crystal grains that comprise their bulk, macroscopic form.
The proposed generalized theory enables the design of advanced
polycrystalline ionic conductors and the identification of the mi-
crostructural transport bottlenecks by starting from experimen-
tally measurable quantities.

Advanced ion-conducting solids are building blocks in current
and emerging technologies, such as rechargeable lithium-ion bat-
teries, solid oxide fuel cells, and gas sensors. The overall perfor-
mance and reliability of these solids is dictated by their equilib-
rium and transport properties, and, as the world aims to develop
more efficient and environmentally friendly energy storage and
conversion devices, the basic understanding of the microstruc-
tural mechanisms that control and limit their response is the first
step to achieve this goal1.

Experimental studies aimed to understand the bottlenecks that
control the properties in ionic conductors indicate that grain
boundaries impact (favorably or unfavorably) the macroscopic
charge conductivity2–5. Explanation of grain boundaries behav-
ior include interfacial structural disorder6, space-charge7–9, seg-
regation of impurities and dopants2,7,10–12, and the appearance
of glassy pockets13,14. In all these studies, it is clear that the
nature of the interface also affects the properties of the abut-
ting grains, and the overall macroscopic properties. For exam-
ple, in the case of oxygen ionic conductors, such as substituted
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ZrO2−y or CeO2−y, it is well-known that the total ionic conductiv-
ity of these chemistries in its polycrystalline form is often lower
due to the space charge blocking effect that develops at the grain
boundary7,15,16, and due to an excess of positively charged oxy-
gen vacancies in the grain boundary core and an additional space
charge layer of depleted oxygen vacancies in the vicinity of the
interface7,15.

Chemomechanical coupling is a well appreciated bulk effect in
ionic conductors. Atomistic simulation studies on yttria stabilized
zirconia interfaces under biaxial strain performed by Kushima
and Yildiz shows that the ionic conductivity is enhanced due to
change in the oxygen vacancy migration path that resulted from
a decrease in the enthalpy of migration17. Chemical strain ex-
perimental studies on GCO thin films shows that stress relax-
ation occurs at the interface by converting mechanical energy
into chemical energy, i.e., changing the equilibrium defect con-
centration at the interface18–20. Recent experimental studies on
CeO2−y strained thin films suggests that the equilibrium oxygen
storage capacity is increased under both compression and ten-
sion21. While the experimental evidence has shed important
light on the development of a fundamental understanding of the
nature of homo- and heterointerfacial solids, the establishment
of a thermodynamically consistent description, solely based on
well-established experimentally measurable quantities that pre-
dict the formation of space charge layers and the associated ther-
mal, structural, chemical, and mechanical responses is still miss-
ing.

In GdyCe1−yO2−y/2 with low Gd substitution, the total ionic
conductivity is three to four orders of magnitude lower than
the single crystal conductivity due to a wide depletion zone of
oxygen vacancies15,22. In the high substitution limit, the attrac-
tive interactions between [Gd′Ce] and [V··O] induces an increase in
the enthalpy of migration of oxygen defects22,23, thus resulting
in the development of a maximum in the macroscopic conduc-
tivity in the 250− 500◦C range15,22,24,25. In addition, Scanlon et
al., showed that gadolinium accumulates at grain boundaries26,
while Lee and coworkers demonstrated through atomistic simu-
lations the co-accumulation of oxygen vacancies and gadolinium
defects at surfaces and grain boundaries27,28. The authors re-
ported that the interfacial accumulation of oxygen vacancies is
accompanied by a thick depletion zone of oxygen vacancies and
a small depletion zone of gadolinium defects in the vicinity of
the grain boundary due to space charge effects27,28. Finally, Zha,
Xia, and Meng observed that the lattice constant increased lin-
early with Gd concentration, i.e., follows Vegard’s law29.

Historically, Frenkel was the first to propose that space charge
near the free surface in ionic conductors was a result of Schot-
tky defects30. Analytical solutions describing the charged de-
fect distribution near free surfaces, edge dislocations and grain
boundaries have been formulated by several authors31,32. These
solutions are based on the classic Poisson-Boltzmann and Gouy-
Chapman approach for liquid electrolytes8. The Gouy-Chapman
approach has been used to describe the space charge layers in the
vicinity of the grain boundaries in the dilute limit. The model
accounts for electrostatic segregation of defects at the interface,
but does not consider the menagerie of coupled chemical, dipo-

lar, and elastic interactions. Kliewer and Koehler were the first to
introduce a variational formulation for space charge on free sur-
faces in ionic solids33. Yan, Cannon, and Bowen further extended
this variational approach to describe ceramic grain boundaries to
include solute segregation at interfaces due to electrostatic, dipo-
lar, and elastic interactions34. The authors assumed an analytical
function for the elastic energy density due to dopants in the dilute
limit.

In the high substitution limit, the Mott-Schottky approximation
has been used to rationalize defect distributions near interfaces.
Dopants/substituents are assumed to be immobile in the vicinity
of the grain boundary and typically the electrostatic potential is
fitted to match the experimental observations.7,35–38. Sheldon
and Shenoy extended the Gouy-Chapman approach and included
the hydrostatic stresses induced by the accumulation of point de-
fects39. The model works well for intrinsic defects. Most recently,
Mabane and De Souza introduced a gradient energy penalty to
tune point defect gradient in vicinity of the interface40. This con-
tribution is the first to go beyond the dilute limit, but requires
to fit an experimentally unmeasurable gradient energy coefficient
correction41.

Variational and phase field formulations that resolve the ef-
fect of charge and polarization in ionic conductors include those
proposed by Chen and Khachaturyan42. Later, Bishop, García,
and Carter developed a variational formulation to study charged
domains in a spinodally decomposing (phase separating) ionic
solid43. García, and coworkers generalized these ideas into
a theoretical framework to describe the local equilibrium and
phase transformation kinetics of electrically active ionic solids44,
and provided the basis to naturally incorporate Maxwell’s Equa-
tions to develop thermodynamically consistent phase field for-
mulations. Guyer et al., developed independently a conceptu-
ally equivalent diffuse interface model to capture the effects of
charge separation associated with the equilibrium double layer at
an electrochemical interface45.

The Langmuir-McLean theoretical model46,47, predicts the seg-
regation of point defects in the absence of electrostatic, dipolar
and elastic interactions. Li, Obiani, and Darken were the first to
include elastic interactions to describe the segregation of dopants
at grain boundaries48. The model describes crystallographically
isotropic solids in the dilute limit. Several authors,26–28, have
followed up on these ideas and have readily demonstrated that
acceptor-doped oxides chemically expand the crystalline lattice
and induce stresses in the vicinity of grain boundaries.

In this paper, a thermodynamically consistent variational the-
ory is proposed to naturally include the effects of non-diluted seg-
regation, dipolar and self-induced electric field effects, as well
as long range, chemically induced (chemomechanical) elastic en-
ergy density contributions to the total free energy of the system.
The developed model provides a rational basis to understand the
stability of point defect distributions away from the interface and
its effect on the charge transport properties of the corresponding
polycrystalline chemistries. The theory is demonstrated on GCO
and validated against experimentally measured properties.

Define the Helmholtz free energy per unit volume, f , for an
ionic conductor as a function of N charged species, including
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point defects, [V Z1
1 ], . . . , [V ZN

N ], as classically defined49, and define
η as a coarse-grained measure of the crystallinity (atomic order-
ing) in the ionic ceramic phase, so that η = 1 corresponds to a
perfectly crystalline lattice and η = 0 to a disordered region50

(See Supplemental Information for Table of symbols Summary).
Each component has associated a formal valence ZN , which in
turn contributes to increase the electrostatic energy, ρφ , and an
additional contribution to the density of dipole moments, 1

2
~D ·~E,

to the system, f◦, in agreement with Hart51, and García et al.44:

f◦(η , [V Z1
1 ], . . . , [V ZN

N ],ρ,~D;T ) = f ([V Z1
1 ], . . . , [V ZN

N ];T )
+ρφ + 1

2
~D ·~E

(1)

The spatial distribution of electrostatic charge raises the free en-
ergy of the system, f◦, when the local charge density, ρ, has the
same sign as the electrostatic potential, φ , while the second, dipo-
lar term penalizes the increase of electrostatic energy that may
result from the formation of local charge inhomogeneities.

The electrochemical free energy density, fec, of the sys-
tem is defined through the Legendre transformation44,49,52,
fec(η , [V Z1

1 ], . . . , [V ZN
N ],~E;T ) = f◦(η , [V Z1

1 ], . . . , [V ZN
N ],~D;T ) − ~D · ~E

which specifies that the free energy per unit volume decreases
when the material is electrostatically polarized, in agreement
with several authors43–45. In addition, the electrostatic poten-
tial, φ , and the electric field, ~E, are related through the rela-
tion, ~E = −∇φ , because the position-dependent electric field is
a solution of Faraday’s Law, ∇× ~E =~0, for a constant magnetic
induction field. Finally, the total polarization and the electric
field are related through the well-known constitutive equation,
~D = ε~E = −ε∇φ , in the absence of piezoelectric and pyroelectric
effects.

In agreement with Larché and Cahn53, each chemical species
imposes a change in the lattice parameter of the local crystal
structure, which in turn results on the development of elastic
stresses. Mathematically, this is specified by the modified Hooke’s
law54:

σi j =Ci jkl

(
εkl −

N

∑
m=1

β
(m)
kl ([V Zm

m ]− [V Zm
m ]◦)

)
(2)

In the small deformation limit, the mechanical displacement, ~u =

(u1,u2,u3)
T , and the geometrical strain, εi j, are related through

the expression:

εi j =
1
2

(
∂ui

∂x j
+

∂u j

∂xi

)
(3)

Thus, the development of ionic defect-induced lattice parame-
ter changes will result in elastic energy inhomogeneities, i.e.,
1
2
↔
σ ·
↔
ε e ≥ 0, which in turn will contribute to the free energy func-

tional44:

F [η , [V Z1
1 ], . . . , [V ZN

N ],φ ,u1,u2,u3;T ] =

∫
V

[
f (η , [V Z1

1 ], . . . , [V ZN
N ],T )

+ρφ − ε
2 (∇φ)2

+ 1
2
↔
σ ·
↔
ε e

]
dΩ

(4)
For ease in the description, phase separation in the Gibbsian
sense52, including spinodal decomposition effects, as described
by Cahn and Hilliard41, are not included; however, they can be

easily incorporated, e.g., see43,55. In general, the chemical ex-
pansion of the lattice parameter is a function of composition as
has been reported in the scientific literature, e.g.,56. For simplic-
ity, non-linearity in chemical expansion is not considered in this
work, though it can be easily incorporated. The local charge den-
sity is coupled to the spatial distribution of the different chemical
species through the expression, ρ = ∑

N
i=1 eZi[V

Zi
i ], in agreement

with Bishop43, Guyer et al.45, and generalizations by García et
al.44. Finally, the chemical free energy density of an ionic solu-
tion, f , possesses contributions to the free energy of formation,
fi(η ,T ), and entropic and the enthalpic free energies of mixing,
of the dissolved chemical species and phases through the expres-
sion:

f (η , [V Z1
1 ], . . . , [V ZN

N ],T ) = 1
ν

(
∑

N
i=1( fi(η ,T )[V Zi

i ]+ kbT [V Zi
i ] ln[V Zi

i ])

+kbT (1−∑
N
i=1[V

Zi
i ]) ln[1−∑

N
i=1 V Zi

i ]

+∑
N
j=1,i6= j Ωi j[V

Zi
i ][V Z j

j ]
)

(5)
where fi(η ,T ) = f X

i (T )p(η)+ f S
i (T )(1− p(η)). Here, spatial in-

homogeneities on the structural disorder, such as those occurring
at the grain boundary, will energetically favor the attraction of
those ionic species and point defects whose energy of formation
is lower than those displayed in structurally ordered regions, in
agreement with classic phase field formulations50.

Equation 4 leads to a set of local equilibrium conditions, repre-
sented by the variational derivatives:

δF
δφ

= ∇ · ε∇φ +ρ = 0
δF
δui

= ∇ ·←→σ = 0

δF
δ [V Zi

i ]
= ξi =

∂ f
∂ [V Zi

i ]
+Zieφ−

↔
σ ·

↔
β (i)

(6)

The first row of Equation 6 corresponds to Coulomb’s equation,
in agreement with the classical electromagnetics literature57, and
previous work43–45. The second row of Equation 6 corresponds
to the mechanical equilibrium equation, in agreement with con-
tinuum mechanics theory58, and previous work44. Finally, the
third row of Equation 6 is identified as the electrochemome-
chanical potential of the ith ionic species, ξi, and reduces to
the well-known electrochemical potential in the absence of lo-
cal stresses43–45, and to the chemical potential in the absence
of stresses and electrostatic charge. The electrochemicomechani-
cal potential defines a generalized intensive local thermodynamic
driving force for mass (and charge) segregation at interfaces as
a result of gradients of chemical potential, electrostatic poten-
tial, or stresses. Overall, the electrical, mechanical, and chemical
state of a grain boundary and the surroundings are determined
by simultaneously solving the set of equations, as determined by
Equation 6.

For a grain boundary in local thermodynamic equilibrium
with the surrounding abutting grains53, the electrochemo-
mechanical potential of the grain boundary core, S, and
the volume of the crystalline solid, X , are equal and spa-
tially uniform, i.e., ξ S

i = ξ X
i , which results into the con-

centration distribution for each of the ith species, [V Zi
i ]:
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[V Zi
i ]

1−∑
N
i=1[V

Zi
i ]

[V Zi
i ]S

1−∑
N
i=1[V

Zi
i ]S

= exp

−((1− p(η◦)∆ f S→X
V Zi

i

)+∑
N
j=1,i6= j Ωi j([V

Z j
j ]− [V Z j

j ]S)+Zie(φ −φ◦)− (
↔
σ ·

↔
β (i) −(

↔
σ ·

↔
β (i))S))

kbT

 (7)

Equation 7 reduces to the classical Gouy-Chapman description,
[V Zi

i ] = [V Zi
i ]∞ exp(−Zieφ/kbT ), in the limit of an ideal, dilute, so-

lution, in the absence of elastic stresses. Away from this limit,
the degree of crystallographic disorder at the interface provides a
natural driving force for grain boundary solute accumulation and
specifies the maximum number of accessible segregation sites.
In the absence of charge, Equation 7 reduces to the Langmuir-

McLean equation, i.e., [V Zi
i ]S

1−[V Zi
i ]S

=
[V Zi

i ]∞

1−[V Zi
i ]∞

exp[∆ f S→X

kbT ],46,47.

While the spatial extent of a charged layer (i.e., a generalized
Debye length) is a direct function of the bulk composition, Equa-
tion 7 shows that because mechanical stresses in the crystalline
solid are capable of extending across large distances away from
its source, stress inhomogeneities will have a very strong, non-
trivial influence on the spatial extent of the segregant. In addi-
tion, interfacial stresses will shift the electrostatic potential, fur-
ther disturbing the interface segregation extent, and thus the spa-
tial distribution of the defects. Also, the chemical stress differ-
ences between the interface and the abutting grains, induced by
the differences in Vegard strain between the interface and sur-
rounding crystalline solid, will have an influence on the solute
distribution and are capable of inducing ionic segregation at dis-
tances that go well beyond the structural location of the interface.
Finally, Equation 7 readily demonstrates that stress gradients in-
crease the extent of the charge layer, and its width is proportional
to the elastic stiffness of the crystalline phase.

Table 1 Summary of physical parameters used in the interface defect
distribution calculation (See Supplemental Information for Table of sym-
bols Summary).

Symbol Value(units) Ref.
ZO 2 –
ZGd −1 –
f S
V ··O
− f X

V ··O
−2.0 eV 59

f S
Gd′Ce
− f X

Gd′Ce
0.0 eV 40

ΩGd′CeV ··O
−0.3 eV 22

ν◦ 4×10−29 m3/atom –
δ 2 nm –
η◦ 0 –
εr 35 60

βT 0.00095 29

E 190 GPa 61

ν 0.3 61

This formulation was applied to describe the properties of poly-
crystalline GCO. Properties are summarized in Table 1 (See Sup-
plemental Information for more details), as experimentally re-
ported by22,29,59–61. Except for the mechanical61 and chemo-
mechanical properties29, used values are the same as those used
by40. Consistent with phase field formulations, our solution do-
main spans both the grain boundary core, space-charge region,

and the bulk. For simplicity, we assume that the grain boundary
core has the same mechanical properties and [V··O] ionic mobility
as the bulk. Also, the dependence of [V··O] ionic mobility on strain
was not included. Finally, the chemical expansion is taken to be
linear and assumed to be dominated by [Gd′Ce]. In other words,
[V··O] is assumed to be zero Vegard constant. We made this approx-
imation because it is not possible to experimentally determine the
Vegard constants for these two defects separately as they are cou-
pled by electroneutrality in the bulk. Nevertheless, we carried out
a sensitivity analysis on the Vegard constants of [Gd′Ce] and [V··O]
(see Supplemental Information). We show that this assumption
does not affect the transport behavior of GCO at low substitution
levels, since the grain boundary core width is much smaller than
the space-charge width.

The predicted spatial distribution of [V··O] and [Gd′Ce] in the
vicinity of the grain boundary is shown in Figure 1 (a), for
GdyCe1−yO2−y/2 at T = 1300◦C and y = 0.01. The grain boundary
core is [V··O]-rich, in agreement with experimental results7,15,24,29.
Also, the accumulation of [V··O] very close to the interface draws
point defects from the immediate surroundings and results in the
formation of a depletion zone of oxygen vacancies two nanome-
ters away from the interface. Accumulation of [Gd′Ce] in the grain
boundary core is a result of the interfacial oxygen vacancy pile
up, f S

V ··O
− f X

V ··O
= −2.0eV, which attracts point defects of opposite

polarity. The calculation demonstrates that the induced concen-
tration gradients favor compressive stresses at the center of the
grain boundary core, which in turn promotes the formation of a
wide elastic energy region some distance away from the interface
(see Figure 1 (b)). The increase of the local free energy of the
system due to the chemomechanical coupling discourages the ap-
pearance of sharp concentration gradients of [Gd′Ce] and [V··O], in-
creasing the extent of the depletion/accumulation zone from 10
to ∼17nm, defined herein as the distance away from the interface
where the system deviates from charge neutrality by 1%, in agree-
ment with the experimental observations in YSZ11. Interestingly,
inclusion of chemomechanical effects increases the charge den-
sity at the grain boundary core (see Figure 1 (c)), because com-
pressive stresses disfavor the accumulation of negatively charged
[Gd′Ce] in the grain boundary core. Overall, the calculation demon-
strates that in order to minimize the combined electrochemical
and chemomechanical contributions to the free energy of the sys-
tem, the segregated and depleted ionic species have to increase
their spatial extent while simultaneously forcing the elastic stress
at the interface to decrease to a minimal value. The resultant
plane-stress distribution in the vicinity of the interface reaches a
compressive extreme value ∼2nm in front of the interface as a
result of the Vegard strain contribution from Gd, and it becomes
stress free ∼20nm away from the boundary.

The effect of substitution on the point defect distribution is
shown in Figure 2. Results demonstrate that as the macroscopic
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Fig. 1 Predicted defect concentration (inset (a)), hydrostatic stress (in-
set (b)), and charge density (inset (c)) in the vicinity of grain boundary
for GdyCe1−yO2−y/2, for y = 0.01. [Gd′Ce] segregate at the interface (x = 0
nm) due to the development of a positive interfacial potential. The ac-
cumulated gadolinium defects at the interface expands the ceria lattice
and imposes a compressive hydrostatic stress. The developed stress
decreases the gadolinium defect concentration, which, in turn, increases
the spatial extent of the oxygen vacancies. As a point of comparison, the
predicted defect concentration and charge density distributions without
chemomechanical couplings are shown as dash gray lines.

concentration of gadolinia increases, the spatial extent of segre-
gation decreases from 17 to ∼4nm. At low substitution levels,
the [Gd′Ce] peaks at ∼2nm from the center of the grain boundary
core. At high substitution levels, it peaks at the center of the grain
boundary core. This [Gd′Ce] segregation reflects electrostatic, me-
chanical, and defect-defect interaction contributions, as we did
not consider a segregation energy for [Gd′Ce]. A shallow depletion
region of [Gd′Ce] is also favored ∼2nm away from the interface for
higher substitution levels, and has a thickness of ∼0.5nm. The
substituent depletion region shifts away from the interface due
to increase in the thickness of segregation region of substituent.
Also, the grain boundary core accumulation of [V··O] increases by
a factor of two, while the oxygen vacancies depletion region sig-
nificantly decreases from a two orders of magnitude difference
to an experimentally negligible amount. The charge point de-
fect redistribution associated with gadolinia induces a very large
compressive stress in the grain boundary core because of the large

lattice expansion induced by the accumulation of [Gd′Ce]. To en-
force mechanical equilibrium from the lattice expansion driven by
the addition of [Gd′Ce], a tensile region forms in the vicinity of the
oxygen vacancy depletion region. The enrichment factor, i.e., the
ratio of substituent concentration at the grain boundary core to
average substituent concentration is 4.45 for y = 0.2, in very good
agreement with the reported experimental value of 4.226. Over-
all, calculations demonstrate that for large amounts of substitu-
tion, [Gd′Ce] accumulates uniformly at the grain boundary for a
thickness of ∼1.5nm in agreement with atomistic calculations28,
leading to a spatial distribution of point defects that correspond
to a stress induced Mott-Schottky type interface35,62.
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Fig. 2 Effect of gadolinia substitution on the spatial distribution of point
defects. Inset (a) shows [Gd′Ce] distribution, (b) shows [V··O] distribution,
and (c) shows hydrostatic stress distribution. The shade of gray changes
from dark to light with GdyCe1−yO2−y/2 substituent y = 0.01 (darkest), y =
0.02, y = 0.04, y = 0.1, y = 0.15, y = 0.20, and y = 0.30 (lightest).

Figure 3 summarizes the effect of substituent on the electro-
static interfacial potential. In the 0.01 < y < 0.1 range, the elec-
trostatic potential increases by 150mV as a result of the increase
in [V··O] accumulation at the interface. In the high substitution
limit, 0.1 < y < 0.3, the interfacial accumulation of [V··O] and [Gd′Ce]

defects contribute to an additional increase of the electrostatic
potential by 50mV. Calculations show that the electrostatic po-
tential increases with substituent concentration because the driv-
ing force to accumulate oxygen vacancies at the grain boundary
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core increases the electrochemicomechanical potential. This fa-
vors the formation of larger electrostatic potentials and promotes
the chemical attraction of [V··O] and [Gd′Ce], while decreasing the
extent of the electrostatic potential distribution, from 17nm to
4nm. Further, as the amount of gadolinia increases in the grain
boundary, the developing Vegard stresses enhance the interfacial
electrostatic core potential by a few milivolts with respect to the
stress-free system. This effect becomes apparent at high substitu-
tion levels, and demonstrates that while the grain boundary has
a strong influence on the surrounding grains, these also affect the
electrochemomechanical state of the interface.

���� ��� ��� ���

���

���

���

y[GdyCe1−yO2−y/2]

φ
◦[
V
]

Fig. 3 Predicted interfacial electrostatic potential as a function of
GdyCe1−yO2−y/2 for only electrostatic and chemical driving forces (gray
dashed line) and with full electrostatic, chemical and mechanical driving
forces (black solid line).

Figure 4 summarizes the predicted and experimental effect
of gadolinia on the macroscopic conductivity of polycrystalline
GdyCe1−yO2−y/2, for grain sizes larger than 500nm. Experimen-
tal data corresponds to samples quenched from 1300◦C and mea-
sured at 440◦C, as reported by Tschöpe and coworkers15. A di-
rect comparison shows an excellent agreement. In the absence
of chemicomechanical stresses, the calculated conductivity is two
orders of magnitude larger than experimentally observed values,
particularly in the small substitution regime, 0.01 < y < 0.1. In
contrast, the incorporation of elastic energy contributions and
chemomechanical couplings extends the oxygen vacancy deple-
tion zone beyond the width of the grain boundary and signifi-
cantly contributes to decrease the macroscopic ionic conductivity.
In the intermediate substitution regime, 0.1< y< 0.15, the oxygen
vacancies depletion zone disappears, and results in an increase
in the total conductivity, so that a maximum for polycrystalline
GdyCe1−yO2−y/2, occurs at y = 0.15 in very good agreement with
experimental results15. Finally, in the high substitution limit,
0.1< y< 0.3, the electrochemical defect interactions between oxy-
gen vacancies and substituents decrease the ionic mobility of oxy-
gen vacancies and leads to a decrease in the total conductivity.

Conclusions
In conclusion, a thermodynamically consistent space charge the-
ory was developed, in excellent agreement with well-established
experimental results. The local interfacial behavior is a direct
consequence of the electrostatic, chemical, and chemomechan-

Fig. 4 Experimental and simulated ionic conductivity for
GdyCe1−yO2−y/2. Experimental single-crystal ionic conductivity
corresponds to and experimental polycrystalline conductivity corre-
sponds to , 15. Samples were quenched from 1300◦C and measured
at 440◦C. Simulated single-crystal ionic conductivity corresponds to ,
calculated polycrystalline ionic conductivity only including electrostatic
and chemical driving forces corresponds to , and including all the
chemical, electrostatic, and mechanical driving forces, corresponds to

. Gray lines are a guide to the eye.

ical driving forces that attempt to minimize the total free en-
ergy of the system as a result of the underlying, segregation-
induced chemical stresses. Conceptually, the model predicts a
substituent concentration distribution function reminiscent of the
Mott-Schottky approximation, with a direct and converse chemo-
mechanical coupling, which naturally redistributes the charged
species and stretches the extent of the electrochemical interface,
as demonstrated for GCO. Further, for the generality of ionic con-
ductors, the developed theory provides the ideal basis to under-
stand the transport limitations for ceramic systems for a wide vari-
ety of energy-related applications, including electrolytes for solid
oxide fuel cells, electrode chemistries for currently used Li-ion
batteries, and solid electrolytes for emerging solid state batteries.
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