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a)

Fig. 1 a) Sketch of the experimental setup indicating the inclination

angle α with the respect to gravity and the tilt angle ϕ with the respect to

the direction of the in-plane body force. b) Rendering of the simulations

for ϕ = 50
◦ and Bo= 1.35. PC (TFOS) indicates the polycarbonate

(silanized) region of the wettability step. The coordinate system x,y,z in

the tilted frame employed in the simulations is indicated.

ary. The advancing and receding contact angles on the PC re-

gion, where the drops were initially deposited, were respectively

θa,PC = 88
◦±2

◦ and θr,PC = 63
◦±3

◦, while those on the TFOS cov-

ered portion, beyond the chemical step, were θa,TFOS = 118
◦±2

◦

and θr,TFOS = 64
◦±4

◦.

Drops of volume V = (40 ± 2) µl were deposited on the al-

ready inclined plane by means of a vertically mounted syringe

pump. The sample was placed on a manually rotating stage with

a central opening that could change the inclination ϕ of the lin-

ear chemical step. The stage was mounted on a rotating tilting

support whose inclination angle α could be set by a computer

with 0.1◦ accuracy7. The drop was lightened by two white LED

back-lights. The lateral profile of the drop was viewed with a

CMOS camera mounted along the rotation axis of the plate and

equipped with a macro zoom lens. By moving the camera, it was

possible to focus on the image of the drop contact line reflected

by a mirror mounted under the sample holder at 45
◦ with respect

to the substrate. Acquired images, where drops appear dark on

a light background, were analysed through a custom–made Lab-

VIEW script20.

Varying α between 25
◦ and 60

◦, the in–plane component

of the body force can be described by a Bond number Bo =

ρgV 2/3
sinα/γ (where g is the gravity acceleration) ranged be-

tween 0.9 and 1.8. The typical velocities of the drop steadily

sliding on the PC region before touching the step ranged be-

tween U ∼ 0.1 mm/s and U ∼ 10 mm/s. Accordingly, the max-

imum Weber and Capillary number of the drop with dimension

L0 ∼ V 1/3 were We = ρU2L0/γ ∼ 3 · 10
−3 and Ca = ηU/γ ∼ 0.01,

respectively, indicating that drop motion was governed by an in-

terplay of gravity and interfacial forces. Capillary waves on the

drop interface that may be excited during collision with the chem-

ical step are quickly damped away as the Ohnesorge number

Oh = Ca/We
1/2

∼ 0.15 is close to unity. In addition, when cross-

ing the chemical step, the contact line velocity is further reduced

to the order of U ∼ 0.01 mm/s. In this velocity regime, and for

many experimental systems, the dissipation of the moving contact

line conforms better to the predictions of the molecular kinetic

approach21 rather than to the dependence expected for viscous

flows in the fluid wedge region22. Hence, we model the drop

shapes in our simulations as quasi–static while the drop motion

was solely governed by contact line mobility.

3 Contact line friction model

The essential physics of the present experimental system is cap-

tured by a minimal model based on a local contact line mobility.

This model naturally combines static contact angle hysteresis and

dynamic contact angles19,23, and is ideally suited to describe the

motion of slowly sliding drops close to the pinning and depinning

thresholds.

In this ‘contact line friction model’, the shape of the liquid in-

terface is assumed to be in mechanical equilibrium, and therefore

at each instant fulfils the Laplace law

∆P+ρ g‖ x = 2γκ (1)

where ∆P is the pressure jump across the liquid interface at x = 0,

γ the liquid–vapour tension, κ the local mean curvature, and

g‖ = gsinα the in–plane component of the acceleration of grav-

ity acting in the downhill x–direction, cf. also Fig. 1. Observing

that for our experimental parameters the deformation of the drop

due to the component g⊥ = gcosα normal to the substrate has a

minimal impact on the location of the boundaries between differ-

ent mechanisms occurring at the chemical step, we omitted it in

the rest of our calculations. In the limit of negligible deforma-

tions the Bond number Bo = ρgV 2/3/γ and the inclination angle

ϕ represent the minimal set of control parameters for the system.

For a given contour Γ of the contact line, being not necessarily

in mechanical equilibrium, the shape Σ of the free liquid interface

is described by a minimum of the energy functional

E {Σ}= γ Alv −ρ g‖V 〈x〉 (2)

where Alv is the area of the free interface, while 〈x〉 denotes the x-

coordinate of the drops’ center of mass. As we were operating ex-

clusively in the limit of small contact line velocities, we employed

a linear relation between contact line velocity and dynamic con-

tact angles

u =

{

ua(θ −θa) for θ ≥ θa

ur(θ −θr) for θ ≤ θr

, (3)

where ua and ur were assumed to be constant over a homoge-

neous portion of substrate.

The numerical implementation follows the method introduced
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Fig. 2 a) Experimental measurements of the dynamic advancing and

receding angles for PC and TFOS substrates, with linear fits providing

the phenomenological parameters for the simulation. Positive (negative)

velocities refer to advancing (receding) motion. b) Relation between Bo

and Ca for drops in steady motion on PC and TFOS. Lines are the

numerical results.

in our previous work19 where the drop shape Σ is subject to the

global constraint of a fixed liquid volume V . We employed the free

software Surface Evolver24 to represent the free interface by a

triangulated mesh and minimize the energy Eq. (2) with standard

minimization algorithms. The mesh is gradually refined close to

the contact line such as the contact line typically comprises ∼ 300

elements. The algorithm to simulate the temporal evolution of

the droplet shape contains two steps: in the first step the energy

of the drop is minimised given the contour Γn of the contact line

at time tn. In the second step, after convergence of the interfacial

shape, the local contact angle θ at each edge of Γn is evaluated. If

θr ≤ θ ≤ θa is satisfied for both the edges connected to a node of

Γn, the contact line around the node is in a pinned state and will

not be moved. Whenever the local contact angle of at least one

of the neighbouring edges is found outside the hysteresis interval,

i.e., θ > θa or θ < θr, the node is moved. To perform the motion

of the contact line between time tn and tn+1 ≡ tn +∆t, a virtual

displacement ∆r = nu∆t is first assigned to each edge of Γn, where

n is the co-normal vector of the contact line in the plane of the

substrate. The new contact line contour Gn+1 is then obtained by

moving each node according to a weighted average of the virtual

displacements assigned to the neighbouring edges. At this point,

an updated interfacial shape for a new contact line contour has to

be computed with a standard minimisation algorithm. The drop

shape is evolved in time by a cyclic repetition of the two steps.

To reduce the computational time we use an adaptive time step

chosen such that the maximum displacement is 10% of the length

of the shortest element of the contact line. During time evolution,

contact line elements are constantly generated and removed in

order to maintain a constant quality of the mesh. In particular,

elements are generated at the leading edge and are constantly

shifted to the drop side during the evolution. Eventually, they are

destroyed when collected by the trailing edge.

To match simulations with the experiments, the phenomeno-

logical parameters ua and ur were obtained by fitting the relation

between contact line velocity and dynamic contact angles derived

from the experiments on PC and TFOS substrates in Fig. 2a):

ua,PC = 61.6 mm s−1
rad

−1, ur,PC = 13.7 mm s−1
rad

−1, ua,TFOS = 138

mm s−1
rad

−1, ur,TFOS = 19.9 mm s−1
rad

−1. Figure 2b) reports

a direct comparison of the relation between dimensionless drop

velocity Ca and driving force Bo with the experimental data of

steady drops sliding on homogeneous PC and TFOS surfaces. Very

good agreement was found on both substrates for Bo< 1.6 while

numerical data overestimate the experimental results at larger

Bond numbers.

A possible cause for the discrepancy at high Bond numbers is

the transition to a regime where the viscous dissipation in the

bulk cannot be any more neglected. The assumption that the dis-

sipation is mostly localized at the moving contact line is not valid

for interfaces in contact to substrates with small contact angles

and low contact angle hysteresis. In this case, viscous dissipation

in the liquid wedge close to the three–phase contact line, and to

a smaller extent also in the bulk, dominate drop motion25, and

demand solutions of the full–scale fluid dynamic problem6.

Simulations of drops approaching the chemical step are ini-

tialised with a drop at rest in the PC portion of the surface. The

body force is subsequently applied at the prescribed angle with

respect to the chemical step. As we showed in a previous work19,

for sufficiently low Bo, and for certain initial conditions, the drop

can remain in a pinned state even tough a steady sliding solution

exists. For the range of Bo explored in our experiment this case

does not occur. In our case, experiments and numerical simula-

tions can be safely compared because the drop reaches a steady

sliding before hitting the chemical step and a sliding drop looses

all the information inherent to its initial configuration.

4 Results and Discussion

We observed four distinct scenarios for the drop approaching the

chemical step as summarized in Fig. 3: a) at low Bo and ϕ the

drop is simply pinned at the step; b) at high Bo and intermediate

ϕ the drop crosses the step; c) at high ϕ the drop glides along

the step without crossing it; d) at intermediate Bo and ϕ the drop

glides for a short distance (at least 2 mm) along the step until

arrest, and remains pinned. By systematically varying the angles

α and ϕ, we constructed the dynamical phase diagram plotted

in the graph of Fig. 3e). Filled symbols of different colors and

shapes represent the path followed by the drop approaching the

chemical step. No data are reported for Bo ≤ 1 because drops

slide very slowly and it was very difficult to distinguish the differ-

ent crossing cases. The regions identifying the four regimes are

delimited by connected open symbols obtained from the analysis

of systematic numerical simulations. They show a good agree-
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b) c) d) a) 

e) 

Fig. 3 Sequence of the four possible drop trajectories exhibited by a

drop approaching the chemical step: a) the drop pins; b) the drop

crosses the step; c) the drop slides along the step; d) the drop partially

slides along the step and pins in a later stage. The dashed inclined lines

mark the chemical step and the horizontal scale bars correspond to 5

mm. e) Dynamical phase diagram showing the four regions in the ϕ–Bo

space. Filled symbols refer to experiments, while open symbols are

evinced from simulations. Connecting lines are guide for the eye. See

text for further details.

ment with the experimental results, considering the unavoidable

presence of various sources of defects and noise in the system.

In particular, the transition curve separating the pinning region

from the gliding and pinning one occurs at somewhat smaller ϕ

values. This could be due to the presence of substrate defects

that enhance the pinning of the drop. Furthermore, the transition

with the gliding region occurs at larger ϕ values, suggesting that

most of the microscopic defects are located on the TFOS side.

The results present two counter–intuitive aspects. First, one

would expect the minimum Bond number Bomin necessary to let

the drop cross the step to grow with ϕ, because the component

of the body force perpendicular to the step decreases as cosϕ. In-

stead we observed an initial decrease of Bomin for ϕ < 25
◦, as ϕ

increased. In other words, the optimal direction for crossing is not

perpendicular to the step. To prove that such unexpected result is

determined by the contact angle hysteresis, we performed simula-

tions by taking two different equilibrium angles θ = θa = θr at the

two sides of the step, with the drop crossing from the more hy-

drophilic to the more hydrophobic. Regardless of the chosen com-
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Fig. 4 a) Force evolution during crossing for various values of ϕ. The

dashed lines indicate the trend of the two peaks present in the curves.

b) Construction of three crossing scenarios for the case ϕ = 50
◦. c)

Parallel and perpendicular velocity components of the drop centre of

mass when crossing the step for ϕ = 50
◦ and Bo= 1.35. Series of force

curves as a function of the position x of the center of mass, normalized

by L0 =V 1/3, for ϕ varied in steps of 10
◦. Here the drop is initially placed

at x = 0, while the position of the chemical step shifted forward with

increasing ϕ for better visibility.

bination of angles, we always observed a monotonous increase of

body force proportional to 1/cosϕ, as suggested by a simple de-

composition of the body force along the direction perpendicular

and parallel to the straight boundary. In this case the dynami-

cal phase diagram is less complex, showing only the crossing and

gliding regimes. The second counter–intuitive aspect is the re–

entrant shape of the boundary to the gliding region in the range

50
◦ . ϕ . 60

◦: for ϕ around 55
◦ (see dashed line in Fig. 3e)),

rising Bo from low to high values we first found the transition

between pinning and gliding. Upon increasing Bo we noticed a

transition between gliding and gliding followed by pinning. Only

at higher values of Bo we observed drops crossing the step. This

means that the increase of the body force can induce pinning of a

drop otherwise in motion.

To further gain insight into the mechanism that hinders or al-

lows crossing of the drop, we computed the associated force evo-

lution. To this end we dropped the potential energy term in

Eq. (2) and applied instead an additional global constraint on the

downhill center of mass position, 〈x〉. The y–component of the

center of mass was then allowed to freely adapt to the value that

minimizes the total energy. To compute the force evolution, we
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quasi–statically shifted the position of the center of mass along

the direction of the body force. In this case, the retaining force

in our simulations is given by the Lagrange multiplier µ related

to the constraint of a fixed 〈x〉. At each increment, we allowed

the contact line to relax until all the contact angles lied within

the static hysteresis interval. As shown in the series of force evo-

lutions Fig. 4 a), when the drop collides with the step, µ rises

because of the contact line deformation. For small ϕ, the curves

exhibit a single peak, while at larger ϕ the curves show a second

one. Here the new rise of the force is related to the progressive

shift of the drop from the low hysteresis PC to the high hysteresis

TFOS region. Similarly to what observed for the case of depinning

from an initially circular contact line19, the second peak occurs

when the drop escapes from the self–created constriction of the

contact line. With increasing ϕ, the magnitude of both peaks de-

creases. While the first peak vanishes in the limit ϕ → 90
◦, the

second peak approaches a constant value. Furthermore the dis-

tance of the second peak from the contact point asymptotically

diverges when ϕ increases, and completely disappears from our

simulation domain for ϕ > 50
◦.

The analysis of the landscape allows to identify all four experi-

mentally observed dynamical regimes for a drop approaching the

tilted chemical step. In Fig. 4b) the body force is represented by

blue arrows on the left side. If Bo is lower than the first peak, the

drop simply pins after touching the step. If the value of Bo falls

into the interval between the two peaks, the drop glides along

the step and pins afterwards. The extension of gliding before pin-

ning and the deviation of the drop trajectory is controlled by the

rate of rise of the second peak. Only if Bo exceeds the height

of the second peak, the drop will cross the step. The sequences

of peaks as a function of ϕ accurately match the transition lines

in Fig. 3 between crossing and pinning, and between crossing

and gliding with pinning. The absence of the second peak at

larger ϕ implies that the drop is entirely repelled by the step,

corresponding to the gliding observed in the experiments. The

boundary of the gliding region cannot be determined from the

analysis of the force landscape. The line displayed in Fig. 3 is

obtained by mapping the results of several sequences of simu-

lations, and can be approximately described by Bo ≃ Bo⊥/cosϕ.

Here Bo⊥ ≃ L(cosθr,PC−cosθa,TFOS), L being the projection of the

drop elongation perpendicular to the step. Such relation implies

that the drop mobility can be split in two independent compo-

nents. While without contact angle hysteresis this is valid for the

full range of ϕ, with hysteresis the decomposition is valid only

for large ϕ, and in both cases it corresponds to the transition to

gliding. Figure 4 c), reports the two components of the veloc-

ity profile corresponding to the trajectory shown in Fig. 1 b). For

drops coming from the upper (PC) substrate, the first touch of the

chemical step causes a fast decrease of the drop velocity. After a

local minimum, the velocity slightly increases in the parallel com-

ponent, due to squeezing and alignment of the drop along the

step. Consequently the drop starts a slow side–ward shift to the

lower (TFOS) substrate, which causes a further decrease of the

velocity. Eventually the drop escapes from the chemical step and

the retaining force decreases, causing a quick acceleration, until

reaching a steady motion on the TFOS substrate.

5 Discussion and conclusions

In this work we measured the drop deflection of sliding drops in

the regime of small Weber and Capillary numbers induced by a

chemical step placed at an arbitrary orientation with respect to

the direction of the in plane body force. Our experimental re-

sults show that the magnitudes of both advancing and the reced-

ing contact angle govern the motion of sliding drops on chemi-

cal heterogeneous surfaces. The rich phenomenology of dynamic

regimes arises from a cross–talk between drop deformations and

the mobility parallel and perpendicular to the discontinuity. Both

Capillary number Ca and Weber number We account for the

droplet velocity. For a Ohnesorge number Oh = Ca/We
1/2 . O(1),

inertial effects will become visible if We & O(1)12. Conversely, if

Oh & O(1) the shape will be influenced more by viscous stresses

once Ca & O(1). We expect that the droplets tend to deform into

the direction of motion for the case Oh & O(1) for increasing Ca,

and eventually show a transition to pointed tip and pearling in-

stability at the rear25. Furthermore we expect that the dominant

effect of inertia will be shape oscillations when the drop hits the

step. For a step perpendicular to the direction of motion12, the

energy stored into the shape oscillations can reduce the pinning

effect. While a similar effect can be expected also for highly hys-

teretic substrates, to predict the influence of inertia on the shape

of sliding drops hitting a step having arbitrary direction it is nec-

essary to consider the oscillation modes induced by the symmetry

breaking.

In this work we considered the case of two close receding con-

tact angles and an increased advancing CA on the lower surface

found in our experimental system. In principle, all four contact

angles can be varied independently, and preliminary investiga-

tions suggest the presence of qualitatively different crossing dia-

grams. We plan to address in more detail the full range of con-

tact angles involved in this problem in a forthcoming work. This

study underlines that contact angle hysteresis is a key to describe,

and to further predict the motion of drops on complex wettability

patterns in the limit of small interfacial velocities. The present

model could be of help to design devices for passive drop manip-

ulation, with potential applications in fog–harvesting, controlled

liquid condensation, or drop sorting.
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