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Abbreviations 

 

ABC, ATP-binding cassette; AFM, Atomic force microscopy; APC, anaphase-promoting complex; APP, 

amyloid precursor protein; AR, androgen receptor; ATM, ataxia telangiectasia mutated; bZip, basic 

leucine zipper domain; CaM, camodulin; CaML, calmodulin-like domain; CAP, catabolite activator 

protein; CBP, CREB-binding protein; Cdk, cyclin-dependent kinase; CFTR, cystic fibrosis 

transmembrane conductance regulator; CPD, Cdc4 phosphodegron; CPDK, calcium-dependent protein 

kinase; CPEB, cytoplasmic polyadenylation element binding protein; CREB, cAMP response element 

binding protein; cryo-EM, cryo-electron microscopy; CSL, CBF1/suppressor of Hairless/Lag-1; DBD, 

DNA binding domain; DNP, dynamic nuclear polarization; EGF, epidermal growth factor; EGFR, EGF 

receptor; ELM, eukaryotic linear motif; EOM, Ensemble Optimization Method; EPR, electron 

paramagnetic resonance; ER, estrogen receptor; ESI, electrospray ionization; FGF 2, fibroblast growth 

factor 2; FPOP, fast photochemical oxidation of proteins; GBD, GTPase binding domain; GEF, guanine 

nucleotide exchange factor; GFP, green fluorescent protein; GO, gene ontology; GPCR, G-protein 

coupled receptor; GR, glucocorticoid receptor; HDX, H/D exchange; HEK, human embryonic kidney 

cell; HRE, hormone response element; HT, high-throughput; IDP, intrinsically disordered protein; IDR, 

intrinsically disordered region; IMC, intramolecular chaperone; KID, kinase-induced domain; KNF, 

Koshland-Nemethy-Filmer; LBD, ligand binding domain; LEA, late embryogenesis abundant; LiP, 

limited proteolysis; MAM, Mastermind; MAPK, mitogen-activated protein kinase; MAPKK, MAPK 

kinase; MAPKKK, MAPK kinase kinase; MD, molecular dynamics; MLCK, myosin light chain kinase; MS, 

mass-spectrometry; MSD, membrane-spanning domain; MWC, Monod-Wyman-Changeux; NBD, 

nucleotide-binding domain; NHR, nuclear hormone receptor; NICD, NOTCH intracellular domain; NTD, 

N-terminal domain; PDB, Protein Data Bank; PDZ, post-synaptic density-95/discs large/zonula 

occludens-1; PKA, protein kinase A; pKID, phosphorylated CREB KID; PLA, proximity ligation assay; 

PPIase, (peptidyl)prolyl isomerase; PR, progesterone receptor; Prp
C
, cellular form of prion; PrP

Sc
, 

scrapie form of prion; PCA, protein-fragment complementation assay; PTM, posttranslational 

modification; PUMA, p53-upregulated modulator of apoptosis; RDC, residual dipolar coupling; RyR, 

ryanodine receptor; SAXS, small-angle X-ray scattering; SLiM, short linear motif; smFA, single-

molecule fluorescence anisotropy; smFL, single-molecule fluorescence; smFRET, single-molecule 

fluorescence resonance energy transfer; SNARE, soluble NSF attachment protein receptor; SOD, 

superoxide dismutase; SRM, selected reaction monitoring mass-spectrometry; TAD, transactivator 

domain; TIRFM, total internal reflection fluorescence spectroscopy; WASP, Wiskott–Aldrich syndrome 

protein; XFEL, X-ray free-electron laser;  Y2H, yeast 2-hybrid; YFP, yellow fluorescent protein 
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Signal transduction is the primary device of the cell to respond to changes in its physical and 

chemical environment. Cellular response is initiated through a signaling protein (a receptor), which 

interacts with the “signal”, most often a novel molecule outside or inside the cell. The mechanism of 

activation of the receptor is a conformational change and/or covalent modification, which then sets 

into motion a signaling pathway, i.e. a cascade of modification and binding events that relay and 

amplify the message to eventually alter the state of the cell. In reflection of this general perception, 

concepts such as “second messenger” and “phosphorylation cascade” dominate our views of signal 

transduction. The idea I advocate here is that the non-covalent change in protein conformation itself 

might serve as the initial or intermittent “signal” in the cascade, and it is often the primary event 

being recognized and interpreted by downstream receptor(s). This signaling principle is intertwined 

with many other cellular regulatory concepts, such as (pathway) allostery, conformational spread, 

induced folding/unfolding, conformational memory, hierarchical assembly of complexes, and the 

action of regulatory chaperones and prions. By elaborating on many examples and also recent 

advances in experimental methodology, I show that conformational signaling, although thus far 

underappreciated, is a general and robust signaling principle that most of the time operates in close 

interplay with covalent signals in the cell. 

1. Introduction 

 

Signaling (signal transduction) is a central principle in cellular communication and regulation, most 

often conceptualized as a cascade of events that starts by an extra- or intracellular signal (a first 

message or messenger, either a chemical entity or a physical stimulus) that activates a receptor 

protein through direct physical action or interaction. This initial activation often leads to the 

generation of a diffusible small signaling molecule (a second messenger), which then sets into motion 

a series of binding and modification events to instruct the cell to adapt to the change in its external 

or internal environment. Our general concepts of signal transduction are rooted in examples such as 

the synthesis or release of intracellular second messengers cAMP and Ca
2+

,
1, 2

 and posttranslational 

modification (PTM) cascades, such as sequential phosphorylation events in the mitogen-activated 

protein kinase (MAPK) cascade,
3
 replication start-point signaling,

4
 and DNA damage pathway.

5
 A 

signaling cascade can also include – or be built of – other types of reversible or irreversible covalent 

modifications, such as ubiquitination,
6
 methylation,

7
 or limited proteolysis,

8
 and modern concepts 

incorporate combinations of different modifications into networks, rather than linear pathways of 

interconnected signaling molecules and events.
9
 An overarching principle in all signaling phenomena, 

however, is thought to be the appearance of a new molecule inside or outside the cell, which acts as 

Page 3 of 81 Chemical Society Reviews



 4 

 

a signal to alter the balance of transcription, metabolism, mobility, shape, excitability or some other 

feature of the cell. A key element of creating such a signal is that the cell spends energy to generate 

an “activated” species (a novel covalent chemical entity), which can then bring the system to a novel 

state. 

 

Here, through multiple examples, I show that this activation principle can also operate on the protein 

structure as a template, when the injection of energy results not in a new molecule (a covalent 

entity), but the altered conformation (altered local structure) of a protein. Whereas conformational 

changes are central to our conceptualization of signaling as the mechanism of activation of signaling 

proteins, I argue here that they also conform to the definition of a signal because they represent 

novel chemical entities in the cell that can be recognized by appropriate receptors with specific 

recognition surfaces. That is, the information carried in the altered conformation (a novel spatial 

pattern of atoms, i.e. a binding surface) of a protein can be transduced, via molecular recognition, to 

downstream effects. In effect, it has always been thought that a critical element of signal 

transduction is alterations in the energies of protein-protein interactions, primarily by PTMs creating 

novel recognition surfaces. Here I suggest that the network of protein-protein interactions (the 

interactome) can also be remodeled by targeted (evolved) conformational changes of proteins, 

which can relay information
10-12

 thus providing the essence of “conformational signaling”. It is to be 

noted that the logic of a conformational signal is very close to that of a “conformational epitope” 

where an antibody recognizes a discontinuous segment of the antigen, brought together in space by 

folding of the protein structure.
13

 

 

In principle, one can conceive an entire pathway of proteins that pass down an initial conformational 

signal in a “pathway allostery”
14

 or “dynamic signaling pathway”
15, 16

 type of fashion, in a 

conceptually very similar manner to pathways operating by covalent modifications. As exemplified by 

allostery and prions, conformational signals can be turned off, and they can synergize with PTMs, and 

any other signaling entity. In all, it is tempting to speculate that conformational signaling represents a 

simple and ancient mechanism that predated the advent of covalent signaling, which required the 

emergence of signaling enzymes, highly advanced catalysts. For the paucity of appropriate high-

throughput (HT) and in situ discovery tools and approaches (but consider chapter “Novel structural 

biology tools for conformational signals”), however, our insight into this signaling principle is rather 

limited, and probably many conformational signal transduction pathways - and elements of pathways 

- are yet to be discovered. If this will in fact be the case, this finding will also challenge us to expand 

our mechanistic view of diseases, by developing novel conformational models to complement the 

more simplistic but prevailing genetic ones.
17
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2. Conformational changes in cellular signaling 

2.1. A conformational change can constitute a signal 
 

The concept of signal transduction emerged by recognizing that hormonal stimulation of the cell 

induces the appearance of a small molecule that can serve as a diffusible signal (second messenger) 

within the cell (Figure 1). This second messenger can modify the physiological state of the cell by way 

of altering the function of receptor protein(s).
2
 The archetypical second messenger is cAMP, which 

arises from ATP by the action of adenylyl cyclase. cAMP targets enzymes (e.g. protein kinase A, PKA), 

transcription factors (catabolite activator protein, CAP), ion channels (HCN channel) and other types 

of proteins. Of similar wide-spread utility are cGMP, IP3, Ca
2+

 and diacylglycerol, which are also 

diffusible and can easily reach remote protein targets. Ca
2+

, for example, is released from 

intracellular stores (endoplasmic/sarcoplasmic reticulum), its level transiently increases from the 

resting state of about 0.1 µM to 10 µM,
18

 so that it can bind a dedicated receptor, calmodulin (CaM), 

which can then bind and modify the activity of several hundred partner proteins.
19

  

 

The primary stimulus (first message/messenger) can take on countless forms (Table 1), i.e., it can be 

a hormone (e.g. a protein (epidermal growth factor, EGF), peptide (oxytocin), or an organic molecule 

(testosterone)), a small metabolite or signaling molecule (e.g. glucose, NO), an environmental factor 

(e.g. temperature, light, pH, physical stress) or an intracellular effect (e.g. viral infection, DNA double-

strand break, particular state of the cell cycle, etc…). The signal acts on an effector protein (a sensor 

or receptor), which becomes activated by a conformational change (or rather, the remodeling of its 

conformational ensemble) or covalent modification. The activated receptor protein then transduces 

the signal by generating a second messenger or by directly changing the enzymatic activity, cellular 

localization and/or binding activity of a downstream partner protein. Most often, multiple steps are 

linked into signaling cascades, as best exemplified by the MAPK cascade.
20

 Here (cf. Scheme 1), an 

extracellular protein hormone (e.g. EGF), activates a transmembrane receptor (EGF receptor, EGFR), 

inducing the phosphorylation of its cytoplasmic domain. This way the “signal” internalizes, and is 

“perceived” by proteins sensitive to the presence of phosphorylated Tyr residues of the receptor. A 

signaling complex is assembled at the membrane, and triggers a cascade of events, in which MAPK 

kinase kinase (MAPKKK, e.g. RAF) phosphorylates MAPK kinase (MAPKK, e.g. MEK), which in turn 

phosphorylates a MAPK (e.g. ERK). This enzyme translocates to the nucleus, and phosphorylates and 

activates specific transcription factors, such as Elk1. Such a phosphorylation pathway can be switched 

off by phosphatases and it can be interlinked with many other types of modification, such as 
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acetylation, methylation, ubiquitination, sumoylation, which often act as the “terminal” signal in the 

readout of the pathway.
21, 22

 

 

Signal transduction is one of the most central concepts of cell biology that helps rationalize the 

operation of the cell under physiological and pathological conditions, and thus it has been the subject 

of countless studies. The number of human proteins related to signaling is thousands,
33, 34

 and there 

are hundreds of signal transduction pathways described.
35

 From the underlying staggering variety of 

molecular details, certain unifying themes emerge (Scheme 2), as also outlined next. 

 

1) The signal can be a physical effect, or, in most of the cases, a novel molecule (a small molecule or a 

(modified) protein), i.e. a novel chemical entity with a unique and distinctive pattern of atoms and 

chemical groups. It is to be emphasized that in this regard the primary “signal” (Table 1) and second 

message are not strictly different, and their distinction only reflects the experimental setup used for 

studying signaling. With the exception of external signals (cf. Table 1), most signals are highly 

intertwined and interdependent, and the primary signal for one cell is the product of signaling 

response of another. 

 

2) To trigger a cellular respons, the change in concentration of the signaling molecule has to be 

significant (creating the false perception that it increases from 0 to a high value). For example, 

intracellular Ca
2+

 varies between 0.1 µM and 10 µM,
36

 whereas cAMP increases from 0.15 µM to 15 

µM.
37

 This change is sufficient to bring the receptor of this signal to a new state. The two states of 

the receptor or signaling protein are usually denoted as “inactive” and “active”,
38

 but alternative 

terms, such as “relaxed” and “tense”, “right” and “left”, “minus” and “plus”, “naïve” and “sensitized” 

or “signaling”, “off” and “on” are also used in the literature.
39, 40

 

 

3) The generation of a signal of any kind (a novel molecule or the PTM of a protein) takes energy, 

which brings the system to the activated state. This state has to be of sufficient stability to exist long 

enough to elicit a cellular response. One should not forget, however, that signaling might occur on 

different timescales, i.e. less stable signals might appropriately serve transient effects. 

 

4) Further, with the exception of external signals, the cell does not wait for the signal to decay 

spontaneously, but turns it off in an active process, e.g. cAMP is decomposed by phosphodiesterase, 

Ca
2+

 is removed from the cytoplasm by Ca
2+

 transporters and phosphate groups are removed from 

proteins by phosphatases (Table 2). The signals, therefore, do not work at the temporal limit set by 

their chemical or physical stability.  
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5) Most importantly, a molecule can only signal in the cell if it has a dedicated receptor protein that is 

“primed” to respond to its appearance (cf. Table 2), i.e., it has a cognate binding surface, it can 

change activity upon recognition of the signal and it is integrated into a pathway that can elicit an 

appropriate cellular response. 

 

6) A further recurring theme in signaling – as outlined in great detail throughout this review – is that 

the activation of a receptor or downstream signaling protein often occurs by a conformational 

change.  

 

To give some detail, cAMP generated by adenylyl cyclase (Figure 1A), binds and activates PKA, which 

is a heterotetramer A2C2 of two catalytic (C) and two regulatory (A) subunits. Binding of cAMP to the 

regulatory subunits causes their conformational change, thereby they dissociate from the tetramer 

and each other, exposing active catalytic subunits.
41, 42

 Kinases of the above mentioned MAPK 

cascade
20

 are also activated through global and local conformational changes, this time elicited by 

covalent modifications.
43, 44

 As shown for receptor Tyr kinases,
45

 MAPKs,
46

 ataxia telangiectasia 

mutated (ATM) kinase
47

 and cyclin-dependent kinases (Cdks),
48

 for example, they are kept inactive by 

the activation loop (T-loop), which covers the active site and prevents entry of the substrate, and the 

αC helix, which prevents nucleotide binding. Phosphorylation of the activation loop causes its 

conformational change to clear the way for the substrate, and also the concerted movement of αC 

helix to restore full nucleotide binding activity. These local changes of activation, however, are 

connected to more global structural reorganization, as exemplified by cyclin binding in Cdk 

activation,
48

 or regulatory domain SH2/SH3 interactions in Src kinase activation.
49

 It is appropriate to 

say that the covalent (post-translational) modification of the protein changes its activity and/or it can 

be recognized by a downstream receptor protein, altering its behavior  (Figure 2A).
3, 50

 

 

In many other cases, however, the conformational change of the protein behaves much more like a 

signal, because it creates a novel surface that is recognized by a downstream partner (receptor) 

(Figure 2B). For example, Ca
2+

 binds to CaM, which has two Ca
2+

-binding domains connected by a 

flexible linker. In the Ca
2+

-free (apo) form, the linker is in a helical conformation, whereas in the Ca
2+

-

bound (holo) state it is more flexible, enabling it to adapt to a large number of partner molecules.
57-59

 

In the holo state there are also hydrophobic pockets on the surface of the two globular domains 

which are not present in the apo state. Thus, the essence of Ca
2+

 signaling through CaM is the 

generation of a variety of conformational states by Ca
2+

 binding; all these serve signaling purposes, 
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without covalent modification.
19

 CaM is thought to have some 600 partners, which recognize it 

through several distinct interfaces and binding modes. 

 

Therefore, a conformational change represents an activated state of the protein that can serve as a 

signal in the cell. Does it satisfy all the above criteria (cf. Scheme 2)? I will provide the definite answer 

by the many examples discussed in the paper, here I will make three general statements. 1) By 

definition, an altered conformation corresponds to an altered constellation (pattern) of atoms, i.e. a 

novel chemical entity which did not before exist in the cell that can be recognized by a receptor 

protein. In several cases, the generation of a conformational signal is the primary event, which sets 

into motion a PTM cascade, and cascades relying entirely on conformational signaling can also be 

conceived. 2) The generation of a conformational signal takes activation energy, just like covalent 

modification of any sort. 3) A conformational signal can be of sufficient stability, because protein 

structure is inherently stable, and it can assume alternative local or global conformations that last 

long enough to serve as a signal (Scheme 2). Prions and allosteric enzymes are prime examples, and 

the phenomenon of protein memory also suggests the existence of stable alternative conformations 

of functional proteins.
60, 61

 

2.2. Conformational change vs. remodeling of dynamic conformational 

ensembles 
 

One has to be aware, however, that describing the conformation and conformational change(s) of a 

protein as a switch between stable and well-defined structural states is a definite oversimplification. 

Although our traditional view of protein structure is based on the notion that the native and 

functional state of the protein corresponds to the global minimum in the conformational free energy 

space,
62

 a recent surge of theoretical and experimental studies have shown a complex 

conformational free energy landscape, arguing that protein structure is better described as an 

ensemble of – rather than one or a few stable – conformations. Whereas this view received its 

ultimate verification from the general appreciation of the phenomenon of protein disorder,
63-65

 this is 

also true for many (strictly speaking, all) structured proteins.
66-68

 As described in the chapter “Novel 

structural biology tools for conformational signals”, recent rapid advance in structural biology lays at 

our disposal exciting novel techniques that can characterize in detail the heterogeneity and dynamics 

of protein structures. In this scenario, a “conformational change” is better viewed as the remodeling 

of the conformational landscape that results in a shift in the ensemble of conformations. The 

importance of this description has a recognized role in protein-protein interactions
69

 and has been 

implicated in the classical protein regulatory phenomenon, allostery.
70-73
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The central element of this view is that all proteins fluctuate between an ensemble of alternative 

conformations on a biologically relevant timescale.
74

 For the different sub-states, distinct functions 

have evolved, i.e. the importance in signaling may come from that protein conformer(s) that are 

most complementary to particular partners, is preferentially bound. Binding stabilizes the cognate 

conformation, therefore it disturbs the equilibrium between different conformations and the 

population shifts and a new equilibrium is established. Therefore, the dynamic ensemble of 

conformations encodes for functional preferences in signaling. 

 

For example, it was demonstrated in detailed structural analysis that the free ubiquitin samples 

distinct conformations globally similar to those of the protein in the bound state.
75

 The 

conformational ensemble and dynamics of the free state was delineated by NMR relying on residual 

dipolar coupling (RDC) measurements, and it was compared to 46 X-ray structures of ubiquitin 

present in the Protein Data Bank (PDB) determined mostly in complex with other partners. Whereas 

the result can be interpreted in favor of conformational selection, rather than induced-fit, as the 

primary mechanism of molecular recognition by ubiquitin, it should rather be perceived as a key 

argument for the importance of alterations in the dynamic conformational ensemble of proteins in 

their partner binding and downstream signaling. 

 

In accord, for establishing the signaling role of alternative conformations (conformational 

signaling
76

), the ensemble view of protein structure is more appropriate than a switch-like model, 

because it helps rationalize many cases when the simple two-state behavior and complementarity in 

selecting a binding partner is not sufficient to account for observations. As outlined later in detail, it 

helps explain the existence of multi-state signaling switches, such as G-protein coupled receptors 

(GPCRs)
77

 or CaM,
19

 or the seeming contradiction of specific binding of multiple ligand partners by 

the same protein binding site.
78

 In all such examples, pre-existing multiple conformations, 

conformational selection and induced folding by the partner, and shifts in the ensemble, have to be 

invoked to explain the observed complex signaling behavior.
79

 The inherent conformational 

heterogeneity of proteins is also instrumental in the evolution of novel functions. It has been 

suggested
80

 that conformational states present in the structural ensemble of a protein, not yet 

utilized for function, represent a pool of potential functional (signaling) entities on which 

evolutionary selection can operate. Just like modularity (to be discussed later), this may significantly 

facilitate evolutionary innovation in signaling. 

 

It must also not escape our attention that structural communication may also occur without a change 

in the equilibrium structure of the protein, as a result of altered dynamics that can affect the entropy 
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associated with partner binding. As illustrated by allostery (cf. Chapter “Allostery”),
71

 this mechanism 

may be considered as intramolecular conformational signaling, because at the extreme, a 

conformational signal can be the altered dynamics of protein structure, without an appreciable 

change in equilibrium conformation. For example, ligand recognition by post-synaptic density-

95/discs large/zonula occludens-1 (PDZ) domains has been studied to understand allosteric 

communication between the ligand-binding site and distal functional regions of the domain.
81

 By 

NMR measurements, long-range effects on side-chain methyl dynamics were detected that 

correspond to previously observed pair-wise allosteric energetic couplings. It was concluded that ps-

ns timescale dynamic fluctuations, rather than definite structural changes, contribute to allosteric 

signal transduction. This behavior has been observed in many other cases.
71, 82

 

  

In the context of our concept, all these results imply that conformational signaling should not be 

strictly interpreted in terms of the traditional lock-and-key mechanism, i.e. by assuming that a single 

and well defined conformational signals develop upon signaling that then tightly fit to the binding 

pockets of receptor proteins.
83

 Rather, we may speak about the remodeling (shift) in the population 

of conformations of a given protein, which alters preferences for signaling binding partners, i.e., the 

probability of binding a particular partner or selection between different partners. Conformational 

selection, induced fit, and population shifts all play then a role in conveying the message to the rest 

of the cell. 

2.3. Allostery  
 

As follows from the foregoing considerations, allostery is a prime example of the transduction of 

information represented in a protein conformation, also illustrating the interplay of covalent and 

conformational signals.
84

 In the traditional mechanism of allostery, it is assumed that the allosteric 

signal (a ligand or a PTM) induces a conformational change in one subunit of an oligomeric protein, 

which then propagates into adjacent subunit(s).
85

 The classical case is hemoglobin, a homotetrameric 

oxygen-binding protein, which shows positive cooperativity in oxygen binding: binding of the first 

oxygen molecule to one subunit changes its conformation, influencing the other subunits so that 

they bind oxygen more tightly,
86, 87

 i.e., the conformational change spreads from one subunit to the 

others (Figure 3A). Whether the mechanism is induction of the conformational change (concerted 

Monod-Wyman-Changeux (MWC) model
86

) or selection from a preexisting ensemble of 

conformations (sequential Koshland-Nemethy-Filmer (KNF) model,
87

) the conformational change 

spreads between subunits like a signal. There are countless varieties on this theme. For example, 

cAMP-activated CAP
88

 is a homodimeric transcription factor responsible for catabolite repression.
89
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When the amount of glucose is low, the level of cAMP increases, it binds to CAP and elicits a coil-to-

helix transition that causes a rotation and translation of the DNA-binding helical regions (Figure 3B). 

Subsequent DNA binding at the lac operon induces three genes involved in lactose transport and 

metabolism. 

 

The underlying classical notion of the spread of conformational information in oligomeric proteins as 

the basic mechanism of allosteric activation has been refined but not basically altered by later 

extensions of the concept, such as allostery within single-subunit proteins, and/or its operation by a 

change in dynamics without appreciable change in equilibrium structure.
71, 82

 

 

If such allosteric signaling occurs between different subunits of heterologous complexes, one might 

speak about signal transduction via the propagation of a conformational signal from one protein to 

another. If diffusible proteins involved in such a mechanism interact with each other transiently, the 

cascade of events may actually be considered as a pathway constituted of conformational signals, as 

captured recently in the “pathway allostery”
14

 and “dynamic signaling pathway”
15

 models.  

 

This actually is the essence of “conformational spread”, a phenomenon described in the case of 

bacterial chemotaxis receptors. These receptors mediate the detection of attractants and repellants 

in bacteria, and through histidine kinase CheA-mediated phosphorylation of response-regulator 

CheY, they regulate rotor rotation and bacterial move.
90

 Quantitative modeling of the short pathway 

revealed that the actual receptor occupancy by attractants would elicit CheY phosphorylation that 

would be insufficient to account for the observed frequency of the change in the direction of motor 

rotation. The contradiction can be resolved by assuming a crosstalk between receptors that results in 

“front end” amplification,
91

 meaning that the conformational change of one receptor upon ligand 

binding triggers similar conformational changes in the neighboring receptors. Close packing of 

receptors in a cluster ensures the efficient spread of conformational information resulting in a huge 

degree of signal amplification.
92, 93

 Similar cooperative conformational signal propagation and 

amplification occurs between other channels and receptors, such as transmitter-gated cation 

channels
94

 and ryanodine receptors (RyRs).
95

 In the latter, coupled gating in the closely packed array 

of receptors is instrumental in massive calcium release in muscle contraction. Conformational cross-

talk in a lattice of receptors was also suggested in T-cell receptor signaling, where negative and 

positive conformational crosstalk among neighboring receptors appears to be instrumental in 

enhancing T-cell specificity.
96

 Conformational spread has also been described in the C-ring of 34 

copies of FliM proteins in regulating the rotation of bacterial flagella.
97

 

 

Page 11 of 81 Chemical Society Reviews



 12 

 

More linear and signaling-like relations and signal amplification has been suggested in other cases,    

such as in actin-myosin coupling, where conformational changes of individual myosin motors is 

coupled through conformational strain, which ensures that the conformational change of may 

myosin molecules associated with actin change almost simultaneously in a process termed 

“mechanochemical coupling”.
98

 

2.4. Transitions between folded and disordered states 
 

As outlined above, the “ensemble view” of conformational transitions has already had a basic impact 

on interpreting allosteric phenomena and it also received a big impetus by the recent breakthrough 

of recognizing that many proteins (intrinsically disordered proteins/regions, IDPs/IDRs) are devoid of 

a stable structure under native, functional conditions.
64, 65, 99

 Structural disorder, which can be most 

appropriately described as an ensemble of conformations,
67, 68, 100

 is particularly abundant in proteins 

of signaling and regulatory function,
101, 102

 where it is often involved in protein-protein interactions. 

In these, regions of IDPs/IDRs undergo induced folding
103

 or induced unfolding,
104, 105

 which represent 

strong conformational signaling principles.  

2.4.1. Induced folding 
 

When binding occurs by induced folding, experimental evidence often points to the pre-formation of 

the bound conformation (or conformational element) in the unbound ensemble.
106, 107

 It follows that 

if a nearby signaling input (binding of a partner or a PTM) shifts the ensemble towards - or away from 

- the binding competent conformation, it will have a profound effect on binding of the partner. In 

either direction, the energy provided by the PTM or partner binding brings the signaling protein into 

an “active” or “activated” state, with a functional signaling readout different from the “inactive” 

state.  

 

This feature has been characterized in detail for the transcription factor cAMP response element-

binding protein (CREB). The kinase-induced domain (KID) of CREB is an IDR with two short segments, 

helix A and helix B, sampling local helical conformations.
108

 Phosphorylation of Ser133 in between 

the two regions increases the helicity of helix B, pushing the ensemble toward the state competent 

for binding to the KIX domain of the transcription coactivator CREB-binding protein (CBP). The action 

of basic leucine zipper domain (bZip) transcription factors (such as Fos, Jun, CREB, ATF), can also be 

rationalized along similar lines. These transcription factors are fully disordered in the monomeric 

state, and can only bind DNA as homo- or heterodimers. Dimerization occurs by the formation of an 

extended coiled-coil interface. Helical propensity already exists in the monomeric state,
109

 but it is 
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not sufficient to engage in a functional interaction with DNA. The DNA-binding interface only fully 

forms upon folding induced by dimerization, i.e., the conformational signal for the assembly of the 

transcription complex is generated by binding of the partner (Figure 4A). 

 

A different PTM-induced conformational change occurs in proline-containing sequences of proteins, 

where their cis-trans isomerization creates structural isomers, which can have different interaction 

propensity with partners.
110

 The isomerization, which is somewhere in between a covalent and a 

conformational change, can be catalyzed by specific enzymes (peptidyl)prolyl isomerases (PPIase, 

such as Pin1), which may act in a highly regulated phosphorylation-dependent manner in creating a 

conformational switch.
111

 

 

Such signaling conformational changes upon intra- or intermolecular protein-protein interactions 

also enable the emergence of complex signal-integrating switches, as exemplified by nuclear 

hormone receptors (NHRs). NHRs constitute a family of 48 transcription factors in humans, mediating 

cellular response to a variety of vitamins and steroid hormones, as studied in detail for estrogen 

receptor (ER), glucocorticoid receptor (GR), androgen receptor (AR) and progesterone receptor 

(PR),
112

 for example. All NHRs contain an intrinsically disordered N-terminal domain (NTD), a 

conserved DNA binding domain (DBD) and a ligand binding domain (LBD). Upon ligand binding, the 

activated receptor translocates to the nucleus, binds to a specific DNA sequence (hormone response 

element, HRE), and activates transcription through interaction with a plethora of co-activator 

proteins and general transcription factors. The interactions are accompanied by the induced folding 

of NTD to a more helical state(s).
113-115

 

 

The formation of the exact binding-competent NTD structure is regulated by external signals, which 

may generate multiple structural states, and thus regulate the choice between partners.
113, 116

 Due to 

interdomain allosteric communication, specific binding-competent local helical structures may arise 

in the NTD upon interaction of the adjacent DBD with a specific HRE sequence, as seen with GR,
116, 117

 

and/or with a co-activator protein (e.g. JDP2), as seen with PR.
118

 Allosteric communication between 

distinct co-activator partners (e.g. TFIIF and SRC-1) might also be mediated by local conformational 

signals, as demonstrated for AR.
119

 Post-translational modifications, such as phosphorylation of ER
120

 

and GR,
121

 may also promote binding-competent local conformations in the NTD. In all, due to the 

possible synergy between all the different allosteric signals, conformational signaling by NTDs may 

underlie the complex signal integration capacity of NHRs. 
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2.4.2. Induced unfolding 

 

Induced unfolding, when a binding region becomes activated by its local unfolding into a more 

disordered and accessible state, is also frequently encountered in signaling. For example, Wiskott–

Aldrich syndrome protein (WASP), which regulates cytoskeletal actin polymerization, has a closed 

autoinhibited state, held by an intramolecular interaction between its N-terminal GTPase binding 

domain (GBD) and C-terminal VCA region.
122

 WASP is activated by an elevated level of the Rho-family 

GTPase Cdc42, which binds to GBD and induces the exposure of the VCA region. VCA then recruits 

the Arp2/3 complex and promotes actin polymerization; i.e., the essence of activation is the 

increased accessibility of the VCA motif due to the unfolding of the protein (Figure 4B). 

 

Signaling by induced unfolding also occurs in the case of p53-upregulated modulator of apoptosis 

(PUMA) protein, a BH3-only protein that is induced upon DNA damage by p53. PUMA is part of a 

large family of BCL-2-related pro- and anti-apoptotic proteins,
123, 124

 it binds and inhibits anti-

apoptotic BCL-2 proteins, such as BCL-xL,
125

 disrupting the interaction between cytosolic p53 and 

BCL-xL. This allows p53 to interact with BCL-2 effector molecules BAX and BAK in promoting 

apoptosis. When PUMA binds to BCL-xL, it induces a partial unfolding of two of its α-helices, which 

disrupts its interaction with cytosolic p53, i.e., the disordered state of the helices of BCL-xL acts as a 

signal that instructs p53 to serve in the cytosol as an apoptotic activator. It might be argued that the 

signal is the unfolded state, i.e. the folded state represses the signal.  

 

A conceptually similar, but structurally much less understood case of induced unfolding explicitly 

termed “conformational signaling” occurs in integrin receptors.
76

 Integrins are dimeric 

transmembrane receptors mediating adhesion of cells to the extracellular matrix. They contain two 

non-covalently associated α and β subunits, with highly non-symmetric structures. Their “bent” 

conformation represents a physiological low-affinity state, whereas ligand binding induces large 

conformational changes (extension) in the extracellular region, which moves the transmembrane 

regions apart and separates the two short cytoplasmic domains. This brings about a shift in the 

conformational ensemble of the cytoplasmic helices, and also makes the region more accessible for 

signaling partners talin and filamin by changing their structural population and membrane proximity, 

which together constitute the “signal”.
126

 

 

There are many other examples of signaling by regulated unfolding,
104, 105

 as also described in 

proteins subject to autoinhibition,
127

 or active-site directed regulation.
128

 Due to the nature of the 

structural transition in these proteins that results in the exposure of a potential signaling region, it is 
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also termed “cryptic” and “conditional” disorder.
104, 105

 Together, induced folding and induced 

unfolding can be accommodated into complex signal integrating proteins, in which conformational 

rearrangements mediate and aggravate communication between remote regions.
72, 73

 

2.5. Hierarchic assembly of complexes 
 

The hierarchic assembly of complexes
129

 may also be interpreted in terms of the operation of 

conformational signals. Frequently, protein-protein or protein-RNA complexes are assembled in a 

non-random order in evolutionarily conserved assembly pathways.
130-132

 The order of binding might 

depend on the free energy of successive interactions, and/or on the appearance of novel binding 

surfaces, which are constituted by more than one subunit and/or are generated by structural 

transitions of subunits during the assembly process (Scheme 3). A novel surface might be considered 

as a conformational signal that is recognized by the next subunit incorporated into the complex. For 

example, as suggested in the previous chapter for bZip transcription factors, their dimerization and 

ensuing induced folding creates a novel recognition interface with DNA, which is instrumental in the 

subsequent assembly of a transcription preinitiation complex (Figure 4A). The assembly of the 

transcriptionally active complex composed of NOTCH intracellular domain (NICD), Mastermind 

(MAM) and CBF1/suppressor of Hairless/Lag-1 (CSL) transcription factor in NOTCH signaling
133

 also 

follows a similar logic. Here, the addition of MAM can only occur after the association of NICD with 

CSL, which creates a novel binding groove for an elongated and kinked helical region of MAM. 

 

The complex regulation of induced folding in NHRs, discussed in the previous chapter, is also 

instrumental in the hierarchic assembly of the transcription pre-initiation complex, which contains 

the NHR transcription factor, DNA, co-activators, members of the general transcription machinery 

and RNA polymerase II holoenzyme.
114

 

 

This signaling principle has also been articulated in the assembly of ribonucleoprotein complexes. 

Induced fit of the components is prevalent in protein-RNA recognition:
134

 it has been found that 

either the RNA molecule (e.g. ribosomal S15 – rRNA interaction
135

) or the protein (e.g. ribosomal L11 

– rRNA interaction
136

) or both (e.g. U1A – mRNA 3’ UTR interaction
137

 or ribosomal protein L5 – 5S 

rRNA interaction
138

) undergo induced fit (or in the latter case, mutual induced fit) upon complex 

formation. The generality of this phenomenon is perfectly in line with the observed very high 

incidence of structural disorder in RNA-binding proteins,
139

 such as ribosomal proteins
140, 141

 or 

splicing factors.
142

 It has been explicitly suggested that the major role of this (mutual) induced folding 

in ribonucleprotein complexes is to promote a “function” that is not manifest in the isolated 
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components.
134

 The “signal” in this case is the novel binding surface which ensures that there is no 

inappropriate signaling, i.e. binding of new subunit(s), without complex formation (cf. Scheme 3). 

 

The important role of induced folding in creating novel interaction surfaces in the hierarchic 

assembly of complexes might infer that the larger the protein complex (the more subunits it has), the 

more prevalent this mechanism is. In accord, bioinformatics predictions have shown that there is a 

statistically significant correlation between structural disorder and the number of proteins assembled 

into complexes,
143

 as has been analyzed in detail for the transcription-regulatory Mediator 

complex.
144

 

3. Conformational signaling: a general theme in signal transduction  

3.1. Signaling pathways 
 

A key feature of cellular signal transduction is that signaling entities (messengers and proteins) are 

linked up into pathways, with significant amplification along the way. The switch-like behavior of 

elements endows the pathway with complex signal-integration capacity. To cite traditional signaling, 

a growth-factor signaling cascade can typically involve 9 (e.g. EGF, EGFR, Grb2, SOS, Ras, Raf, MEK, 

ERK, Elk1 (Scheme 1)
3
), a caspase cascade 7 (Death Factor, FasR, FADD, Casp8, Casp3, Casp6, Lamin),

8
 

and the Wnt signaling pathway 7 (Wnt, Frizzled, Disheveled, GSK-3β APC, β-catenin, TCF)
145

 proteins. 

This multiplicity of signaling steps is probably important for providing spatial distance coverage (e.g. 

from the plasma membrane to the nucleus), amplification of the signal (an increase of insulin from 50 

to 250 pM, causing a decrease in blood sugar level from 10 to 5 mM,
18

) and also the introduction of 

additional control into reaching a regulatory decision. 

 

Do we see entire signaling cascades, relying purely on the conformational principle, of comparable 

length? Well, such conformational signaling pathways have not yet been described but this 

mechanism often represents elements or segments of well-established pathways. For example, 

several conformational steps are connected in GPCR signaling. GPCRs are a diverse family of seven-

transmembrane domain receptors, which act through heterotrimeric GTP-binding proteins (G 

proteins) in mediating the majority of cellular responses to hormones and neurotransmitters as well 

as the senses of light, smell and taste.
146, 147

 They also attract much attention because they (alongside 

kinases) are the primary targets in drug development efforts.
148

 Binding of the ligand to the receptor 

causes a conformational change in the GPCR (such as adrenaline binding to β2 adrenergic receptor 

(Figure 5)), which thus recruits a heterotrimeric Gs protein (Gsαβγ) and acts as a guanine nucleotide 
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exchange factor (GEF) for its alpha subunit (Gα). Gα undergoes a major conformational change, 

exchanges its bound GDP for GTP,
149, 150

 and dissociates from the βγ heterodimer. Both Gα and Gβγ 

have signaling roles through interactions with downstream signaling proteins. For example, Gsα 

binds to adenylyl cyclase, a 12 transmembrane-helix protein with a cytoplasmic catalytic domain. 

Gsα binds to this domain, which then undergoes a major conformational transition
151

 that activates it 

to produce cAMP that induces smooth muscle relaxation.  

 

Interestingly, the conformational change – and the ensuing signaling mechanism – of Gsα seem to be 

evolutionarily conserved, because the α subunit of heterotrimeric G proteins is homologous to small 

GTPases, monomeric proteins homologous to (and sometimes named after) Ras. These proteins are 

divided into subfamilies such as Ras, Rho, Rab, Arf and Ran, and they are regulatory switches in 

several cellular phenomena, such as growth, differentiation, motility and vesicle transport.
40, 152

 Their 

basic mechanism of activation is also an exchange of GDP to GTP, which brings about a characteristic 

conformational change that activates them; for example Ras activation enables its binding to and 

activation of the MAPKKK Raf.
40

 Actually, the MAPK cascade in which Ras is embedded in represents 

another signaling pathway which transduces information by the extended use of conformational 

signals (Scheme 1). Whereas the pathway is classically referred to as a cascade of phosphorylation 

events of successive kinases, several of its steps (such as that of the EGFR receptor, SOS, RAS, RAF 

kinase and the transcription factor Elk1), undergo characteristic conformational changes that signal 

to the next member of the pathway. 

3.2. Conformational signals as decision-making switches 

 

The GPCR pathway shows how a chemical signal (adrenaline) can be transduced to a series of 

conformational signals (that of the receptor, Gsα and eventually adenylyl cyclase) before switching 

back to a chemical signal (cAMP). Actually, it also demonstrates that the plasticity of a protein 

structure might enable switches of more than two states that may signal to multiple downstream 

pathways, or have graded responses (cf. chapter ”Conformational change vs. remodeling of dynamic 

conformational ensembles”). The highly dynamic structure of a GPCR can modulate the activity of 

more than one second messenger system in a ligand-specific manner,
153

 which suggests that its 

structure can assume multiple distinct conformations depending on the bound ligand and associated 

signaling proteins (Figure 5). The presence of multiple distinct conformational states can be 

demonstrated by biophysical techniques (e.g. NMR), but solving them separately by X-ray 

crystallography presents a significant challenge,
77, 154

 as demonstrated by β2-adrenergic receptor, 
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which  activates more than one G proteins and signals through at least one G-protein independent 

pathway, via arrestin (Figure 5).
77

 

 

Signaling to multiple downstream targets also appears in the case of ephrin signaling, where the 

conformational signal has the capacity to support signaling decisions and branching.
14, 155

 There is a 

family of 10 EphA and 6 EphB receptors controlling signal transduction between cells, by interacting 

with 6 ephrinA and 3 ephrinB ligands, maximizing the number of Eph-ephrin interactions. The 

transient binding of different ephrin ligands to receptors results in a slightly different preferred 

conformation or dynamics of the second site of the receptor, which selects for different partners, 

initiating different pathways with different functional outcomes. Conformational selection and 

population shift events presage dynamic conformational changes during Eph-ephrin recognition,
155

 

i.e. specificity of particular pathways, to a significant extent, is controlled by population shifts of the 

receptor and ligand. 

 

As described in the chapter “Transitions between folded and disordered states”, multi-state switches 

have also been described in the case of NHRs, the NTD of which can assume distinct signaling 

conformations upon the combined action of diverse signals, such as PTMs, the binding of HRE DNA 

sequences and co-activator partners.
113, 116

 The multiple modes of CaM signaling to a very large 

number of partners
19

 also demonstrate this feature of protein structure. Prions also display switch-

like behavior, because the same prion molecule can acquire numerous different transmissible prion 

states (termed prion strains
156

), corresponding to different conformations. 

3.3. Signal amplification 

 

Signal amplification is also a critical feature of signal transduction that can bridge a difference of 

orders of magnitude between the concentrations of the signal and output, enabling a massive 

cellular response to a small but critical change in environmental conditions.
157

 For example, the level 

of insulin upon glucose challenge increases from 50 to about 250 pM, causing an eventual reduction 

in blood sugar level from 10 to 5 mM.
18

 Such amplification can be conceived if one signaling event 

generates multiple signals at the next level, as apparent in the case of enzymes (generating multiple 

molecules of a second messenger or modifying multiple substrate proteins), channels (releasing 

multiple Ca
2+

 ions) and transcription factors (causing many rounds of transcription augmented by 

multiple rounds of translation). As clearly shown by the above examples, a conformational signal 

interlaced by a chemical signal can also result in such amplification. For example, the assembly of a 

bZip transcription factor dimer causes many rounds of transcription, or the association of activated 
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Gsα with adenylyl cyclase causes the generation of many cAMP molecules.
158

 If the interaction 

mediated by the conformational signal is transient, it is conceivable that even the primary 

conformational signal can modify the action of multiple receptors. This is the case of classical 

allostery (e.g., binding of one oxygen molecule to hemoglobin sensitizes three further subunits), and 

to a larger degree in the case of conformational spread, as discussed above. In the GPCR-G-protein 

conformational activation switch, activated GPCR can also activate multiple G proteins,
147, 158

 i.e. its 

conformational signal can be amplified in a manner similar to enzymes catalyzing multiple rounds of 

chemical modification. The conformational signal in the activation of RAS in the MAPK cascade 

(Scheme 1) also entails a significant extent of amplification, because its association with, and 

activation of, RAF kinase brings about many rounds of phosphorylation of the downstream kinase 

MEK. In fact, oncogenic mutations of RAS tend keep the protein in an activated conformational state, 

which causes oncogenic transformation due to the tremendous amplification of the embedded 

conformational signal through the pathway.
159

 

 

Prions (see Chapter “Prions as pathological and physiological signaling molecules”) are probably the 

best examples of signal amplification, because they can transduce the initial signal (which may be the 

altered conformation arising spontaneously, or due to a mutation or environmental effect
160

 of a few 

molecules sufficient to assemble into a “seed”) across many proteins, eventually converting the 

entire pool of molecules to the prion state.  

 

Closely related to signal amplification is that many signaling pathways display oscillatory behavior,
157, 

161
 which seems entirely compatible with the action of conformational signals. The most critical 

elements of oscillating pathways are sensitivity (signal amplification) and regulatory feedback loops, 

with remote inhibitory and activatory relations, which can be readily constructed from 

conformational signaling elements. Of further relevance, (conformational) transitions of protein 

switches can be very fast (down to the µs timescale), and result in stable alternative states (as 

exemplified by protein memory and alternative allosteric states). In accord, it might not be fully by 

chance that two pathways repeatedly mentioned here for conformational signaling elements (that is, 

the NOTCH pathway
161

 and the MAPK pathway
157

) are also prime examples of oscillatory behavior. 

 

3.4. Thermodynamics of conformational signaling 
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The existence of conformational signals and the comparison of conformational and covalent signaling 

raise two further important questions, the thermodynamic stability of signals and their regulated 

generation. A lot remains to be discovered here because our insight into both is rather limited. 

 

The generation of stable alternative conformational states is compatible with two possible 

thermodynamic scenarios (Figure 6), both of which seems operational in different cases. In one, the 

active signaling conformation is more stable than the inactive one, but it is kinetically inaccessible 

due to the high energy barrier separating the two (Figure 6). To generate the signal, the energy 

barrier has to be reduced, which accelerates the transition to the signaling state. This can be 

achieved by a PTM, an interacting partner or the action of a chaperone-like protein, which raises the 

possibility of the existence of a special class of signaling chaperones. Actually, such a function has 

been suggested for intramolecular chaperone (IMC) sequences of subtilisin, which can drive the 

formation of alternative active conformations of the enzyme.
61

 Also in prion propagation, one model 

(template assistance
162

) assumes that the prion state is inherently more stable than its cellular 

counterpart, with their interconversion being extremely slow due to a high energy barrier separating 

them. Interaction with a scrapie seed lowers the barrier and accelerates conformational conversion, 

i.e. the prion acts as a conformational catalyst.  

 

In the other scenario, we may assume that the active state is less stable than the inactive one, and 

the conformational energy landscape of the protein has to be remodeled to make this state 

favorable (Figure 6). This may be achieved by binding of a small signaling molecule or by PTM (as 

often observed in allostery), or the action of a protein binding partner (as occurs in the hierarchic 

assembly of complexes). At the extreme, even a different type of signaling chaperone action is also 

feasible here, which folds a protein partner into a less stable, but kinetically trapped conformational 

state (Figure 6). Such as “steric chaperone” effect has been described for the intermolecular action of 

a lipase-specific foldase and the pilus subunit specific chaperone.
163, 164

 

 

In all, our view on proteins supports the notion that alternative protein structures can be stable 

enough to support signaling roles. Allostery is an eminent case for this,
85

 and prions also 

demonstrate stable alternative conformational states.
160

 The phenomenon of protein memory adds a 

further dimension to this view.
60, 61

 

3.5. Modularity in conformational signaling 

3.5.1. Modules in covalent signaling 
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The general utility of signal transduction is strongly supported by its modularity, i.e. that the same 

system, or its elements, can be used in a different biological context, effectively moving both 

horizontally (within the same cell or organism) and vertically (between species) in evolution. The high 

degree of modularity makes signaling systems (proteins, pathways, networks) extremely evolvable 

and adaptable, ensuring the fast emergence of highly innovative regulatory solutions by simple 

genetic events such as recombination, deletion, or insertion.
165, 166

 Certain signaling molecules are 

used in dozens, if not hundreds, of pathways. For example, calcium signals to hundreds of partners,
19

 

cAMP has at least a dozen targets,
2, 167

 and there are about 500 homologous protein kinases encoded 

in the human genome
168, 169

 incorporated into countless pathways (Figure 7A). This attests that 

evolution by gene duplication followed by sequence divergence and functional specialization
170

 is 

incomparably faster than by the de novo generation of novel proteins in the creation of novel 

signaling solutions. 

 

Modularity also applies within proteins, where internal duplications and shuffling of domains 

promotes functional innovation (Figure 7B). Domains are autonomous folding units
171, 172

 often used 

in different genomic context, i.e. they constitute evolutionary modules.
173, 174

 They can mediate 

distinct functions, such as catalysis (e.g. kinase, phosphatase), or interaction, with peptide motifs 

(e.g. phospho-Tyr motif binding domains), other domains (e.g. interaction between SAM or CARD 

domains), RNA/DNA (e.g. helix-turn-helix, RRM, KH domains) or membranes/phospholipids (e.g. PH 

and C2 domains).
175-177

 Shuffling of domains into novel combinations is the primary mechanism of 

generating complex signaling proteins.
165, 166

 

 

For example, a recurring theme in the assembly of signaling complexes is the binding of Pro-rich 

segments by SH3 domains, binding of regions of phosphorylated Tyr residues by SH2 domains, and 

phosphorylation of Tyr residues by Tyr-kinase domains (Figure 7B). The extreme success of these 

domains in promoting diversity in signal transduction as modules is illustrated by their use in many 

different contexts: SH3 domains appear in 300 different human proteins,
178

 SH2 domains have 120 

copies in the genome,
179

 and kinase domains appear in more than 500 different human proteins (the 

kinome).
169

 The effective modular use of signaling domains is also apparent in their frequent 

appearance in tandem repeats within the same protein, that can go as high as dozens of domains 

(such as zinc fingers, Ig domains, EGF domains, etc…) or supersecondary structural elements making 

up signaling domains (such as leucine-rich repetas, armadillo repetas, ankyrin repeats, TIM barrel, 

porin, β-trefoil structure, etc…).
180-182
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Signaling domains also often appear in characteristic combinations termed supradomains, when their 

combination results in a module that is used repeatedly in different proteins.
181, 183

 Particularly 

successful such domain combinations are the signal transducing histidine kinase domain and 

dimerisation ATPase domain,
184

 the GroES-like domain and NAD(P)-binding Rossmann-fold domain
185

 

and P-loop containing nucleotide triphosphate hydrolase domain and translation proteins domain;
186, 

187
 such combinations of domains usually carry out a particular function that distinguishes them from 

the isolated domains. 

 

Modularity also applies for shorter elements of signaling proteins, termed motifs. As suggested, 

domains most often function by recognizing short linear segments (peptide motifs) of their signaling 

partner, which often fall into intrinsically disordered regions of proteins.
188

 They are typically 3–8 

amino acids in length, and the majority of their interaction specificity resides in only 3–4 core 

positions.
189, 190

 Peptide motifs are most often termed short linear motifs (SLiMs) or eukaryotic linear 

motifs (ELMs).
190

 There are about 200 different motif classes (types) with more than 2400 

experimentally validated instances,
191, 192

 but indirect evidence posits that their number of instances 

can be as high as a million in the human proteome.
193

 Because the binding surface of motifs is 

limited, their binding usually results in low-affinity, transient, and modulatable interactions, which is 

of significant benefit in signaling. They belong to two broad and not perfectly separable functional 

classes, those that are recognized by post-translational modification enzymes (modification sites), 

and those that mediate more stable interactions with a domain (ligands motifs).  

 

The same type of motif can be used in many different contexts, i.e. motifs are also evolutionary 

modules, but due to their short length and limited information content, their evolutionary history is 

much less certain than that of domains. In certain (longer) cases, such as BH3-motifs in BH3-only BCL-

2 family pro-apoptotic proteins
194

 or K-segments in class 2 (dehydrins) of late embryogenesis 

abundant (LEA) plant stress proteins,
195

 there is some evidence that they might be homologous, i.e. 

they have descended in evolution by divergence. Most of the time, however, motifs, such as the Pro-

Ser segment of cyclin-dependent kinases or the Pro-XX-Pro binding segment of SH3-containing 

signaling proteins, are short and their different instances are more likely to have arisen by random 

mutations, i.e. by evolutionary convergence.
193

 For their limited information content, the presence of 

motifs in the same proteins is harder to assess, but functional evidence suggests that they can also 

be used in tandem arrays and/or combinations in the same protein, for example, Tyr kinase 

receptors (e.g. EGFR) contains 5 pTyr motifs,
196

 and the Sic1 Cdk inhibitor contains 9 copies of Cdc4 

phosphodegrons (CPDs).
197
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3.5.2. Evolution of conformational signaling by module exchange 

 

At the moment, it is significantly harder to answer if conformational signaling elements of proteins 

are also used as modules in evolution, although it should not escape our attention that several 

modules outlined in the previous chapter recognize conformational, rather than covalent, signals. On 

the side of the signals, as we think of them as alternative conformations of a native protein, it can be 

conceived that the protein segment (domain and motif) capable of undergoing regulated 

conformational change can be used in different contexts.  

 

A notable example is the calcium signaling protein CaM (Figure 8A). As suggested, it can bind almost 

600 different partners in several different conformations, binding modes,
19

 to regulate very different 

functions in the cell. CaM, however, does not only occur as a stand-alone protein, it can also be the 

regulatory element of multidomain signaling proteins, in which it acts as a calcium-sensor domain, 

relaying regulatory information to other domains of the protein (Figure 8A). A prime example of the 

modular use of CaM as a conformational signaling element is provided by calpains, the intracellular 

calcium-dependent cysteine proteases.
198

 Calpains play a variety of roles in the cell, such as 

remodeling of actin cytoskeleton in cell motility,
199

 and have also been implicated in disease, such as 

limb-girdle muscular dystrophy type 2A.
200

 Traditional calpains have two subunits, an 80 kDa catalytic 

subunit and a 30 kDa regulatory subunit both having a CaM-like domain (CaML), which are the 

primary calcium-sensors of the protein. In the absence of calcium, the catalytic domain of the protein 

is in an inactive, distorted conformation.
201

 Calcium binding causes a conformational change in the 

two CaMLs that propagates to the papain-like domain, which assumes a catalytically competent, 

active conformation. That is, CaMLs of calpain should be considered as signaling modules based on 

the conformational principle, recruited for this use by evolutionary domain shuffling and divergence. 

Similar CaM-like regulatory domains also occur in plant calcium-dependent protein kinases 

(CDPKs).
202

 

 

As discussed in detail in chapter “Prions as pathological and physiological signaling molecules”, self-

propagating structural switches, prions also operate on the conformational signaling principle. Prions 

have been described originally as infectious pathogenic entities, but recent results provide strong 

evidence that many prions (such as Sup35 and Ure2 in yeast
204

 and CPEB in Aplysia californica
205

) 

have physiological functions (Table 3). Intriguingly, the characteristic conformational transition of 

these proteins rests on the presence of a domain of unique amino acid composition, often enriched 

locally in Gln and Asn residues (Q/N rich domains)
206, 207

). These “prion domains” carry the capacity to 

undergo autocatalytic amyloid formation on their own,
208-210

 and they are sufficient determinants of 
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the transition to the prion state.
206, 207

 The principle of modularity is strongly supported by the 

transferability of the prion domain, enabling to turn reporter proteins to prions by attaching prion 

domains to them (creating “synthetic” prions
207, 211

). For example, when the prion domain of Sup35p 

was fused to the glucocorticoid receptor (GR) in cells in which β-galactosidase synthesis is regulated 

by the glucocorticoid receptor, this protein chimera behaved like a prion, practically eliminating GR 

activity
211

 (Figure 8B). This modularity also enabled to predict novel prions in animal proteins based 

on their distinctive compositional and sequence features.
212

 

 

As suggested, it is difficult to reconstitute the evolutionary history of ligand motifs, and to ascertain 

that two similar (or identical) motifs are descendants of the same ancestral entity. As suggested 

above through the examples of repeated pTyr motifs in Tyr kinase receptors and Cdc4 

phophosdegrons in Sic1, however, internal duplications may indicate that this is in fact the case, i.e., 

we may be assured that multiple copies represent evolutionary divergence. Based on this 

mechanism, the regulatory (R) region of the cystic fibrosis transmembrane conductance regulator 

(CFTR) protein is a prime example of the modularity of a motif operating by the conformational 

signaling principle.
213

 This channel belongs to the ATP-binding cassette (ABC) superfamily of 

proteins.
214, 215

 Its mutation in cystic fibrosis causes a loss of activity due to degradation in the 

endoplasmic reticulum secretion pathway. CFTR has two membrane-spanning domains (MSD1 and 

MSD2), two nucleotide-binding domains (NBD1 and NBD2), and a region between the 

transmembrane segments that harbors an intrinsically disordered regulatory (R) domain of about 200 

amino acids in length. R domain interacts with NBD1 predominantly via multiple short motifs 

assuming transient helical conformations,
213, 216

 which are regulated by PKA phosphorylation. 

Without phosphorylation, these sites tend to have fractional helical propensity necessary for 

mediating interaction with NBDs. Phosphorylation of the sites by PKA shifts their conformational 

state toward lower helicity, which reduces their NBD1 interactions, i.e. the conformational signal in 

this case is a more random structural state.
213, 217

 Due to internal repetition, we can be positive that 

the conformational signal represented by this short motif is a module reused in evolution.  

4. Conformational missignaling 

4.1. Deregulation of conformational signaling can cause disease 
 

Because signal transduction is central for the cell to respond to external or internal stimuli, it is of no 

surprise that defects of signaling are often conducive to human diseases,
101, 218-221

 due to which 

signaling proteins are the most prevalent drug targets.
148, 221

 Many diseases are caused by inherited 
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or acquired modifications in protein sequence that may cause the deregulation of function by 

interfering with the synthesis or stability (intracellular level), transport (localization), and/or activity 

(as an enzyme, receptor, transcription factor, etc…) of the protein. Irrespective of the actual 

mechanism that upsets the operation of these signaling proteins, we may call the resulting imbalance 

of signaling “missignaling”, involved in a wide array of disorders from cancer through inflammation to 

several types of neurodegenerative diseases. To give a few examples, some of the best studied 

heritable (familial) diseases are caused by mutations in key signaling proteins, such as p53
222, 223

 and 

Ras
224

 in cancer, EGFR in inflammation,
225

 amyloid precursor protein (APP) in Alzheimer’s disease
226, 

227
 and superoxide dismutase 1 (SOD1) in familial amyotrophic lateral sclerosis (ALS).

228, 229
 

 

Can we extend the analogy on proteins involved in conformational signaling, i.e. can we speak about 

conformational missignaling? Actually, we know about many cases when the aberrant 

conformational change of a protein causes disease. Such “conformational diseases”
230

 include all the 

prion and amyloid diseases (Alzheimer's and Parkinson's diseases, and all other amyloidoses, which 

are often caused by mutations affecting the conformational state of the protein
160, 231, 232

), but also 

disorders caused by other mechanisms. This latter is exemplified by proteinase inhibitors serpins 

(such as α-antitrypsin, antithrombin, C1-inhibitor, and the inhibitors of fibrinolysis), which control 

coagulation and inflammation by inhibiting target proteases by large conformational changes in their 

reactive loop
233

 that irreversibly locks the protease and serpin together. Familial mutations in serpins 

inhibit this conformational change and make serpins form inactive misfolded polymers and 

aggregates, leading to "serpinopathies", such as emphysema, cirrhosis, thrombosis and angioedema.  

 

Missignaling may have more subtle appearances, when a shift in the conformational ensemble of the 

protein changes its interaction with partner protein molecules, compromising the fidelity of 

signaling. It is of note that many genes are harmful when they are overexpressed, i.e. they show 

“dosage sensitivity”.
234

 The gene products appearing at a much higher concentration are thought to 

cause disease, because they engage in interactions with non-physiological partners. No wonder these 

genes are tightly regulated at the level of transcription, translation, and protein regulation, in order 

to prevent their missignaling. It is also closely related that the functional relevance of many 

experiments addressing gene function with the aid of transiently transfected cells can be questioned 

due to the protein in question entering erroneous interactions.
235

 It has been noted that 

overexpression violates balanced gene dosage, it affects protein folding, complex assembly and 

downstream regulation, which fits with our ideas of conformational missignaling. 
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Such general effects may be uncovered by analyzing protein-protein interaction networks 

(interactomes) in normal and disease conditions (cf. Scheme 4), as outlined in detail in the chapter 

“Approaching conformational signals in situ”. In short, interactome analysis can delineate signaling 

relationships, i.e. signaling pathways,
10-12

 and unveil the disruption of specific protein-protein 

interactions in disease, as exemplified by discovering genes potentially involved in cancer, for 

example.
236

 Compromised protein-protein interactions may also point to inappropriate 

conformational signaling under the conditions of disease.
237, 238

 The detailed description of such 

relations also offers new strategies for drug discovery, by developing small-molecule chaperones and 

disruptors of the pathologic interactions. 

4.2. Prions as pathological and physiological signaling molecules 
 

Probably the most direct example of conformational (mis)signaling via remodeled surfaces is 

represented by prions (Table 3). Discovered as proteinaceous infectious entities,
160, 231, 239

 they were 

initially thought of as pathological conformational variants (prion or scrapie form, PrP
Sc

) of an 

otherwise normal cellular protein (cellular form, Prp
C
), which can propagate by an autocatalytic 

conformational change that can even be transmitted to other cells and organisms. Whether the 

transition proceeds by induced folding or conformational selection,
103

 the essence of prion 

propagation is that the pathological, non-native conformation instructs the conformational transition 

of the native state in an autocatalytic fashion, upon their interaction (Figure 9). An initial 

conformational seed can cause the entire population of molecules to change, making the transition 

to the prion state appear as a signaling cascade based on the conformational principle. 

 

Whereas pathological prions might be dismissed as signaling molecules for the lack of a “function” 

associated with the prion state, more recent findings suggest that several functional proteins 

(termed physiological prions) propagate their altered conformational and functional state in a prion-

like fashion (Table 3). The best studied and/or most interesting examples are physiological yeast 

prions, which enable the cell to grow on poor nitrogen sources (Ure2p), or to generate novel protein 

products by translational read-through (Sup35p), when in the prion state,
204, 240, 241

 and the 

cytoplasmic polyadenylation element binding protein (CPEB) in Aplysia californica, a protein that can 

activate dormant mRNA molecules by promoting their polyadenylation, which seems to be important 

in memory formation.
205

  

 

In prions, the pathological or physiological readout of the conformational signal can be the 

sequestration of the prion itself, the recruitment of other proteins or the alteration of the activity of 
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domains associated with the prion domain (the region of the protein that can undergo autocatalytic 

conformational transition).
203, 242, 243

 Therefore, physiological prions represent both inter- and 

intramolecular conformational signaling.  

 

The generality of this molecular mechanism is also shown by non-prion neurodegenerative diseases 

(e.g. Alzheimer’s disease, Parkinson’s disease), in which the spread of the pathological state within 

and between neurons is mediated by the prion-like propagation of the altered conformational state 

(amyloid) of the polypeptide involved.
244, 245

 

5. Novel structural biology tools for conformational signals 

 

A basic difference between PTMs and conformational changes potentially involved in signaling is that 

the latter are non-covalent, i.e., they may be very sensitive to experimental conditions and may not 

reveal themselves under in vitro conditions and/or may not survive isolation. A recent surge of 

technical advances, however, raises hope that we may overcome these hurdles as there is a clear 

progress toward increasing sensitivity that enables to detect and characterize even minor but 

potentially relevant conformational changes. I outline the most exciting cases next (cf. also Table 4).  

5.1. X-ray crystallography 

 

X-ray crystallography has been the workhorse of structural biology in the past, delivering more than 

80% of structures deposited in the Protein Data Bank (PDB).
246

 The current development of X-ray 

free-electron laser (XFEL) technology seems to offer a quantum leap in this technique, the magnitude 

of which is hard to predict at the moment. At its conception, it was thought to be able to solve 

structures of single protein molecules by very short, femtosecond, X-ray laser pulses generated by 

oscillating free electron beams in a magnetic undulator,
247

 in a time much shorter than what it takes 

for the sample to disintegrate (in a matter of tens of femtoseconds). Whereas the solution of the 

structure of a single molecule remains to be seen, it has already been demonstrated that high-quality 

diffraction data can be obtained with a single X-ray pulse from a noncrystalline biological sample, 

such as a single mimivirus particle, taking advantage of its highly internal symmetry
248

, enabling the 

full three-dimensional reconstruction of structure.
249

 XFEL has also been successfully used to 

determine the structure of photosystem I, one of the largest membrane protein complexes, by 

shooting at nanocrystals of only 0.2-2 µm in size.
250
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Novel applications of XFEL entirely relevant with the concept of conformational signaling have also 

been demonstrated, such as the solution of the high resolution structure of the human GPCR 

serotonin receptor at room-temperature by shooting sub-micrometer microcrystals grown in a 

membrane mimetic lipidic cubic phase.
251

 This approach, in contrast with traditional crystallography 

on much larger cryo-cooled crystals, can provide information on the distribution of thermal motions 

and conformations at a temperature relevant for life. 

5.2. NMR 

 

NMR, an inherently insensitive technique that has delivered about 16% of PDB structures, has also 

witnessed a revolutionary advance recently. New developments allow to ask questions hardly 

amenable even a few years ago, such as analyzing the dynamic behavior of large systems (by specific 

labeling),
253

 characterizing proteins at concentrations an order of magnitude lower than it was 

possible before with dynamic nuclear polarization (DNP),
252, 261, 262

 visualizing thus-far invisible 

activated  states (populated only 1-2% of the time) by relaxation dispersion measurements,
254, 263-265

 

and probing structural details in the solid (aggregated) state
266

 or in live cells
267

. I outline these 

advances next. 

 

Large systems can now be approached by NMR using site-specific labeling. For example, although the 

20S core particle of the proteasome is 670 kDa, way above the size amenable for traditional NMR 

technology, it was possible to study it in detail by specific isotope labelling.
253

 In this, Ile, Leu and Val 

methyl groups have been protonated in highly deuterated background, which enabled to 

characterize functionally important motions and interactions in this large protein complex. 

 

Activated states of proteins that constitute only a minor part of the population of structures (and are 

thus invisible to most traditional structural techniques) are essential for protein function and may be 

critical in representing conformational signals. A study of dihydrofolate reductase based on 

relaxation dispersion experiments has demonstrated the utility of NMR in delineating such high-

energy conformational sub-states.
268

 The study was based on the premise that dynamics leading to 

various sub-states are critical in various steps along the catalytic cycle of the enzyme. NMR relaxation 

dispersion has shown such high-energy activated states along the reaction coordinate, resembling 

the structure of adjacent intermediates seen by X-ray crystallography.
268-270

 Similar observations have 

been made with the prolyl cis-trans isomerase cyclophilinA (CypA), characterizing its substrate-free 

state and dynamics during catalysis.
70

 It was observed that characteristic enzyme motions that occur 

during the catalytic cycle are already represented in the free enzyme, at frequencies that correspond 
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to the turnover rates of the enzyme, i.e., delocalized collective motions may govern enzymatic 

steps.
271, 272

 Relaxation dispersion has also been instrumental in studying dynamics-based allosteric 

communication in PDZ structure.
81, 273

 

 

Perhaps even more relevant with regards to conformational signaling, NMR relaxation dispersion can 

probe the details of binding mechanism in protein-protein interactions,
254

 unraveling high-energy 

intermediary states in the encounter complex that are of very low abundance in the population. As 

already mentioned, the KID domain of CREB binds to the KIX domain of CBP, and goes from a 

disordered state to a folded state dominated by two helices.
274

 Although CREB transiently samples 

the helical conformations in isolation,
108

 it could not be decided if the mechanism of binding is 

dominated by the capture of pre-formed helices (conformational selection), or by the capture of a 

primarily disorder state followed by folding in the partner bound state (induced folding). NMR 

relaxation dispersion experiments showed that phosphorylated CREB KID (pKID) forms an ensemble 

of structures in the transient encounter complex with CBP KIX, in which local structure is primarily 

stabilized by non-specific hydrophobic contacts.  Helical conformations evolve in the bound state, 

without dissociation from KIX, i.e. the transition state of helix B (the C-terminal helix) is only partially 

folded in the intermediate. 

 

Another breakthrough in NMR technology is the rapid advance of solid-state NMR approaches. The 

basic idea here is that anisotropic interactions in solids, which cause severe line-broadening, can be 

mitigated by spinning the sample at a large frequency at a particular angle relative to the magnetic 

field (magic angle spinning), which allows traditional NMR parameters to be determined. This 

approach may even have a cross-talk with XFEL, as demonstrated by characterizing the structure and 

backbone dynamics of a microcrystalline metalloprotein.
255

 Solid-state NMR enabled to determine 

the high-resolution structure of fibrils associated with prions and with Alzheimer's disease, for 

example,
266

 and enabled to study the structure and functional dynamics of a 7-helix transmembrane 

protein, Anabaena Sensory Rhodopsin.
275, 276

 

5.3. Atomic force microscopy 

 

Atomic force microscopy (AFM) also holds a tremendous potential in characterizing conformational 

changes of proteins. AFM applied in the pulling mode enables to monitor structural stability through 

unfolding transitions,
257

 such as in the case of the IDP α-synuclein, a protein implicated in Parkinson’s 

disease. The protein showed a significant level of structural heterogeneity, encompassing three main 

classes of conformations, including disordered (random-coil), “β-like” and a less characterized one in 
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which molecules engage in weak interactions with each other. The significance of β-like structures is 

that they can lay on path toward the pathological amyloid state, because their proportion increases 

under conditions promoting the aggregation of α-synuclein, such as the pathogenic A30P mutation 

and high ionic strength.  

 

AFM can also be applied in the tapping mode, when it can visualize function-related dynamic 

conformational changes of the protein. For example, fast AFM capable of repetitive surface scans at 

times only a few ms apart was used to study the dynamic behaviour of myosin V molecules 

translocating along actin filaments.
256, 277

 Fast AFM enabled direct visualization of this motor protein 

taking processive steps, providing visual evidence for previously speculated mechanistic details, such 

as lever-arm swing.  

5.4. Single-molecule fluorescence  

 

Single-molecule fluorescence (smFL) enables extremely sensitive detection of structural 

features/changes of proteins either by measuring fluorescence resonance energy transfer (smFRET) 

between dye pairs and/or resolution of fluorescence lifetime and decay of fluorescence anisotropy 

(smFA). For example, by applying a great number of donor-acceptor pairs, smFRET could be used to 

describe the structure and structural dynamics of HIV-1 reverse transcriptase bound to its DNA 

primer-template.
278

 In a different study, membrane binding of α-synuclein was analyzed,
279

 and 

multiple α-helical structures have been observed that fall into two main classes. smFRET-based 

conformational studies of full-length tetrameric p53 also suggested multiple conformations of the 

protein, which likely indicates the interactions of the disordered NTD with the DNA binding domain 

of each monomeric p53.
280

 

 

In an even more complex multidomain protein, the canonical MAGuK scaffold protein PSD-95 (which 

contains five domains PDZ1, PDZ2, PDZ3, SH3 and GuK), multiple distance restraints derived in 

smFRET studies were used to describe its complex conformational landscape outlining characteristic 

conformational changes.
281

 Its five domains were found to partition into two independent 

supramodules held together by transient domain-domain interactions: one including the module 

PDZ1-PDZ2 and the other PDZ3-SH3-GuK, which defined the dynamic “supertertiary”
282

 structural 

organization of MAGuK. The most exciting feature of this technique, from the point of view of 

conformational signaling, is that it enables single-molecule conformational studies in live cells, as 

detailed in chapter “Approaching conformational signals in situ”. 
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5.5. Small-angle X-ray scattering 

 

Small-angle X-ray scattering (SAXS) has also undergone a revolutionary advance recently, enabling to 

study and characterize structurally highly heterogeneous systems, such as flexible multi-domain 

proteins and IDPs.
258

 A key ingredient of recent advance is the development of Ensemble 

Optimization Method (EOM), which allows for the co-existence of multiple protein conformations in 

solution, and fits scattering data with a compatible sub-set. Often, the method is combined with 

NMR to incorporate short-range NMR constraints, and X-ray crystallography to represent high-

resolution structural elements, by way of advanced computational methods, as exemplified by the 

structural ensembles of p53,
283

 α-synuclein and tau protein
100

 and also of Hck Tyr kinase, which 

converts from a compact and well-structured inactive state to an ensemble of open, highly dynamic 

conformations upon activation.
284

 

5.6. Cryo-electron microscopy 

 

Perhaps the most spectacular progress in protein structure determination has been brought along by 

rapid advances of cryo-electron microscopy (cryo-EM) technology, relying on the reconstruction of 

images recorded from a large number of molecules. Over the past two decades, the resolution of 

cryo-EM maps has been improving steadily, primarily due to the introduction of direct electron 

detection, automated data collection and powerful image processing.
259, 285

 Near-atomic resolution 

can now be reached not only for megadalton macromolecular complexes (such as the ribosome
286

), 

highly symmetrical assemblies (such as viruses
287-289

) or membrane proteins that form ordered two-

dimensional arrays (such as the mammalian ryanodine receptor RyR1
290-292

), but also for complexes 

with either low or no symmetry (such as the general transcription factor TFIID,
293

 the transcription 

co-activator Mediator complex,
294

 and the RNA polymerase II transcription pre-initiation complex
295

), 

smaller, less symmetrical proteins,
296

 and even for highly dynamic proteins of multiple structural 

states.
297

 

 

A common strategy is to combine cryo-EM of large proteins or complexes with X-ray crystallographic 

structures of subunits/domains to obtain a full structural picture at large resolution, as exemplified 

by the structure of Sulfolobus turreted icosahedral virus,
298

 the cell-cyle regulatory protein 

separase
299

 and the estrogen receptor-coactivator complex on DNA.
300

 

5.7. Native mass-spectrometry 
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Mass-spectrometry (MS) has also natured into an effective tool for characterizing protein structure, 

primarily for addressing the topology of protein complexes. It was discovered that under mild 

ionizing conditions (native MS), primarily by electrospray ionization (ESI), proteins and protein 

assemblies retain their solution phase structural properties in the gas phase, which, combined with 

the superior mass-resolution of MS enables to address a range of issues related to structural biology. 

The power of native MS is exemplified by studying the architecture of chaperonin complex,
301

 the 

evolutionary conservation of protein complex assembly pathways
130

 or conformational changes in 

the multi-drug resistance efflux pump.
302

 This method is also often integrated with other approaches, 

for example, the structure and subunit assembly pathway of the anaphase-promoting complex (APC), 

was characterized by combining cryo-EM, native MS and docking of crystallographic and homology-

derived coordinates.
260

 

 

A further asset of MS is that it can be combined with a variety of labeling methods, which provide 

further information on the structural state of the protein. A range of recent applications exploit the 

performance of MS in analyzing the pattern of chemical cross-linking, H/D exchange and surface 

labeling.  

 

In short, chemical cross-linking of reactive groups in proteins followed by the identification of cross-

linked sites by MS can measure proximity of various sites, thus providing information about protein 

structure, structural changes and the topology of protein complexes.
303, 304

 Chemical cross-linking also 

has the capacity to stabilize weak and transient interactions, thus, to capture and analyze 

interactions in vivo: a special field is in vivo crosslinking of protein complexes by photo-reactive 

amino acid analogs in cells by UV-activated diazirines.
305

 The information content and structural 

resolution of crosslinking is usually limited by the distinct chemical reactivity of amino acids. This has 

recently been overcome by the application of the heterobifunctional reagent, sulfosuccinimidyl 4,4'-

azipentanoate (sulfo-SDA), which combines a traditional sulfo-N-hydroxysuccinimide (sulfo-NHS) 

ester and a UV photoactivatable diazirine group. This diazirine yields a highly reactive and 

promiscuous reactive carbine species, which can react with practically all amino acids, and, when 

combined with computational conformational space search, has the potential to unveil the entire 

structure of a protein; this has been demonstrated for human serum albumin crosslinked in human 

blood serum.
306

 

 

Hydrogen/deuterium (H/D) exchange, also called HDX, is a mild way of labeling proteins, and is a very 

sensitive indicator of the solvent accessibility of peptide bonds.
307

 In solution, amide hydrogens in the 

peptide bonds exchange protons with the solvent, and if the protein is placed into heavy water, they 
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exchange with deuterium. Usually, the exchange is performed at physiological pH, the reaction is 

quenched by lowering the pH, and then analysis is performed by NMR or MS. The rate of exchange is 

measured and quantitatively characterized by a “protection factor”, i.e. the ratio of the “intrinsic” 

amide hydrogen exchange rate of a small peptide of the same sequence (assuming random coil 

conformation) and the peptide bond in the given conformational state of the protein. By definition, 

the protection factor is sensitive to the conformational state and conformational changes of the 

protein
308, 309

 and HDX has started to be applied recently for the characterization of IDPs.
310

 

 

Covalent labeling, or footprinting, is also sensitive to probe the accessible surface of proteins. A 

variety of reagents can be used for this purpose, of which the most widely used and successful is 

labeling with hydroxyl radicals.
311, 312

 Hydroxyl radicals are generated by radiolysis of water or 

photolysis of H2O2, when it is also termed fast photochemical oxidation of proteins (FPOP). The exact 

location of oxidation can be determined by MS/MS (similar to PTM mapping). In principle, all side 

chains can react, although the reaction rates for different amino acids significantly differ. By 

quenching (e.g. by the addition of L-glutamine), the lifetime of the radical can be limited to about 1 

μs, which is faster than most conformational changes of proteins, which makes the method very 

effective in mapping interaction interfaces and protein structures, also effectively identifying 

conformational changes. A relevant recent study is the characterization of the fast conformational 

switch between the open and closed states of a potassium channel.
313

 

6. Approaching conformational signals in situ 

 

Motivated by the spectacular advance in structural biology surveyed in the previous chapter, we 

have to ask how effectively can this technological arsenal help delineate conformational signals in 

live cells. This is not a trivial question and the definite answer can only be given as dedicated 

research unfolds in the coming years. 

6.1. High-throughput approaches to post-translational modifications of 

proteins in the cell 
 

To set the stage for the possible high-throughput (HT) discovery of conformational signals, we have 

to understand and appreciate the limitations of our insight on the identity and functional 

consequences of covalent protein modifications in the cell, not the least because of the strong 

conceptual parallels of covalent and conformational signaling. Even with PTMs, we tend to take them 

into consideration only if they are well understood, having conclusive evidence for their functional 
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importance. For example, we have no doubt that the phosphorylation of glycogen phosphorylase by 

phosphorylase kinase activates the enzyme and leads to glycogen mobilization,
314

 or ubiquitination 

by Mdm2 destabilizes p53, ensuring its low cellular level prior to DNA damage.
315

 This “simple” 

situation has significantly changed with the HT identification of PTMs by mass spectrometry:
316, 317

 

whereas these tools generated previously unimaginable amount of data, we lack confidence in the 

functional importance of most of these. For example, recent analyses suggested more than 100k 

phosphorylation sites in the human proteome,
318

 and an unbiased assessment of the total number of 

the possible functional motifs suggests their number above 1 million in total,
193

 for the more than 

300 distinct types of enzymatic PTMs.
319

 Despite the statistical rigor of HT analyses, experimental 

assessment of the functional importance of changes in most of these cases is lacking. Furthermore, 

drawing on the analogy with HT protein-protein interaction data, which has been concluded to be 

inherently noisy,
320

 we may also infer that many modifications might be missed because of i) low 

abundance of proteins, ii) low stoichiometry of modifications, iii) their specificity to a particular cell 

type or physiological state, and iv) their confinement to rare splice variants of proteoforms. 

 

There are clear indications that a modification that is reproducibly detectable is not necessarily 

functional. In a recent analysis,
321

 it was found that although phosphosites are more conserved than 

equivalent residues that are not phosphorylated, phosphosites of known function are highly 

significantly more conserved than the ones without a known function. Since about two thirds of the 

sites detected by phosphoproteomic experiments evolve as fast as random Ser and Thr residues, it is 

rather imperative to conclude that their modification is probably non-functional.  

 

By analogy, even if we identify significant conformational changes of proteins in the cell, it is a long 

way to prove that they are important and functional in a signaling sense. Whereas we have 

increasingly effective tools to address conformational changes in vitro and even in vivo, the use of 

any of them alone is unlikely to be conclusive, and their combined use and interpretation will only 

bring the synergy required for pinning down conformational changes of signaling importance. 

6.2. The limits of extrapolation from in vitro results  
 

Since a conformational change is a common theme in structural biology, there must be many as yet 

unnoticed signaling cases. Is conformational signaling more prevalent than suggested by the few 

instances discussed in this paper? This whole review has been motivated by that this is in fact the 

case. We might take the analogy of PTMs, the current discovery of which relies heavily on MS-based 

HT techniques, due to which we have a rather comprehensive view of all such modifications in the 
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cell.
193

 Quantitative temporal (and spatial) resolution of such modifications has been - and still is - 

instrumental in discovering and describing dynamic signaling pathways.
322, 323

 

 

In contrast, our toolkit for the unbiased description of conformational changes of proteins in situ or 

in vivo, let alone conformational changes relevant for signaling, are much more limited. Practically all 

the examples outlined in the paper have come from detailed structural-functional studies on isolated 

proteins and complexes in vitro. Although these provide insight into how proteins sense regulatory 

signals by conformational changes, they are difficult to extrapolate to conditions that prevail in the 

cell, for at least three reasons. For one, the cellular environment is extremely complex,
324

 and it 

contains a very high concentration of other macromolecules, which gives rise to a viscous and highly 

crowded environment that alters the conformational landscape of proteins by excluded volume 

effects.
325

 Although mimicking this intracellular environment does provide some hints at the 

structural behavior of proteins in the cell,
326, 327

 full understanding can only be expected from 

techniques that can peek into live cells.
328

 Second, the cellular environment presents a multitude of 

potential interaction partners, for example the number of identified high-quality binary 

macromolecular interactions in a human cell is on the order of 14,000,
329

 whereas theoretical 

estimations suggest as many as 650,000 protein-protein interactions in the human interactome.
330

 In 

addition, this medium contains a great variety of ions and metabolites, and the interactions of any 

given protein with most of these are unexplored in terms of affecting its conformational state. 

Current estimates of the human metabolome suggest as many as 40,000 different compounds.
331, 332

 

Last but not least, PTMs of proteins in the cell can be extremely complex, and represent a largely 

unexplored territory. Whereas most of our respective knowledge focuses on only a few modifications 

(phosphorylation, acetylation, ubiquitination, methylation), there are more than 300 different types 

of PTMs in the cell,
319

 HT studies suggest more than hundred thousand actual modifications in the 

human proteome,
318, 333

 and unbiased assessment suggest more than a million such modification 

sites in the cell.
193

 This means that, on the average, every protein carries dozens of modifications in 

vivo, which can be in a complex interplay with protein conformation, i.e., conformational signals 

(Scheme 5). 

 

Next, we will explore if our new structural biology methods are able to provide structural information 

on the proteome, relevant with signaling, in live cell conditions.  

6.3. Projecting PTM data on the interactome to ascertain conformational 

signals in vivo 
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An indirect approach is provided by the vast collection of protein-protein interactions
334-337

 and 

PTMs
318, 333

 catalogued by HT methods (Scheme 4). We might agree that a direct readout of the 

appearance of a conformational signal is the local remodeling of the interactome. We have a highly 

effective array of HT techniques for studying protein-protein interactions in the cell (e.g. co-IP, TAP-

tag, yeast 2-hybrid (Y2H), protein-fragment complementation assays (PCA), MAPPIT, proximity 

ligation assay (PLA), and many others
338-342

). As suggested, we know about 14,000 high-confidence 

binary interactions in the human interactome,
329

 which might only be the tip of the iceberg of a total 

of 650,000 interactions that may be realized under some conditions between human proteins.
330

 The 

observed interactions have been deposited alongside the interactome of other model organisms into 

databases, such as DIP, IntAct and MINT.
343-345

 These data (and future applications of the relevant 

techniques) are extremely rich in information on conformational signaling, as we might intuitively 

agree that a change of interaction pattern upon some cellular stimulus may directly point to the 

generation and operation of conformational (and covalent, of course) signals. Actually, interactome 

analysis has been very powerful in delineating signaling pathways.
10-12

 One has to be fully aware, 

however, that the different HT approaches for protein interactions are very different in terms of their 

potential to uncover binary interactions, and thus provide direct information on the possible 

operation of conformational signals. Some techniques (e.g. Y2H, MAPPIT, PCA) are invented for 

binary interactions whereas others (co-IP, TAP-tag) more for interactions within complexes, 

supported by partner proteins. As suggested, the first type of interaction is absolutely relevant for 

conformational signals, whereas the second has limited value, because we cannot unequivocally 

ascribe the (change of the) interaction to a particular protein or protein pair. A further caveat to 

these studies is that tagging proteins and/or their ectopic expression can skew regulation, and create 

an artificial situation in signaling.
235

 

 

Nevertheless, HT protein-protein interaction maps and techniques might be our first take on the 

“conformational signalome”. It should not be mistaken though, that a change in interactions may 

simply reflect covalent signals, i.e. PTM(s) of the given protein or changes in the level of the proteins 

or third partners. To exclude these possibilities, we should project HT PTM data on the 

interactome:
318, 333

 if there is a change in the local interaction pattern but not in the PTM status of a 

protein, we might reasonably suspect that we deal with a conformational signal (Scheme 4). Of 

course, it may also be that a PTM causes a conformational change, which then promotes interaction 

with another protein, which we also consider a conformational signal that requires more detailed 

studies and much deeper mechanistic understanding (Scheme 5). Nevertheless, it might be highly 

inspirational to conduct targeted studies on the perturbation of the interactome
346

 and to analyze 
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and compare current HT interactome and PTM data to compile a putative list of conformational 

signaling cases. 

6.4. Looking for conformational signals in the cell 

 

To nail the mechanism down, however, we should resort to more direct structural techniques. As 

already alluded to in the previous sections, several structural biology techniques have the capacity to 

probe structural changes of signaling importance in cellular extracts (in situ) and even in live cells (in 

vivo). I will survey these possible approaches next (Table 5). 

 

For example, smFRET has the sensitivity and specificity to provide insight into structural changes of 

proteins in a cellular context, even in a HT format. For that, smFRET requires the delivery of labeled 

proteins into cells, and offers detection of conformational changes at the single-molecule level. This 

has been demonstrated with soluble NSF attachment protein receptor (SNARE) proteins in live 

cells.
348

 SNARE proteins mediate vesicle fusion, for example, of synaptic vesicles with the presynaptic 

membrane in neurons. By microinjecting SNARE proteins site-specifically labeled by fluorescence 

donor-acceptor dye pairs (such as Alexa Fluor 555/Alexa Fluor 647 or Cy3/Cy5) into BS-C-1 cells, it 

was observed by very sensitive total internal reflection fluorescence spectroscopy (TIRFM) that they 

rapidly undergo a transition from a low-FRET (disordered) to a high-FRET (coiled-coil, structured) 

state, which indicates their rapid association with membranes and transition to a conformational 

state conducive to membrane fusion. Apparently, this approach enables single-molecule 

applications, whereas it requires in vitro labeling and microinjection into cells (potentially hindering 

HT applications). For high throughput, one should use fused protein tags (such as green fluorescent 

protein (GFP) and its variant, yellow fluorescent protein (YFP)
351

), which can be generated directly in 

the cell.  

 

In vivo detection can also be achieved by NMR, which is rather insensitive and reports on ensemble 

averages; recent applications make it compatible with the subject of in situ structural 

characterization. For such in-cell NMR, isotopically labeled proteins are delivered into live cells, 

achieved by either microinjection (into Xenopus oocytes), induced overexpression (in E. coli cells), 

delivery by cell-penetrating peptides or transiently permeabilizing cell membranes by electroporation 

(into mammalian cells).
267, 328, 352

 

 

Although in-cell NMR initially provided a breakthrough by solving protein structures in vivo (e.g. 

protein G B1 domain and heavy-metal binding protein TTHA1718
353, 354

), recently this approach has 
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been used to address the structural state and phosphorylation of tau protein microinjected into 

Xenopus oocytes,
355

 where the structural transition of its microtubule-binding region upon 

microtubule binding could be observed. The significance of this observation is also corroborated by 

α-synuclein studies, which, for the lack of an appropriate binding partner, undergo no such structural 

transition when overexpressed in E. coli,
356, 357

 and remains fully disordered in human neuronal and 

non-neuronal cells under crowded intracellular conditions.
328

 

 

The power of in-cell NMR in dissecting the signaling capacity of a local conformational change in a 

protein in vivo is probably best illustrated by studies on the activator domain of the tumor 

suppressor 53.
347

 p53, the “guardian of the genome”, is a transcription factor of a low constitutive 

level in the cell. Upon DNA damage, it is stabilized, its level increases and it initiates changes in the 

cell that lead to DNA repair, cell cycle arrest or apoptosis.
358

 The primary regulatory partner of p53 is 

the E3 ubiquitination ligase Mdm2, to which p53 binds via a short helical segment within its N-

terminal disordered transactivator domain (TAD).
359

 The free form of p53 TAD exists in an equilibrium 

between disordered and partially helical conformations,
283, 360

 with its region 19–25 forming a stable 

amphipathic α-helix in complex with Mdm2.
359

 Mutations that increase the level of residual helicity 

of TAD increase the binding affinity between p53 and Mdm2, and facilitate its ubiquitination, which 

basically alter p53 cellular dynamics and lead to impaired target gene expression and failure to 

induce cell cycle arrest upon DNA damage.
347

 These results show that the local helix within p53 TAD 

is a strong conformational signal in the cell. 

 

Conformational changes of proteins in complex biological mixtures (in situ and/or in vivo) can also be 

addressed by limited proteolysis. It is known that the location of initial cleavage sites under 

controlled conditions by broad-specificity proteases (such as proteinase K, thermolysin, subtilisin, 

papain, and elastase) is dictated by structural features of proteins,
361-363

 which makes it a sensitive 

and sensible approach for the low-resolution mapping of conformational changes in purified 

proteins. A recent development combines limited proteolysis (LiP) in cellular extracts with selected 

reaction monitoring mass-spectrometry (LiP-SRM)
350

 to achieve the same goal in complex biological 

mixtures. The method combines two proteolytic steps, a LiP under native conditions by a broad-

specificity protease followed by exhaustive tryptinolytic digestion under denaturing conditions. 

Peptides are detected and quantified by SRM, and peptides specific to a given cellular state, 

indicative of a specific conformation (termed “conformotypic” peptides), are identified. For example, 

in analyzing proteome-wide conformational changes in yeast upon the metabolic transition from 

glucose- to ethanol-based growth, which induces substantial metabolic remodeling in yeast,
364

 587 

specific peptides mapping onto 283 proteins could be observed. 
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Another low-resolution structural technique that has the potential to characterize structure and 

structural changes in vivo is chemical cross-linking,
303

 which can provide distance constraints for 

structure calculation, as demonstrated first for fibroblast growth factor 2 (FGF-2).
365

 Recent advances 

include novel cross-linking protocols (development of novel homo- and heterobifunctional cross-

linkers), MS-identification and analysis software, which have provided important information on 

native protein structure and the topology of protein complexes,
366

 as demonstrated for the ATP 

synthase complex
367

 and the nuclear pore complex,
368

 for example. It has also been used to analyze 

protein structure
369

 in vivo: by using a collection of derivatives of chemoreceptor Trg, each containing 

a single cysteine at particular positions, the pattern of crosslinking in vivo and in vitro were compared 

to delineate the exact topology of protein-RNA interactions.
370

 The solution of the structure of 

human serum albumin by extensive crosslinking in serum also suggests the power of this technique 

to solve the structure of a protein in situ.
306

 

 

As a final note, it should also not be forgotten that even X-ray crystallography has recently advanced 

to making protein crystals and detecting diffraction in cells possible. A recent intriguing XFEL 

structural study
371

 on cyrstals of Cry3A toxin naturally crystallized within Bt cells opens a novel 

avenue for authentic in vivo diffraction studies. 

7. Conclusions and outlook: the prevalence of conformational signaling 

 

The principal message of this paper is that there is a fine line between structural changes in signal 

transduction and the signaling principle based on conformational changes. Conformational changes 

are prevalent in signal transduction
15, 76, 372

, and it is clear that the altered conformation of a protein 

in many cases conforms to the definition of a signal (Scheme 2). The most clear-cut cases are multi-

state switches (e.g., prion, GPCR, CaM), where the signal is not represented by the protein itself, but 

by its distinct activated states, as embodied in particular conformations. The altered conformation(s) 

is (are) recognized by a downstream signaling partner, thus it can be propagated and transduced to 

alter the physiological state of the cell. PTMs, induced folding/unfolding, hierarchic assembly of 

complexes, conformational memory and regulatory chaperones may all be involved, and signaling is 

the very essence of allostery, conformational spread and prion propagation. It appears to pop up 

everywhere and there are already several well-established and instructive cases in the literature 

(Table 6). Its s prevalence is hard to establish, because conformational signaling elements or sections 

constitute part of all “traditional” signaling pathways, and our current views rely on detailed low-
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throughput studies of in vitro reconstituted systems. As outlined, rapid methodological advance in 

structural biology offers alliance in this endeavor, providing ever more sensitive tools for uncovering 

relevant conformational changes in vitro (in the test tube), in situ (in cell extracts) and now also in 

vivo (in live cells) even at the level of HT coverage of the proteome (Scheme 4). We do anticipate that 

many such events (pathways) will be discovered, and will prove that conformational signaling is a 

prevalent cell-biological phenomenon. We should bear in mind that a covalent signal, such as a 

signaling metabolite or modified protein, is easy to identify, whereas the recognition of a local 

conformational change as a signal requires much deeper mechanistic insight, and requires the 

integration of in vitro, in situ and in vivo observations with HT in vivo data on the interactome and 

PTMs (Scheme 4).  

 

For the emergence of conformational and covalent signaling, their evolutionary relationship appears 

to be rather straightforward. Simple conformational switches could already be present at a time 

when complex catalytic signaling enzymes have not yet emerged. As suggested, the first proteins 

must have been short and disordered,
139

 which is sufficient to support a primitive, direct and non-

modular conformational signaling mechanism. The rise of enzymatic signaling proteins/domains 

tipped the balance, because they can be effectively used in different contexts and they can modify 

multiple substrates, enabling amplification of the signal. Proteins/domains that specialize in 

“reading” the modification can also be repeatedly used. Based on these highly effective components, 

complex cellular regulatory behavior emerged. Yet, simple signaling by conformational changes has 

not yet vanished: it has also benefitted from modularity and it has its due place in the heart of most 

extant signaling pathways. Whereas the noted evolutionary sequence does not necessarily dominate 

in extant organisms (bacteria vs. eukaryotes), our concepts of covalent signal transduction including 

PTMs derives much more from studies on eukaryotes, where disordered sites preferring 

modifications are also more prevalent; at the same time the balance may be tipped toward signaling 

relying on conformational changes more in bacteria. This may have relevance for drug development, 

for example, when we are contemplating on developing a new breed of antibiotics.  

 

It should also not be overlooked, though that many diseases of higher organisms, such as Alzheimer’s 

disease, Parkinson’s disease, prion diseases also rely on this principle (and are termed 

“conformational diseases”) and are caused by the emergence of a non-physiological structural state 

of the protein.
160, 244, 245

 As suggested, the (pathological) readout of such misfolded states may be the 

loss of function of the protein, but also unwanted binding to other proteins,
242, 243

 that is, erroneous 

signaling through altering the interactome of the cell. With all exciting developments in structural 
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biology technology, we are now well equipped to tap into this vast area of cellular molecular biology, 

enabling to start exploring its far-reaching biomedical implications.  
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Legends of Figures 
 

Figure 1 Covalent and conformational signals in the cell 

Signal transduction in the cell relies on the appearance of a novel chemical entity, i.e. a novel spatial 

and chemical constellation of atoms perceived by a receptor protein with an appropriate binding 

surface. A) The classic example is the second messenger cAMP, which is generated form ATP by the 

action of the enzyme adenylyl cyclase. cAMP then binds to and activates a broad range of proteins. 

B) A messenger may also be “generated” by cellular translocation, as appears with Ca
2+

 ions, which, 

upon activation, are released from the endoplasmic reticulum into the cytoplasm where they can act 

through dedicated mediators (e.g. calmodulin). C) A covalent signal can also arise by the modification 

of a protein, as best exemplified by phosphorylation of Tyr residues by protein kinases. D) A novel 

constellation of atoms might also arise by the conformational change of a protein, as illustrated here 

by the appearance of a helical segment. This can bind to partners with the appropriate recognition 

site.  

 

Figure 2 Covalent modification of a protein can generate a conformational signal 

A) The modification of a protein can generate a covalent signal, when a PTM creates a novel binding 

surface recognized by a cognate binding domain (blue). B) The modification may also have its primary 

effect on the conformation of the protein, which either acts on the activity of the protein or serves 

itself as the signal, being recognized by a downstream effector.  

 

Figure 3 Allosteric signaling  

A) The essence of classical allostery is a conformational change that spreads between subunits of a 

homo-oligomeric protein, such as hemoglobin. This scheme shows that binding of the ligand (oxygen, 

a yellow square) to one subunit shifts the structure of the entire tetramer to favor subsequent 

binding events at the other subunits. The initial conformational change thus spreads between 

subunits as a signal. The conformational change is subtle and details are not shown. B) Allosteric 

conformational change can also spread within one subunit, as demonstrated for catabolite activator 

protein (CAP). CAP is a cAMP-dependent transcription factor, which has a DNA binding helical region, 

rendered incompetent for DNA binding by a 90-degree rotation in the absence of cAMP (yellow, pdb 

2WC2
88

). When cAMP binds to both subunits (in a cooperative manner itself), it causes a significant 

conformational change, i.e. rotation of the helix, to assume a position relevant for DNA binding (blue, 

pdb 1J59
373

). 

 

Figure 4 Conformational signaling can be generated by induced folding and unfolding  
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A) c-Myc belongs to the bZip transcription factor family, which are structurally disordered and 

inactive proteins in the monomeric state. Their activation is usually induced by a PTM (specific 

phosphorylation), which makes them assemble into a coiled coil dimeric structure. The mutual 

induced folding of the two subunits creates a signal (i.e. a DNA binding surface), due to which c-Myc 

binds the appropriate recognition element and initiates transcription. B) Induced unfolding can also 

generate a signal, as is the case with WASP protein. In the naïve state, the protein is kept inactive by 

the interaction between its N-terminal GBD (blue) and C-terminal VCA (green) domains. Upon 

activation by Cdc42 binding to GBD, the VCA region is released form GBD and is exposed for 

interaction with Arp2/3 to promote actin polymeriztation.  

 

Figure 5 Conformational switches: alternative states of G-protein coupled receptors 

Conformational signals can make switches of multiple states, which signal to distinct downstream 

signaling pathways. Canonical GPCR signaling proceeds through heterotrimeric G-protein partners, 

such as Gsαβγ. The highly dynamic GPCR structure (blue), however, can assume multiple 

conformational states that can signal through distinct messenger system in a ligand-specific manner 

(distinct ligands indicated as L1 through L3). For example, the existence of multiple conformations 

has been shown for β2-adrenergic receptor by NMR,
77

 but only in one state, in the presence of an 

agonist (green) and Gs heterotrimer (orange), could the structure of the receptor be solved by X-ray 

crystallography (pdb 3SN6).
149

 

 

Figure 6 Thermodynamics of conformational signaling 

Generation of a conformational signal can be conceived by two energetic pathways, both of which 

can be activated by any type of signaling input, i.e., a PTM, ligand, physical input, and interacting 

protein partner, or the action of specific chaperone-like proteins. A) If the active (act) conformation 

is more stable than the inactive (inact) one, but it is separated by a high energy barrier, activation can 

occur by bringing the barrier down. B) If the active conformation is less stable than the inactive one, 

signaling may remodel the conformational landscape (a) to make it more favorable, or (b) to bring it 

into a high-energy but kinetically stable state by transient interaction.  

 

Figure 7 Modularity in signal transduction 

A key principle of signal transduction is modularity, when the same functional unit is used in different 

evolutionary context(s). Distinct signaling pathways may use the same (type of) enzymatic activity, 

when the homologue of the same gene product is linked with different upstream and downstream 

signaling components. For example: (A) the same kinase can be recruited into distinct pathways (e.g. 

Ste11 MAPKKK in yeast used in the mating and osmosensing pathways
165, 374, 375

 by the assistance of 
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different scaffold proteins (grey rectangles), or (B) the same domain can be used in combination with 

distinct other domains to constitute various signaling switches (e.g. the SH2 pTyr-binding is domain 

combined with other types of domains to create multidomain signaling proteins of complex signal 

integrating capacity
176, 376

). 

 

Figure 8 Modularity in conformational signaling 

Modularity is also apparent in conformational signaling, when the same module capable of 

generating a conformational signal is used in different contexts. (A) For example, calmodulin, a 

calcium-sensing mini-protein that changes conformation upon calcium binding is incorporated into 

myriads of pathways as a stand-alone protein, but it is also part of the multi-domain protein calpain, 

a calcium-dependent cysteine protease of two subunits, both incorporating a calmodulin-like domain 

(CaML). (B) A modular conformational signal can also be created artificially. The NM region of the 

physiological yeast prion Sup35p can undergo a reversible change to a prion (amyloid) state. In [psi-] 

cells, Sup35p is soluble and functional (causing translation termination at stop codons). When the 

NM region converts to the prion state, Sup35p becomes insoluble and nonfunctional, causing an 

increased rate of nonsense suppression (translational read-through of stop codons), termed the 

[PSI+] phenotype. When the NM region is fused to glucocorticoid receptor (GR), it turns GR into a 

prion (NMGR), which loses normal GR function when it converts to the prion state.
211

 NM can thus be 

considered a module capable of generating a conformational signal. 

 

Figure 9 Conformational switches made of amyolids 

Conformational signals are dynamic, they can make switches that can build pathways. (A) Prions are 

autocatalytic conformational switches, which can exist in a naïve (cellular, inactive, PrP
C
) and scrapie 

(prion, active, PrP
Sc

) state. When the prion conformation arises, it can “signal” naïve molecules to 

undergo a conformational change and become prions themselves. Due to the autocatalytic nature of 

the conversion, the signal can affect many proteins, it can be amplified and even be transmitted 

between cells, very much like a signal in signaling cascades. (B) Formation of amyloids typically 

entails a transition to a cross-β structure, which forms the basis of autocatalytic transformation of 

the cellular form to the prion state. X-ray crystallography of a 7-residue segment of Sup35 prion 

domain reveals a tightly-packed β-conformational steric zipper structure.
377

 Reproduced with 

permission from Nature Publishing Group. 

 

Scheme 1 MAPK cascade 

The MAPK cascade transduces information from an extracellular signal (EGF) to activating functional 

genes (by the transcription factor Elk1) via a cascade of phosphorylation events of successive kinases 
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(shown by P marks). Nevertheless, several proteins of the pathway (shown in dark) undergo large 

signaling conformational changes, which are not necessarily linked to phosphorylation. 

 

Scheme 2 Covalent and conformational signals have to meet the same requirements 

There are several requirements for both a covalent (a small molecule, covalently modified protein) 

and a conformational (a protein of altered conformational state) signal, which they have to meet to 

be able to play a signaling role.  

 

Scheme 3 Assembly pathway of a complex is determined by conformational signals 

The assembly of macromolecular complexes does not occur by the random addition of components, 

but usually follows a concrete pathway. The scheme depicts such as pathway, in which proper 

assembly (full arrows and dark objects) is defined by conformational signals that develop upon the 

assembly of the components (object a and b turning to a’ and b’ upon interaction with b and c, 

respectively) in a predefined order. The addition of components out of their proper context (dashed 

arrows) results in dead-end, non-specific interactions (grey objects) that cannot proceed toward the 

final fully functional state. 

 

Scheme 4 Synergy of structural methods can address conformational signals  

The scheme depicts that the HT identification of conformational signals takes much more than simply 

solving structures or describing structural changes of isolated proteins. Approaches applicable on 

isolated proteins in vitro have to synergize with studies in situ (on extracts) and in vivo. Furthermore, 

data generated by these approaches have then to be co-interpreted with HT interactome and PTM 

data, to set apart conformational signals and outline likely conformational signaling pathways in the 

cell.    

 

Scheme 5 Interplay of covalent and conformational signals 

A PTM is thought to generate a covalent signal (a modified protein), whereas other stimuli are 

thought primarily to act by conformational changes. As shown through many examples throughout 

the manuscript, the mode of action of the two stimuli overlaps, often PTMs act by way of 

conformational changes that act as signals. 
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Figure 1 Covalent and conformational signals in the cell  
Signal transduction in the cell relies on the appearance of a novel chemical entity, i.e. a novel spatial and 
chemical constellation of atoms perceived by a receptor protein with an appropriate binding surface. A) The 

classic example is the second messenger cAMP, which is generated form ATP by the action of the enzyme 
adenylyl cyclase. cAMP then binds to and activates a broad range of proteins. B) A messenger may also be 
“generated” by cellular translocation, as appears with Ca2+ ions, which, upon activation, are released from 

the endoplasmic reticulum into the cytoplasm where they can act through dedicated mediators (e.g. 
calmodulin). C) A covalent signal can also arise by the modification of a protein, as best exemplified by 

phosphorylation of Tyr residues by protein kinases. D) A novel constellation of atoms might also arise by the 
conformational change of a protein, as illustrated here by the appearance of a helical segment. This can bind 

to partners with the appropriate recognition site.  
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Figure 2 Covalent modification of a protein can generate a conformational signal  
A) The modification of a protein can generate a covalent signal, when a PTM creates a novel binding surface 
recognized by a cognate binding domain (blue). B) The modification may also have its primary effect on the 
conformation of the protein, which either acts on the activity of the protein or serves itself as the signal, 

being recognized by a downstream effector.  
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Figure 3 Allosteric signaling  
A) The essence of classical allostery is a conformational change that spreads between subunits of a homo-
oligomeric protein, such as hemoglobin. This scheme shows that binding of the ligand (oxygen, a yellow 

square) to one subunit shifts the structure of the entire tetramer to favor subsequent binding events at the 
other subunits. The initial conformational change thus spreads between subunits as a signal. The 

conformational change is subtle and details are not shown. B) Allosteric conformational change can also 
spread within one subunit, as demonstrated for catabolite activator protein (CAP). CAP is a cAMP-dependent 
transcription factor, which has a DNA binding helical region, rendered incompetent for DNA binding by a 90-

degree rotation in the absence of cAMP (yellow, pdb 2WC288). When cAMP binds to both subunits (in a 
cooperative manner itself), it causes a significant conformational change, i.e. rotation of the helix, to 

assume a position relevant for DNA binding (blue, pdb 1J59373).  
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Figure 4 Conformational signaling can be generated by induced folding and unfolding  
A) c-Myc belongs to the bZip transcription factor family, which are structurally disordered and inactive 

proteins in the monomeric state. Their activation is usually induced by a PTM (specific phosphorylation), 
which makes them assemble into a coiled coil dimeric structure. The mutual induced folding of the two 

subunits creates a signal (i.e. a DNA binding surface), due to which c-Myc binds the appropriate recognition 
element and initiates transcription. B) Induced unfolding can also generate a signal, as is the case with 

WASP protein. In the naïve state, the protein is kept inactive by the interaction between its N-terminal GBD 
(blue) and C-terminal VCA (green) domains. Upon activation by Cdc42 binding to GBD, the VCA region is 

released form GBD and is exposed for interaction with Arp2/3 to promote actin polymeriztation.  
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Figure 5 Conformational switches: alternative states of G-protein coupled receptors  
Conformational signals can make switches of multiple states, which signal to distinct downstream signaling 
pathways. Canonical GPCR signaling proceeds through heterotrimeric G-protein partners, such as Gsαβγ. The 

highly dynamic GPCR structure (blue), however, can assume multiple conformational states that can signal 
through distinct messenger system in a ligand-specific manner (distinct ligands indicated as L1 through L3). 
For example, the existence of multiple conformations has been shown for β2-adrenergic receptor by NMR,77 

but only in one state, in the presence of an agonist (green) and Gs heterotrimer (orange), could the 
structure of the receptor be solved by X-ray crystallography (pdb 3SN6).149  

 
162x121mm (300 x 300 DPI)  

 

 

Page 64 of 81Chemical Society Reviews



  

 

 

Figure 6 Thermodynamics of conformational signaling  
Generation of a conformational signal can be conceived by two energetic pathways, both of which can be 
activated by any type of signaling input, i.e., a PTM, ligand, physical input, and interacting protein partner, 

or the action of specific chaperone-like proteins. A) If the active (act) conformation is more stable than the 
inactive (inact) one, but it is separated by a high energy barrier, activation can occur by bringing the barrier 

down. B) If the active conformation is less stable than the inactive one, signaling may remodel the 
conformational landscape (a) to make it more favorable, or (b) to bring it into a high-energy but kinetically 

stable state by transient interaction.  
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Figure 7 Modularity in signal transduction  
A key principle of signal transduction is modularity, when the same functional unit is used in different 

evolutionary context(s). Distinct signaling pathways may use the same (type of) enzymatic activity, when 
the homologue of the same gene product is linked with different upstream and downstream signaling 

components. For example: (A) the same kinase can be recruited into distinct pathways (e.g. Ste11 MAPKKK 
in yeast used in the mating and osmosensing pathways165, 374, 375 by the assistance of different scaffold 
proteins (grey rectangles), or (B) the same domain can be used in combination with distinct other domains 
to constitute various signaling switches (e.g. the SH2 pTyr-binding is domain combined with other types of 

domains to create multidomain signaling proteins of complex signal integrating capacity176, 376).  
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Figure 8 Modularity in conformational signaling  
Modularity is also apparent in conformational signaling, when the same module capable of generating a 
conformational signal is used in different contexts. (A) For example, calmodulin, a calcium-sensing mini-

protein that changes conformation upon calcium binding is incorporated into myriads of pathways as a 
stand-alone protein, but it is also part of the multi-domain protein calpain, a calcium-dependent cysteine 

protease of two subunits, both incorporating a calmodulin-like domain (CaML). (B) A modular conformational 
signal can also be created artificially. The NM region of the physiological yeast prion Sup35p can undergo a 

reversible change to a prion (amyloid) state. In [psi-] cells, Sup35p is soluble and functional (causing 
translation termination at stop codons). When the NM region converts to the prion state, Sup35p becomes 
insoluble and nonfunctional, causing an increased rate of nonsense suppression (translational read-through 
of stop codons), termed the [PSI+] phenotype. When the NM region is fused to glucocorticoid receptor (GR), 
it turns GR into a prion (NMGR), which loses normal GR function when it converts to the prion state.211 NM 

can thus be considered a module capable of generating a conformational signal.  
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Figure 9 Conformational switches made of amyolids  
Conformational signals are dynamic, they can make switches that can build pathways. (A) Prions are 

autocatalytic conformational switches, which can exist in a naïve (cellular, inactive, PrPC) and scrapie (prion, 

active, PrPSc) state. When the prion conformation arises, it can “signal” naïve molecules to undergo a 
conformational change and become prions themselves. Due to the autocatalytic nature of the conversion, 
the signal can affect many proteins, it can be amplified and even be transmitted between cells, very much 

like a signal in signaling cascades. (B) Formation of amyloids typically entails a transition to a cross-β 

structure, which forms the basis of autocatalytic transformation of the cellular form to the prion state. X-ray 
crystallography of a 7-residue segment of Sup35 prion domain reveals a tightly-packed β-conformational 

steric zipper structure.377 Reproduced with permission from Nature Publishing Group.  
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Scheme 1 MAPK cascade  
The MAPK cascade transduces information from an extracellular signal (EGF) to activating functional genes 
(by the transcription factor Elk1) via a cascade of phosphorylation events of successive kinases (shown by P 

marks). Nevertheless, several proteins of the pathway (shown in dark) undergo large signaling 
conformational changes, which are not necessarily linked to phosphorylation.  
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Scheme 2 Covalent and conformational signals have to meet the same requirements  
There are several requirements for both a covalent (a small molecule, covalently modified protein) and a 

conformational (a protein of altered conformational state) signal, which they have to meet to be able to play 

a signaling role.  
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Scheme 3 Assembly pathway of a complex is determined by conformational signals  
The assembly of macromolecular complexes does not occur by the random addition of components, but 
usually follows a concrete pathway. The scheme depicts such as pathway, in which proper assembly (full 

arrows and dark objects) is defined by conformational signals that develop upon the assembly of the 
components (object a and b turning to a’ and b’ upon interaction with b and c, respectively) in a predefined 
order. The addition of components out of their proper context (dashed arrows) results in dead-end, non-

specific interactions (grey objects) that cannot proceed toward the final fully functional state.  
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Scheme 4 Synergy of structural methods can address conformational signals  
The scheme depicts that the HT identification of conformational signals takes much more than simply solving 
structures or describing structural changes of isolated proteins. Approaches applicable on isolated proteins in 
vitro have to synergize with studies in situ (on extracts) and in vivo. Furthermore, data generated by these 
approaches have then to be co-interpreted with HT interactome and PTM data, to set apart conformational 

signals and outline likely conformational signaling pathways in the cell.  
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Scheme 5 Interplay of covalent and conformational signals  
A PTM is thought to generate a covalent signal (a modified protein), whereas other stimuli are thought 

primarily to act by conformational changes. As shown through many examples throughout the manuscript, 
the mode of action of the two stimuli overlaps, often PTMs act by way of conformational changes that act as 

signals.  
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Table 1 First messengers in cellular signaling
a
 

 

Type  Message (source) receptor
b
 Second message action

c
 reference 

physical Light (external) photoreceptor 

protein opsins 

(GPCR) 

cyclic GMP-gated 

cation channel, 

hyperpolarization 

of photoreceptor 

cell 

vision, 

phototaxis, 

photoperiodism 

23
 

 Temperature
d
 

(external) 

heat shock 

factor (HSF) 

transcription 

factor  

Direct binding to 

Heat shock 

sequence element 

(HSE) 

Upregulation of 

heat shock 

proteins (HSPs) 

24
 

metabolite Serotonin 

(neurotransmitter in 

gastrointestinal 

tract, blood 

platelets, and the 

central nervous 

system) 

5-HT receptors 

(GPCRs and 

ligand-gated ion 

channels) 

Heterotrimeric G 

protein activation 

aggression, 

anxiety, 

appetite, 

learning, 

memory, 

thermoregulati

on 

25
 

 Acetylcholine 

(neurotransmitter) 

Acetylcholine 

receptor (GPCR) 

Activated 

heterotrimeric G 

protein, PLC, IP3 

Elevated Ca
2+

 

level, neuronal 

activation  

26
 

steroid Testosterone (from 

testis) 

Androgen 

receptor 

(nuclear 

hormone 

receptor) 

Direct transcription 

factor action 

Genital 

development, 

generation of 

sperm 

27
 

 Progesterone (from 

ovaries, placenta, 

adrenal glands) 

nuclear 

progesterone 

receptor 

Direct transcription 

factor action 

menstrual 

cycle, 

pregnancy, 

embryogenesis 

28
 

peptide Insulin (from 

pancreas upon 

glucose stimulus) 

Insulin receptor 

(Tyr kinase 

receptor) 

Insulin receptor 

substrate 

phosphorylation 

glucose uptake 

via glucose 

transporter 

29
 

 Vasopressin 

(synthesized in 

hypothalamus) 

receptor (GPCR) Activated 

heterotrimeric G 

protein, PLC 

(IP3/Ca
2+

),  

Adenylate cyclase 

(cAMP) 

Retention of 

water,  

constriction of 

blood vessels 

30
 

protein EGF (secreted by 

various tissues such 

as submandibular 

EGFR Activating MAPK 

cascade 

cell growth, 

proliferation, 

differentiation 

31
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gland, parotid 

gland) 

 Interleukin-2 

(cytokine, secreted 

by activated T cells) 

IL-2 receptor Activating MAPK, 

PI3K and JAK-STAT 

pathways 

Activation of B-

cells, 

macrophage, 

and natural 

killer cells 

32
 

 
a
list illustrating the types of possible primary signals 

b
often primary signals act on multiple receptors, only one illustrative is mentioned 

c
many hormones have multiple effects, only a few examples are given 

d
this is only one type of response to temperature 
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Table 2 Second messengers in cellular signaling
a 

 

Message Turning 

on/source 

First message Turning off Receptor
b
 Action

c
 Ref. 

cAMP From ATP by 

adenylate 

cyclase 

Glucagon, 

adrenaline 

Phosphodiest

erases 

PKA, calcium 

channels, GEFs 

glycogen, 

sugar, and 

lipid 

metabolism 

51
 

Ca
++

 Released from 

intracellular 

stores (ER) 

Glutamate, 

IP3, membrane 

depolarization 

Uptake into 

intracellular 

stores 

CaM, calnexin, 

protein kinase 

C 

excitability, 

exocytosis, 

motility, 

apoptosis, 

transcription 

52
 

cGMP From GTP by 

guanylate 

cyclase 

Atrial 

natriuretic 

factor, NO 

Phosphodiest

erases 

protein kinase 

G, ion 

channels, 

cyclic 

nucleotide 

phosphodieste

rases 

glycogenolysi

s, apoptosis, 

relaxation of 

smooth 

muscle, 

vasodilation 

53
 

NO (nitric 

oxide) 

From L-

arginine by NO 

synthase 

(NOS) 

Acetylcholine, 

Ca2+/CaM, 

cytokines 

Spontaneous 

decompositio

n within 

seconds 

Guanylyl 

cyclase, K+ 

channels,  

vascular tone,  

insulin 

secretion,  

inflammation,  

angiogenesis 

54
 

inositol 

1,4,5-

trisphosp

hate (IP3) 

From 

phosphatidylin

ositol 4,5-

bisphosphate 

(PIP2), by 

phospholipase 

C (PLC) 

Acetylcholine, 

Insulin 

Inositol 5’ 

phosphatase 

IP3 receptor Release of 

Ca
2+

 from ER, 

cell 

proliferation, 

contraction 

55
 

Diacylglyc

erol (DAG) 

From PIP2 by 

PLC 

Acetylcholine, 

Insulin 

DAG and 

monoacylglyc

erol (MAG) 

lipases 

Protein kinase 

C 

Cell 

proliferation, 

prostaglandin 

synthesis 

56
 

a
Only a few of the best known second messengers are given 

b
characteristic examples, as second messengers may be recognized by many receptors 

c
depending on the first messenger, the effect can be mutifarous 
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Table 3 Conformational (mis)signaling by prions
203

  

 

Prion
a
 Prion region Physiological/pathol

ogical 

Function (cellular 

state) 

Function (prion 

state) 

PrP (human) residues  90–

230 

pathological PrP
C
: cellular soluble 

form, function in  

long-term memory 

consolidation 

PrP
Sc

: prion (scrapie) 

form: disperse 

neuronal cell death 

causing spongiform 

encephalopathy(TSE) 

Sup35p (yeast) residues 1-123 

(N domain) 

Q/N-rich 

physiological [psi-] phenotype: 

translation 

termination 

[PSI+] phenotype: 

stop codon 

readthrough 

Ure2p (yeast) residues 1-89 

Q/N-rich 

physiological [ure-o] phenotype: 

repression of genes 

of utilization of poor 

nitrogen sources 

when preferred 

nutrients such as 

ammonia or 

glutamine are 

present 

[URE3] phenotype: 

loss of repression of 

nitrogen catabolic 

genes, utilization of 

poor nitrogen 

sources 

HET-S (Podospora 

anserina) 

residues 218–

289: G/V-rich 

physiological [Het-s*] state: fusion 

of cells leads to the 

formation of a viable 

mixed cell 

(heterokaryon) 

[Het-s] state: 

programmed cell 

death that results in  

heterokaryon 

incompatibility 

CPEB (Aplysia 

californica) 

residues 1-160: 

Q-rich 

physiological Low activity of mRNA 

polyadenylation 

Functional prion: 

mRNA 

polyadenylation, 

initiation of 

translation required 

for synaptic 

stabilization 
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Table 4 Novel developments in structural techniques 

 

Technique specific Ensemble/sing

le moleculea 

In vitro/in vivo
b
 Conformatio

nal changec 

Reference
d
 

X-ray 

crystallograp

hy 

Stabilization of 

structure 

Ensemble  In vitro yes 
149

 

 XFEL Single molecule in vitro Yes 
249

 

NMR DNP Ensemble In vitro Yes 
252

 

 Specific labeling Ensemble In vitro Yes 
253

 

 Relaxation 

dispersion 

Ensemble In vitro Yes 
254

 

 Solid state Ensemble In vitro Yes 
255

 

AFM Fast tapping 

AFM 

Single molecule  In vitro Yes 
256

 

 Protein 

unfolding 

Single molecule In vitro Yes 
257

 

SAXS EOM Ensemble  In vitro Yes 
258

 

Electron 

microscopy 

Cryo-EM Single molecule In vitro yes 
259

 

Mass-

spectrometry 

Native MS (ESI) Single molecule  In vitro Yes 
260

 

 
a
if the technique has the capacity to provide structural information at the single molecule level 

b
if the technique can be applied under cellular conditions  

c
whether the technique is sensitive to local conformational changes 

d
a representative reference, many more can be found in the main body of the text  
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Table 5 Structural techniques applicable for uncovering conformational signals in situ/in vivo 

 

Technique specific Ensemble/sing

le moleculea 

in situ/in vivo Conformatio

nal changeb 

Reference
c
 

X-ray 

crystallograp

hy 

XFEL Single molecule in vivo (also in vitro) Yes 
249

 

NMR In-cell Ensemble in vivo Yes 
347

 

Single-

molecule 

fluorescence 

smFRET Single molecule in vivo Yes 
348

 

Electron 

microscopy 

tomography Single molecule in vivo Yes 
349

 

Limited 

proteolysis  

LiP-SRM Ensemble in situ (extract) Yes 
350

 

Cross-linking  Ensemble  in vivo yes 
303

 

 
a
if the technique has the capacity to provide structural information at the single molecule level 

b
whether the technique is sensitive to local conformational changes 

c
a representative reference, many more can be found in the main body of the text  
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Table 6 Select cases of conformational signaling 

 

Protein
a
 Type of 

action/cellula

r process 

Input Nature of 

signal/activationb
 

Signaling 

readout 

Reference 

CREB cAMP-

dependent 

transcription 

factor, various 

processes  

Phosphorylation Increase in helix 

conformation  

Protein-

protein 

interaction  

108
 

CAP Transcription 

factor, glucose 

metabolism 

cAMP binding Global 

conformational 

rearrangement, helix 

rotation 

DNA binding 
88

 

c-Myc General 

transcription 

factor 

Hetero-

dimerization 

Helix formation DNA binding 
109

 

ββββ2-adrenergic 

receptor 

(GPCR) 

Stimulation of 

sympathetic 

nervous system 

Adrenaline 

(epinephrine) 

binding 

Global 

conformational 

change: twisting of 

helices 

Binding and 

activation of 

Gsαβγ 

149, 150
 

CPEB (prion) Protein 

translation in 

memory 

Increase in 

expression 

Transition to cross-β 

amyloid state 

mRNA 

polyadenylati

on 

205
 

CaM Ca
2+

 signaling Ca
2+

 binding  Unfolding of linker 

helix 

Binding of 

hundreds of 

downstream 

partners 

58
 

Hemoglobin Oxygen 

transport 

O2 binding  Distributed 

conformational 

change 

Allosteric 

(cooperative) 

activation of 

subunits 

86, 87
 

BCL-xL Apoptotic 

signaling 

PUMA binding Helix unfolding Release and 

apoptotic 

activation of 

p53 

125
 

WASP Reorganization 

of actin 

cytoskeleton 

Cdc42 binding Global unfolding Activation of 

Arp 2/3 

122
 

Glucocorticoi

d receptor 

Transcription 

factor on 

development, 

metabolism, 

and immune 

Phosphorylation

, interaction 

with DNA-

binding domain 

(DBD) and co-

Transition to a more 

helical state 

Interaction 

with co-

activator 

proteins CBP, 

TFIIF, TBP 

116
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response activators 

a
as conformational signaling is very general, this is a very arbitrary and illustrative selection of cases, 

meant to demonstrate the diversity of this phenomenon 
b
strictly speaking, proteins undergo global conformational rearrangements, here only the most 

characteristic feature is mentioned 
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