
This is an Accepted Manuscript, which has been through the 
Royal Society of Chemistry peer review process and has been 
accepted for publication.

Accepted Manuscripts are published online shortly after 
acceptance, before technical editing, formatting and proof reading. 
Using this free service, authors can make their results available 
to the community, in citable form, before we publish the edited 
article. We will replace this Accepted Manuscript with the edited 
and formatted Advance Article as soon as it is available.

You can find more information about Accepted Manuscripts in the 
Information for Authors.

Please note that technical editing may introduce minor changes 
to the text and/or graphics, which may alter content. The journal’s 
standard Terms & Conditions and the Ethical guidelines still 
apply. In no event shall the Royal Society of Chemistry be held 
responsible for any errors or omissions in this Accepted Manuscript 
or any consequences arising from the use of any information it 
contains. 

Accepted Manuscript

www.rsc.org/pccp

PCCP

http://www.rsc.org/Publishing/Journals/guidelines/AuthorGuidelines/JournalPolicy/accepted_manuscripts.asp
http://www.rsc.org/help/termsconditions.asp
http://www.rsc.org/publishing/journals/guidelines/


A new perspective on the electron transfer: Recover-

ing the Butler-Volmer equation in non-equilibrium ther-

modynamics

Wolfgang Dreyer,a Clemens Guhlke,a and Rüdiger Müller∗a

Electron transfer reactions are commonly described by the phenomenological Butler-Volmer

equation which has its origin in kinetic theories. The Butler-Volmer equation relates interfacial

reaction rates to bulk quantities like the electrostatic potential and electrolyte concentrations. Al-

though the general structure of the equation is well accepted, for modern electrochemical systems

like batteries and fuel cells there is still intensive discussion about the specific dependencies of

the coefficients. A general guideline for the derivation of Butler-Volmer type equations is missing

in the literature.

We derive very general relations of Butler-Volmer structure which are based on a rigorous non-

equilibrium thermodynamic model and allow for adaption to a wide variety of electrochemical

systems. We discuss the application of the new thermodynamic approach to different scenarios

like the classical electron transfer reactions at metal electrodes and the intercalation process in

lithium-iron-phosphate electrodes. Furthermore we show that under appropriate conditions also

adsorption processes can lead to Butler-Volmer equations. We illustrate the application of our

theory by a strongly simplified example of electroplating.

1 Introduction

Energy conversion in batteries, fuel-cells or redox-flow-cells re-
quires electrochemical surface reactions to take place at the con-
tact between electrodes and electrolyte. In electrolysis or elec-
troplating, on the other hand, electrical energy is used to drive
a chemical reaction. In all these applications, it is observed that
the surface reaction rate R

s
, or equivalently the electric current

density je, is related to a potential difference at the interface, the
surface overpotential ηS. The most simple relation of this kind is
the empirical Tafel-equation1

ηS = a+b log( je), (1)

where the coefficient b is called the Tafel-slope and a is a further
phenomenological coefficient. A more general relation that ac-
counts for simultaneous anodic (oxidation) reaction and cathodic
(reduction) reaction on the same electrode surface is the Butler-
Volmer equation2–4,

je = i0A exp
(αA e0

kT
ηS

)
− i0C exp

(
−

αC e0

kT
ηS

)
. (2)
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Herein i0A /C are called anodic and cathodic exchange currents,
respectively, which can be general functions of the temperature
T and the concentrations of the different chemical species. The
transfer coefficients αA and αC are considered as phenomeno-
logical coefficients. The Boltzmann constant is denoted by k and
e0 is the elementary charge. If the exchange currents are con-
stant, the Butler-Volmer equation predicts constant Tafel-slope at
larger overpotentials. Such a behavior can in fact be observed,
most pronounced in the case of the hydrogen reduction reaction
which shows constant Tafel slopes over a range of several decades
of the current5. In other reactions a stronger dependence of the
Tafel slope on potential and temperature can be observed. These
deviations from the linear Tafel behavior are explained within
the Marcus-Hush theories6–10. We do not consider these theo-
ries here in detail and will only briefly remark some relations to
our results in the concluding discussion in Sect. 7.

The Butler-Volmer equation is considered to be “the central
equation in phenomenological electrode kinetics” (Ref. BRGA01,
p. 1053) All the more it is surprising to find in the literature dif-
ferences in the way the potentials are defined, cf. Ref.4 vs. Ref.11

or Ref.12, and how the exchange currents depend on the con-
centrations, cf. Ref4 vs. Ref.13. Originally, the derivation of the
Butler-Volmer equation is based on kinetic theory14,15. Recently
some approaches have been made to give the Butler-Volmer equa-
tion a thermodynamic justification. A thermodynamic definition
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of an overpotential as a surface excess quantity was introduced by
Bedeaux and Kjelstrup16. Later on an attempt was taken to give
a justification of the Butler-Volmer equation within a mesoscopic
thermodynamic theory17. Recently a Butler-Volmer equation for
oxidation reaction in fuel cells was derived within the GENERIC
framework18, and in the context of phase separating electrode
materials, a Butler-Volmer equation in non-equilibrium thermo-
dynamics was derived19.

In this paper we derive a general Butler-Volmer of the form
(2) which is not restricted to a specific application scenario. The
derivation is based on a thermodynamic consistent model for elec-
trochemical systems in non-equilibrium and follows from rational
arguments. By this procedure we want to clarify characteriza-
tion of the different quantities in the Butler-Volmer equation and
the structure of functional dependencies between them. For the
derivation of (2) it is important to bear in mind:

1. The definition of ηS is not evident from modeling based on
non-equilibrium thermodynamics where the set of thermo-
dynamic variables contains the electric field EEE = −∇ϕ but
not a potential ϕ itself or some potential difference.

2. The interfacial Maxwell equations require that the electric
potential ϕ is continuous at an interface. Therefore no nat-
ural potential difference exists, which can be used to define
an overpotential.

3. The generality of i0A /C is restricted by the 2nd law of ther-
modynamics. In consequence, the forward and backward
reaction can not be modeled independently.

4. In order to have a general form of the Butler-Volmer equa-
tion that does not depend on a specific experimental setup,
the functions have to be expressed in terms of the chemi-
cal potential instead of concentrations or particle densities.
Usually Butler-Volmer equations seem to implicitly assume
that materials are modeled as ideal mixtures (of gases).

The underlying model for electrochemical systems in thermody-
namic non-equilibrium was formulated in Ref.20. We call this the
complete model since the diffuse charge layers are spatially re-
solved. The constitutive laws for the interfacial reaction rates are
not of Butler-Volmer type. Under the assumption of appropriate
scaling relations, the double layer can asymptotically be consid-
ered in equilibrium. This allows the derivation of a locally elec-
troneutral reduced bulk model such that all features of the double
layer are consistently incorporated into a set of jump conditions
at the interfaces20. Within this reduced model, we are able to
define an overpotential and to recover relations of Butler-Volmer
type for the interfacial reaction rates.

Our approach to generalize the Butler-Volmer equation is con-
trary to those suggested previously. Instead of starting from stan-
dard Butler-Volmer equation and then using a-priori assumptions
about a specific electrochemical system with its particular double-
layer structure to derive new Butler-Volmer equations, we start
from a general thermodynamically consistent model and can de-
rive a general Butler-Volmer equation which under appropriate
assumptions reduces to the classical variant.

Outline. After the introduction of the notation in the following
section, we recapitulate in Section 3 the reduced bulk model of
Ref.20. In Section 4, we derive a general Butler-Volmer equation
and then discuss in Section 5 its application to different relevant
scenarios. For illustration of the Butler-Volmer equation and the
interaction with the bulk transport, we consider the example of
copper deposition and dissolution in Section 6. Finally, in Sec-
tion 7, we discuss the range of validity of the underlying assump-
tions, compare our results with the literature and discuss the role
of the double layer structure.

2 Description of reacting mixtures

Here we introduce the notation for the description of reacting
mixtures in subdomains separated by planar electrochemical in-
terfaces. For simplicity we consider a planar situation where two
one-dimensional regions Ω± ⊆ R are separated by an interface
I = ∂Ω+∩∂Ω−. For quantities defined in the bulk domains there
will often be corresponding quantities on the interface I, indicated
by a subscript s.

2.1 Constituents and chemical reactions

In each of the two domains Ω± and on the interface I we con-
sider a mixture of several constituents. The total number of
constituents in the subdomains Ω± is denoted by N + 1 and
the set of constituents is M = {A0,A1, · · · ,AN}, usually indexed
by α ∈ {0,1, · · · ,N}. In general we have different constituents
in Ω+ and Ω−, but for the simplicity of notation this fact will
only be indicated if necessary. We assume that each constituent
of Ω± is also present on I, but in addition there may be con-
stituents that are exclusively present on I. Accordingly, the num-
ber of constituents on I is NS ≥ N and the set of constituents is
MS = {A0,A1, · · · ,ANS

}.

A constituent Aα has the (atomic) mass mα and may be car-
rier of charge zα e0, where zα is the charge number and e0 is the
elementary charge. We may have chemical reactions among the
constituents. There are M (bulk) reactions and in addition there
may be MS surface reactions of the general form

a0
iA0 + · · ·+aN

iAN

Ri
f

−−⇀↽−−
Ri

b

b0
iA0 + · · ·+bN

iAN for i ∈ {1, · · · ,M},

(3a)

a
s0

iA0 + · · ·+a
sNS

iANS

Ri
f

s
−−⇀↽−−

Ri
b

s

b
s 0

iA0 + · · ·+b
s NS

iANS
for i ∈ {1, · · · ,MS}.

(3b)

The constants ai
α , bi

α are positive integers and γ i
α = bi

α −ai
α denote

the stoichiometric coefficients of the reactions. The reaction from
left to right is called forward reaction with reaction rate Ri

f >

0. The reaction in the reverse direction with rate Ri
b > 0 is the

backward reaction. The net reaction rate is defined as Ri = Ri
f −

Ri
b. Since charge and mass have to be conserved by every single
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reaction in the bulk and on the interface, we have

N

∑
α=0

zα γ i
α = 0 and

NS

∑
α=0

zα γ
s

i
α = 0 , (4a)

N

∑
α=0

mα γ i
α = 0 and

NS

∑
α=0

mα γ
s

i
α = 0 . (4b)

2.2 Basic quantities

In each point x ∈ Ω± and at any time t > 0, the state of the
mixture is characterized by the number densities (nα )α=0,1,··· ,N ,
the barycentric velocity υ , the temperature T and the electric
potential ϕ. On the interface I the mixture is characterized at
any t ≥ 0 by the number densities of the interfacial constituents,
(n

s
α )α=0,1,··· ,NS

, the velocity w of the interface, the interfacial tem-

perature T
s

and electric potential ϕ
s
.

Multiplication of the number densities nα by the mass mα gives
the partial mass densities:

ρα = mα nα and ρ
s

α = mα n
s

α . (5)

For the mixtures, the mass density is defined by

ρ =
N

∑
α=0

ρα and ρ
s
=

N

∑
α=0

ρ
s

α . (6)

The free charge densities are defined as

nF =
N

∑
α=0

zα e0nα and n
s

F =
N

∑
α=0

zα e0n
s

α . (7)

2.3 Jumps at interfaces

We introduce the boundary values and the jump of a generic func-
tion u(t,x) in Ω± at the interface I as

u|±I = lim
x∈Ω±→I

u and [[[u]]] = u|+I −u|−I . (8)

In case that the function u is not defined in either Ω+ or in Ω−, we
set the corresponding value in (8) to zero. The normal ν to the
interface I always points from Ω− to Ω+. In this one-dimensional
setting, we have ν =±1.

3 Reduced bulk model for the thin double

layer limit

In a previous work20 we derived a thermodynamic consistent
model, which describes the electrochemical interface between
two arbitrary mixtures. This model we call the complete model,
because it spatially resolves the charge layers in the vicinity of
the interface, the double layer. The characteristic length scale for
the charge layers is

λLref =

√
kT ε0

e2
0nref

, (9)

where k is the Boltzmann constant, nref denotes a characteristic
value for the number density and Lref is a characteristic length

−2 0 2 4
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−0.2

0

0.2

0.4

0.6

0.8

x   [nm]

reducded model

complete model

ϕ 
  
 [

V
]

metal electrolyte

λ L0

Fig. 1 Electric potential ϕ at an interface in equilibrium. The complete

model resolves the boundary layers and the electric potential is contin-

uous (dashed line). The limit λ → 0 yields a reduced model, where the

electric potential can be discontinuous at the interface (solid line).

of the system. For example, Lref can be the distance between
two electrodes and nref can be related to the anion and cation
density in an electrolyte. Then, the length λLref represents the
well known Debye length. For a solution of 0.1mol per liter,
λLref ≈ 1.5 ·10−10m.

Since often λ ≪ 1, we applied20 the method of formal asymp-
totic analysis to derive from the complete model a reduced bulk

model for the limit λ → 0. This reduced model is characterized
by simplified bulk equations and new surface equations for the
(thin double layer) interface. The Figure 1 shows the electrostatic
potential at a metal-electrolyte interface given by the complete
model and its approximation by the reduced model.

Model assumptions. The reduced model is derived from the
complete model under the following assumptions20:

1. The parameter λ satisfies the condition λ ≪ 1.

2. The system under consideration can be treated as a one di-
mensional problem.

3. The electric field is quasi-static, the magnetic field can be
ignored.

4. Quasi-static momentum balance, viscosity in the bulk do-
mains is negligible.

5. Isothermal case, the bulk temperature T and surface tem-
perature T

s
are constant and satisfy T

s
= T .

3.1 Bulk and interface equations

The reduced model relies on universal balance equations which
are independent of the specific material. In addition we need
constitutive equations for the material at hand. In the isothermal
case the universal equations are the balance equations of mass
and momentum. In addition there is a local electroneutrality con-
dition that is a consequence of Maxwell’s equations in the asymp-
totic limit λ → 0.
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Bulk equations. In the bulk Ω±, the electric potential ϕ, the
velocity υ and the number densities nα for α = 0,1, · · · ,N are de-
termined by

∂t(mα nα )+∂x(mα nα υ + Jα ) =
M

∑
i=1

γ i
α mα Ri for α = 0, . . . ,N ,

(10a)

∂xσ = 0 , (10b)

N

∑
α=0

zα e0nα = 0 . (10c)

The quantities Jα and σ are the mass flux of the constituent Aα

and the Cauchy stress tensor, respectively. Note that there are
only N independent diffusion fluxes and the flux J0 is determined
by the side condition ∑

N
α=0 Jα = 0.

Interface equations. For the interfacial speed w, the electric po-
tential ϕ

s
and the number densities n

s
α for α = 0,1, · · · ,NS we have

[[[mα nα (υ −w)ν + Jα ν ]]] =
MS

∑
i=1

γ
s

α mα R
s

i , α = 0, · · · ,NS , (11a)

[[[σ ]]] = 0 , (11b)

q̃++n
s

F + q̃− = 0 . (11c)

The last equation is the electroneutrality condition of the double
layer I, which is a consequence of the Maxwell equations in the
asymptotic limit λ → 0, cf. Ref.20. In general the determination
of q̃± requires the solution of an additional system of equations
that spatially resolves the layer structure. Therefore the inter-
face equations (11a)-(11c) are not a closed equation system con-
taining exclusively the variables of the reduced system that were
introduced above. But in many relevant cases, e.g. for the in-
terface at a metal electrode, an explicit solution of the interface
electroneutrality condition (11c) is not necessary. Since it can be
decoupled from the rest of the equation system, and then serves
only to determine one remaining surface number density within
a post processing step.

3.2 Constitutive equations

The universal equations (10a)–(11b) need to be supplemented by
constitutive equations for the mass fluxes Jα , the reaction rates Ri,
R
s

i and the Cauchy stress tensor σ . The constitutive equations are

restricted by the principle of material objectivity and the 2nd law
of thermodynamics.

Free energy and chemical potentials. In order to cover a wide
class of different materials we use free energy functions of the
general form

ρψ = ρψ̂(T,ρ0, . . . ,ρN) , ρ
s
ψ
s
= ρ

s
ψ̂
s
(T

s
,ρ

s
0, . . . ,ρ

s
NS
) . (12)

Note that due to the asymptotic limit, the free energy functions
are independent of the electric field20. The chemical potentials

of the bulk and surface materials are defined by

µα =
∂ρψ

∂ρα
and µ

s
α =

∂ρ
s
ψ
s

∂ρ
s

α
. (13)

Constitutive equations in bulk. For the diffusion fluxes, the
pressure and the reaction rates we choose the following relations
that guarantee the consistency with the 2nd law of thermodynam-
ics particularly the non negativeness of the entropy production

Jα =−
N

∑
β=1

Mαβ

(
∂x

(µβ −µ0

T

)
+

e0

T

( zβ

mβ
−

z0

m0

)
∂xϕ

)
, α = 1, · · · ,N ,

(14a)

σ =−p with p = ρψ̂ −
N

∑
α=0

mα nα µα , (14b)

Ri = Ri
0

[
exp
(
−β i Ai

kT

N

∑
α=0

γ i
α mα µα

)
− exp

(
(1−β i)

Ai

kT

N

∑
α=0

γ i
α mα µα

)]
.

(14c)

Here Ri
0 and Ai denote positive phenomenological coefficients and

Mαβ define the mobility matrix that must be positive definite. Al-
though not required by the 2nd law of thermodynamics, we as-
sume 0 < β i < 1. The quantity p is the pressure which is given
by the Gibbs-Duhem equation (14b)2. All constitutive equations
are related to each other since they share the dependency on the
chemical potentials and thus on the free energy ρψ.

Constitutive equations for the interface. As in the volume,
the constitutive relations are all related to the surface free en-
ergy ρ

s
ψ
s

and can not be modeled independently of each other.

We choose the following thermodynamic consistent constitutive
equations for the reaction rates and the mass fluxes on I

R
s

i = R
s

i
0

[
exp

(
−β

s

i
A
s

i

kT

NS

∑
α=0

γ
s

i
α mα µ

s
α

)

− exp

(
(1−β

s

i)
A
s

i

kT

NS

∑
α=0

γ
s

i
α mα µ

s
α

)]
, (15a)

(
ρ(υ −w)

)∣∣±
I
=∓L

s

±
((

µ0 +
z0e0

m0
ϕ
)∣∣±

I
−
(
µ
s

0 +
z0e0

m0
ϕ
s

))
, (15b)

(
ρα (υ −w)ν + Jα ν

)
|±I =∓M

s

±
α

(
exp
(
β±

α
mα
kT B

s

±
α D±

α

)

− exp
(
(β±

α −1)mα
kT B

s

±
α D±

α

))
.

(15c)

where R
s

i
0, A

s

i, L
s

±, M
s

α and B
s

±
α denote positive phenomenological

coefficients. The coefficients β
s

i and β±
α are usually called sym-

metry factors. Although not required by the 2nd law of thermody-
namics, we assume 0 < β

s

i,β±
α < 1. By D±

α we denote the driving
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force for adsorption,

D±
α =

((
µα + zα e0

mα
ϕ
)∣∣±

I
−
(
µ0 +

z0e0

m0
ϕ
)∣∣±

I

)

−
((

µ
s

α + zα e0

mα
ϕ
s

)
−
(
µ
s

0 +
zβ e0

m0
ϕ
s

))
. (16)

We highlight, that in Ref.20 linear relations were chosen for all
constitutive laws except for the reactions in the volume and on the
surface, where an Arrhenius-type exponential form was chosen.
Here we also choose the exponential relation for the adsorption
in (15c). We note that near to equilibrium, i.e. |D±

α | ≪ 1, (15c)
can be linearized resulting in the constitutive equation

(
ρα (υ −w)+ Jα

)∣∣±
I
=∓

NS

∑
β=1

M
s

±
αβ

[((
µβ +

zβ e0

mβ
ϕ
)∣∣±

I
−
(
µ0 +

z0e0

m0
ϕ
)∣∣±

I

)

−
((

µ
s

β +
zβ e0

mβ
ϕ
s

)
−
(
µ
s

0 +
zβ e0

m0
ϕ
s

))]
,

(17)

which coincides with the respective equation in (30) in Ref.20, if
the matrix M

s

±
αβ

is chosen diagonal.

3.3 Remarks

Electrostatic potential. When deriving a strictly thermodynam-
ically consistent model, the proper thermodynamic variables is
the electric field EEE = −∇ϕ, not the electrostatic potential ϕ it-
self21–23. The explicit dependence of the constitutive relations
(15b) and (15c) on ϕ is only justified as a consequence of the
formal asymptotic approach in Ref.20. Moreover, in the reduced
model above, ϕ is not required to be continuous across the inter-
face and hence we have to introduce on I the variable ϕ

s
that is in

general not an one-sided limit of ϕ in the bulk.

Electrochemical potential. It is remarkable that the constitu-
tive relations (14a), (15b) and (15c) depend explicitly on the
electrochemical potentials

µe
α = µα + zα e0

mα
ϕ and µ

s

e
α = µ

s
α + zα e0

mα
ϕ
s
. (18)

If we use the electroneutrality condition (10c) and the charge
conservation for chemical reactions (4b) we can also express the
constitutive equations of the Cauchy stress tensor σ and the reac-
tions rates Ri and R in terms of electrochemical potentials. Such
that all constitutive equations (14) and (15) can be expressed in
terms of electrochemical potentials instead of chemical potentials.

Electric current. In the reduced model, the electric current is
given by the simple relation

je =
N

∑
α=0

zα e0

mα
Jα . (19)

Moreover, we can derive from (10) and (11) the following sta-
tionary balance equation for the electric current je in the bulk
and on the interface

∂x je = 0 and [[[ je ν ]]] = 0 . (20)

The electric current is constant in each subvolume Ω± and con-
tinuous at the interface I. Hence je is even a global constant in
the whole electrochemical system.

Electric current – reactions rates. In the reduced model there
is a simple relation between the electric current je and the reac-
tion rates R

s

i. We introduce the subset J + ⊆ M of all species

that are present in Ω+. Then multiplying in Ω+ the surface bal-
ances (11a) for the species Aα ∈J + by zα e0/mα and subsequent
summation together with (10c) yields

MS

∑
i=1

(
∑

α∈J +

γ i
α
s

zα e0

)
R
s

i = ∑
α∈J +

(
zα e0nα (υ −w)ν + zα e0

mα
Jα ν

)∣∣+
I

(10c),(19),(20)
= jeν |I . (21)

If there is only one surface reaction, i.e. MS = 1, we get the direct
proportionality

jeν |I =
(

∑
α∈J +

γ
s

α zα e0

)
R
s

in Ω± , (22)

that allows the alternative formulation of the Butler-Volmer equa-
tion (2) as a logarithmic relation between electric current and the
overpotential.

4 Derivation of the Butler-Volmer equation

The above reduced model forms the thermodynamic consistent
basis for a derivation of the Butler-Volmer equations. The deriva-
tion is not restricted to a single surface reaction. Therefore we
derive for each surface reaction a corresponding Butler-Volmer
equation. The aim of the derivation is to identify exchange rates
R
s

0,i
f/b

, coefficients α i
f/b

and the overpotentials η i
S in terms of bulk

quantities: number densities nα and electric potential ϕ. In con-
trast, the constitutive relation (15a) for the reaction rates de-
pends only on the interfacial quantities: interfacial number den-
sities n

s
α and surface electric potential ϕ

s
. The necessary relation

between bulk and interfacial quantities is established by the con-
stitutive relations (15b) and (15c) for the mass fluxes.

Decomposition of the set of bulk constituents. For the deriva-
tion of the Butler-Volmer equation, it is necessary to decom-
pose the set of all bulk constituents into two disjoint sets M =

M+ ∪M−, M+ ∩M− = /0, such that all constituents Aα ∈ M+

are present in Ω+ and all constituents Aα ∈ M− are present in
Ω−. In general, it is possible that a constituent is present in both
bulk domains Ω+ and Ω−. Then, the decomposition of the set M

into the subsets M± is not uniquely defined.

Assumption of fast adsorption. The constitutive equations
(15b) and (15c) for the mass fluxes are the boundary conditions
that describe the adsorbtion of the constituents at the interface I.
Here we are only interested in the limit case of fast adsorption,
i.e. L

s

± → ∞ and M
s

±
α → ∞. Then, we obtain the continuity of the

electrochemical potentials at the interface

(
µα + zα e0

mα
ϕ
)∣∣±

I
=
(
µα

s
+ zα e0

mα
ϕ
s

)
for α ∈ M . (23)
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Equilibrium, Nernst equation. At first we consider the equilib-
rium, i.e. Ri

s
= 0, to show the basic steps for the derivation of the

Butler-Volmer equation within the reduced model. We denote all
quantities that depend on the equilibrium state by an overbar. For
every surface reaction, we deduce from Ri

s
= 0 and (15a) the law

of mass action, viz.

0 = ∑
α∈MS

γ
s

i
α mα µ̄

s
α . (24)

According to (4a), each reaction conserves electric charge. There-
fore

0 = ∑
α∈MS

γ
s

i
α mα

(
µ̄
s

α + zα e0

mα
ϕ̄
s

)
. (25)

Next we use the fast adsorption limit (23) to replace the interfa-
cial quantities by bulk quantities,

0 = ∑
α∈M

γ
s

i
α

(
mα µ̄α + zα e0ϕ̄

)∣∣±
I
+ ∑

α∈MS\M

γ
s

i
α

(
mα µ̄

s
α + zα e0ϕ̄

s

)
,

(26)
where in the first sum the bulk value is taken from Ω+ if α ∈M+

and else is taken from Ω− . As an abbreviation we define the
coefficients

Γi
+ = ∑

α∈M+

γ
s

i
α zα , Γi

− = ∑
α∈M−

γ
s

i
α zα , (27a)

Γ
s

i = ∑
α∈MS\M

γ
s

i
α zα (27b)

The conservation of charge (4a) implies Γi
++Γi

−+Γ
s

i = 0. Now

we obtain for the ith reaction the alternative representation of the
mass action law

0 = ∑
α∈M

γ
s

i
α mα µ̄α

∣∣±
I
+ ∑

α∈MS\M

γ
s

i
α mα µ̄

s
α +Γi

+e0[[[ϕ̄]]]+Γ
s

ie0

(
ϕ̄
s
− ϕ̄

∣∣−
I

)
.

(28)

We observe that by using the constitutive equation (23), we are
able to express the surface laws of mass action (24) in terms of
bulk quantities. By this we automatically introduce an electric
potential difference [[[ϕ̄]]] across the interface. In the case MS \

M = /0, and hence Γ
s

i = 0 and Γi
+ 6= 0, (28) reduces to the well

known Nernst-equation

Γi
+e0[[[ϕ̄]]] =− ∑

α∈M

γ i
α
s

mα µ̄α

∣∣±
I
. (29)

Generalized Butler-Volmer equation. Next we consider an ar-
bitrary time dependent state. In order to replace the surface
chemical potentials in (15a) by the bulk chemical potentials, we
apply the same steps like in the derivation of the Nernst equation
in the above version (28). Therefore we first rewrite the driving
force of the chemical reactions (15a) as

∑
α∈MS

γ
s

i
α mα µ

s
α = ∑

α∈M

γ
s

i
α mα µα

∣∣±
I
+ ∑

α∈MS\M

γ
s

i
α mα µ

s
α

+Γi
+e0[[[ϕ]]]+Γ

s

ie0

(
ϕ
s
−ϕ

∣∣−
I

)
(30)

Because we want to introduce the overpotential ηS as the devia-
tion from an equilibrium potential, we subtract the law of mass
action (28) from (30) to get

∑
α∈MS

γ
s

i
α mα µ

s
α = ∑

α∈M

γ
s

i
α mα

(
µα − µ̄α

)∣∣±
I

(31)

+ ∑
α∈MS\M

γ
s

i
α mα

(
µ
s

α − µ̄
s

α

)

+Γi
+e0[[[ϕ − ϕ̄]]]+Γ

s

ie0

(
ϕ
s
−ϕ

∣∣−
I
−
(
ϕ̄ − ϕ̄

s

∣∣−
I

))

For each surface reaction we define its respective overpotential by

η i
S :=





[[[ϕ − ϕ̄]]]+
Γ
s

i

Γ+

(
ϕ
s
−ϕ|−I −

(
ϕ̄
s
− ϕ̄|−I

))
, if Γ+ 6= 0

ϕ
s
−ϕ|−I −

(
ϕ̄
s
− ϕ̄|−I

)
, if Γ+ = 0

(32)

Inserting the identity (31) into (15a) yields net reaction rates R
s

i

in the form of a Butler-Volmer equation, viz.

R
s

i = R
0,i
f exp

(
−

α i
f e0

kT
η i

S

)
−R

0,i
b

exp
(
+

α i
b e0

kT
η i

S

)
. (33)

with the transfer coefficients as

α i
f =





β
s

iA
s

iΓi
+ , if Γ+ 6= 0 ,

β
s

iA
s

iΓ
s

i , if Γ+ = 0 ,
(34a)

α i
b =





(1−β
s

i)A
s

iΓi
+ , if Γ+ 6= 0 ,

(1−β
s

i)A
s

iΓ
s

i , if Γ+ = 0 ,
(34b)

and the exchange rates

R
0,i
f = R

s

i
0 exp

(
−β

s

i
A
s

i

kT

[

∑
α∈M

γ
s

i
α mα

(
µα − µ̄α

)∣∣±
I

+ ∑
α∈MS\M

γ
s

i
α mα

(
µ
s

α − µ̄
s

α

)
])

, (35a)

R
0,i
b

= R
s

i
0 exp

(
(1−β

s

i)
A
s

i

kT

[

∑
α∈M

γ
s

i
α mα

(
µα − µ̄α

)∣∣±
I

+ ∑
α∈MS\M

γ
s

i
α mα

(
µ
s

α − µ̄
s

α

)])
. (35b)

Consistency of constitutive equations. Due to the kinetic ap-
proach, Butler-Volmer equations in the standard literature usu-
ally contain an explicit dependency on the number densities
nα

2–4,14,15. In contrast, the general Butler-Volmer equation above
has only an indirect dependency on nα because of the chemical
potentials. Such a formulation in terms of the chemical poten-
tials can also been found in Butler-Volmer equations which have
been proposed recently for specific applications like Li-ion batter-
ies or fuel cells13,18,19. We want to emphasize the importance of
the chemical potentials for a consistent modeling: In the formula-
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tion of the constitutive equations (14) and (15), we followed the
approach of non-equilibrium thermodynamics that imposes com-
patibility constraints. This has the advantage, that the modeling
is considerably simplified, because once the free energy density is
specified, all constitutive equations are determined uniquely and
in a compatible way, up to the choice of phenomenological coef-
ficients. Compared to (15a), surface chemical potentials µ

s
α have

been replaced by bulk chemical potentials µα in (33) – (35). By
this, we introduced a dependency of the constitutive law for the
surface reactions on the bulk free energy ρψ. Hence the surface
reaction rates are also related to the constitutive equations in the
bulk (14) and can not be modeled independently of each other.
Within our framework, a Butler-Volmer equation formulated in
terms of nα would imply a specific form of the free energy densi-
ties and thus impose compatibility constraints for the other con-
stitutive equations in the bulk and the surface.

Simplification in the absence of exclusive surface species.

Although most of the surface quantities have been replaced by
volume quantities, the general Butler-Volmer equation still con-
tains surface quantities. However, in many electrochemical sys-
tems the constituents on the surface are also present in at least
one of the bulk phases, i.e. MS \M = /0. This leads to a repre-
sentation of the Butler-Volmer equation that is independent from
the surface quantities and we get a single overpotential for all
surface reactions as well as simplified reaction coefficients which
exclusively depend on bulk quantities,

ηS = [[[ϕ − ϕ̄]]] , (36)

R
0,i
f = R

s

i
0 exp

(
−β

s

i
A
s

i

kT
∑

α∈M

γ
s

i
α mα

(
µα − µ̄α

)∣∣±
I

)
, (37)

R
0,i
b

= R
s

i
0 exp

(
(1−β

s

i)
A
s

i

kT
∑

α∈M

γ
s

i
α mα

(
µα − µ̄α

)∣∣±
I

)
. (38)

The potential difference ηS then describes the deviation of the
actual potential difference ϕ|+I −ϕ|−I from the equilibrium voltage
ϕ̄|+I − ϕ̄|−I of the bulk phases that is in accordance with usual
definitions in electrochemistry3,4.

5 Adaption to different electrochemical sys-

tems

In this section, we study two scenarios for the application of
Butler-Volmer equations: First, we consider a prototypical metal-
electrolyte interface like it can be found in many electrochemi-
cal applications. Next we turn to the electron transfer reaction
in modern lithium-ion-batteries. Here we are interested in the
description of the intercalation material FePO4 that undergoes a
phase transition during the intercalation process. Moreover, we
discuss the origin of Butler-Volmer type relations in the case of
lithium deposition from an electrolyte to a metallic lithium. In
particular we demonstrate that Butler-Volmer type equations do
not always originate from an electron transfer reaction, but it can
result from an intercalation process or a slow adsorption process
instead.

5.1 General metal electrode

We consider a metal-electrolyte interface with an electron transfer
reaction of the form

O+ne−
R f

s
−−⇀↽−−

Rb
s

R . (39)

Here O and R denote the oxidized and the reduced species, re-
spectively, and n is the number of transfered electrons. If n > 1

the reaction can be split up into several elementary reaction steps
and our derivation of Butler-Volmer equations then corresponds
to the “quasi-equilibrium method”24, see also the discussion in
Sect. 7. The backward reaction R

s
b in (39) is the oxidation and

the forward reaction R
s

f is the reduction. The stoichiometric coef-

ficients related to (39) are

γO
s
=−1 , γe

s
=−n and γR

s
=+1 . (40)

We describe the metal as a mixture of free electrons e and metal
ions M. The electrolyte is a mixture consisting of a solvent S as
well as anions and cations. The oxidized species O always is a
positively charged cation of the electrolyte. If the reduced species
does not coincide with M, then we assume R to be a further cation
species of the electrolyte. Because there are no exclusive sur-
face species involved in the reaction (39), we can assume that all
species which are present on the metal-electrolyte-interface, are
also present in Ω+ or Ω−, i.e. MS \M = /0, and hence Γ

s
= 0.

Following the convention applied e.g. by Newman4 (pp. 7), we
want the anodic (oxidation) reaction to be dominant for positive
overpotential ηS. From (33) and (34) we see that Γ+ has to be
positive and thus we choose Ω+ to represent the metal electrode.
We denote the electric potential in the metal by ϕM = ϕ|+I and
the electric potential on the electrolyte side by ϕE = ϕ|−I . The
overpotential is then given by

ηS = (ϕM −ϕE)− (ϕ̄M − ϕ̄E) . (41)

Specific bulk material model for metal and electrolyte. To
get a fully explicit Butler-Volmer equation we have to specify free
energy densities for the metal and the electrolyte. Here we will
only introduce the chemical potentials and refer for the corre-
sponding free energy densities to Refs.25–27.

The elastic model for the metal applied in Ref.26 implies that
the number density of the metallic ions nM is constant. Then,
the electro-neutrality condition (10c) requires that the electron
density ne is also constant. Thus in an isothermal process, also
the chemical potentials of the metal ions and electrons in the bulk
are constants in space and time, and we set

µM = µ̄M and µe = µ̄e . (42)

The electrolyte is assumed to be an ideal mixture. Then the chem-
ical potentials of the electrolyte species are given in Ref.20,25

µα = gα (T, p)+ kT
mα

lnyα for α = A,C,S . (43)

Here yα = nα/∑β nβ denotes the mole fraction of constituent

1–18 | 7

Page 7 of 18 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



Aα and gα is the Gibbs free energy of the corresponding pure
substance. In general the pressure dependence of gα is of out-
most importance in a complete thermodynamic model of elec-
trolytes25,27. Here, in the reduced model, the pressure is constant
due to the momentum balance equation (10b) and the simple
constitutive equation (14b).

Case I: The metal ions are not involved in reaction, i.e. M 6= R.
We obtain the coefficients

Γ+ = n and α f = β
s
A
s
n, αb = (1−β

s
)A

s
n . (44)

In equilibrium, i.e. R
s
= 0, the Nernst equation (28) takes the

form

ϕ̄M − ϕ̄E =
kT

ne0
ln

ȳO

ȳR
+

1

ne0
(mOgO −mRgR +nmeµ̄e) . (45)

Since the chemical potentials of the electrons are constant, the
equilibrium potential ϕ̄M − ϕ̄E varies logarithmically with mole
fractions ȳO and ȳR of the ions when pressure p and temperature
T are kept fixed.

In Butler-Volmer equation (33) for the reaction (46) the con-
tributions of the electrons vanish due to (42). With γ

s
O = −1,

γ
s

R = 1 and µO and µR according to (43), the Butler-Volmer equa-

tion reads

R
s
= R

s
0

(
ȳR

ȳO

yO

yR

)β
s

A
s

exp

(
−

β
s
A
s
ne0

kT
ηS

)

−R
s

0

(
ȳO

ȳR

yR

yO

)(1−β
s

)A
s

exp

( (1−β
s
)A

s
ne0

kT
ηS

)
(46)

with the overpotential ηS given by (41). When applying (22), we
get a Butler-Volmer equation as a relation between overpotential
and electric current, i.e.

jeν |I = j0C exp

(
−

β
s
A
s
ne0

kT
ηS

)
− j0A exp

( (1−β
s
)A

s
ne0

kT
ηS

)
, (47)

with the respective anodic and cathodic exchange currents

j0C = ne0R
s

0

(
ȳR

ȳO

yO

yR

)β
s

A
s

and j0A = ne0R
s

0

(
ȳO

ȳR

yR

yO

)(1−β
s

)A
s

.

(48)
When R

s
> 0, then the dominant reaction is the reduction, which

depends on the availability of sufficiently many particles of
species O. Keeping R

s
> 0 fixed, then we conclude from (46) that

yO → 0 requires ηS →−∞. Analogously, assuming R
s
< 0 is a pre-

scribed constant rate, then the oxidation reaction is dominant and
yR → 0 implies ηS →+∞.

Further, for yO ≪ 1 we see that already a small overpotential,
0 ≤ ηS ≪ kT/e0, is sufficient to reach a rate R

s
< 0. Therefore the

Butler-Volmer equation (46) implies the expected behavior that
the oxidation is favorable for a low concentration of the oxidized
species.

Case II: The meal ions are the reduced species, i.e. M = R. We
obtain the coefficients

Γ+ = zR +n = zO and α f = β
s
A
s
zO, αb = (1−β

s
)A

s
zO . (49)

In equilibrium, i.e. R
s
= 0, the Nernst equation (28) takes the

form

ϕ̄R − ϕ̄E =
kT

zOe0
ln ȳO +

1

zOe0
(mOgO −mRµ̄R +nmeµ̄e) . (50)

Since the chemical potentials of the metal ions and electrons are
constant, there remains only a logarithmic dependence of the
equilibrium potential ϕ̄M − ϕ̄E on ȳO.

The Butler-Volmer equation (33) for the reaction (46) simpli-
fies considerably because the contributions of the chemical po-
tentials of e and R vanish due to (42). With γ

s
O = −1 and µO

according to (43), the Butler-Volmer equation reads

R
s
= R

s
0

(
yO

ȳO

)βA
s

exp

(
−

β
s
A
s
zO e0

kT
ηS

)

−R
s

0

(
ȳO

yO

)(1−β )A
s

exp

( (1−β
s
)A

s
zO e0

kT
ηS

)
(51)

with the overpotential ηS given by (41). From (22), we get

jeν |I = j0C exp

(
−

β
s
A
s
zO e0

kT
ηS

)
− j0A exp

( (1−β
s
)A

s
zO e0

kT
ηS

)
,

(52)
with the respective anodic and cathodic exchange currents

j0A = zOe0R
s

0

(
ȳO

yO

)(1−β )A
s

and j0C = zOe0R
s

0

(
yO

ȳO

)βA
s

.

(53)
We highlight two differences to the previous case and (46). First,
in (51) there is no mechanism for ηS to blow up if an oxidation at
a fixed rate R

s
< 0 is prescribed. Second, the transfer coefficients

in front of ηS differ between (46) and (51) if zR 6= 0 and hence
zO 6= n.

5.2 Lithium iron phosphate electrode

The electrode material LiyFePO4 (LFP) is a cheap and safe elec-
trode material for lithium-ion batteries28. A LFP electrode con-
sists of a metallic carrier foil, carbon-coated LFP nano-particles,
binder and further additives improving the electric and ionic con-
ductivity and the mechanical properties of the battery.

We describe the LFP nano particles as a binary mixture of crys-
talline FePO4- and Li-atoms. The lithium atoms can move freely
through the FePO4 crystal lattice19,29,30. Since FePO4 has a low
electric conductivity, we can neglect the electron transport inside
the nano particles. To establish electric conductivity of the LFP,
the LFP particles are coated with a thin carbon layer31. Therefore
we have free electrons e on the surface, in addition to the elec-
trolyte and electrode species, as well as the non-reacting carbon.
The electrolyte consists of an organic solvent S, lithium ions Li+

and the associated anions A.
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At the iron phosphate-electrolyte interface, we consider the
electron transfer reaction

Li++ e− −−⇀↽−− Li . (54)

The stoichiometric coefficients are

γ
s

Li+ =−1 , γ
s

e =−1 and γ
s

Li =+1 . (55)

We let Ω+ represent the domain of the iron phosphate electrode.
Accordingly the electrolyte occupies the domain Ω−. Then we get
the coefficients

Γ+ = 0, Γ− =−1, and Γ
s
= 1 . (56)

For the phenomenological coefficients α f ,b we obtain

α f = β
s
A
s

and αb = (1−β
s
)A

s
. (57)

Since we model the LFP-electrode as mixture of electrically neu-
tral species, there is no space charge layer inside the electrode. In
consequence the electric potential is spatially constant and satis-
fies ϕ|+I = ϕ

s
. Denoting the electric potential in the electrolyte by

ϕE = ϕ|−I and in the iron phosphate by ϕLFP = ϕ|+I , the overpo-
tential in (32) can be expressed as

ηS = (ϕLFP −ϕE)− (ϕ̄LFP − ϕ̄E) . (58)

Specific material model. As before, the electrolyte is modeled
as a simple mixture with chemical potentials given by the con-
stitutive equations (43). The chemical potential of the surface
electrons is assumed to be constant, i.e. µ

s
e = µ̄

s
e. Lithium-ion

batteries with LFP-electrodes are characterized by a phase transi-
tion between lithium-poor and lithium-rich phase inside the LFP-
electrode28,32,33. There are several approaches to model for LFP
electrodes taking the phase transition into account29,30,34–36. A
common feature of all these models is a non-monotone chemical
potential of lithium in LFP. The simplest constitutive equation for
the chemical potential µLi, that accounts for heat of solution and
the entropy of mixing, is given by

µLi =
L

mLi
(1−2yLi)+

kT
mLi

(
ln(yLi)− ln(1− yLi)

)
. (59)

Here yLi = nLi/nFePO4
is the mole fraction of lithium and L is the

heat of solution. Mechanical contributions due to the volume
change of LFP during the lithium intercalation are not considered
here.

Butler-Volmer equation for LFP. The Butler-Volmer equation
for the reaction (54) at the iron phosphate-electrolyte interface is
given by

R
s
= R0

f exp

(
−

βA
s
e0

kT
ηS

)
−R0

b exp

( (1−β )A
s
e0

kT
ηS

)
(60)

with the coefficients

R0
f = R

s
0

(
yLi+

ȳLi+

1− yLi

1− ȳLi

ȳLi

yLi
exp
(
+ 2L

kT

(
yLi − ȳLi

)))βA
s

, (61a)

R0
b = R

s
0

(
ȳLi+

yLi+

1− ȳLi

1− yLi

yLi

ȳLi
exp
(
− 2L

kT

(
yLi − ȳLi

)))(1−β )A
s

. (61b)

Compared to the Butler-Volmer equation (46) for the metal-
electrolyte interface, the structure of the exchange rates is more
complex because of the dependency on the lithium mole fraction
yLi.

For intercalation electrodes, the overpotential should blow up
if the electrode is completely filled or empty, cf. Ref.13. This
requirement is satisfied by the Butler-Volmer equation (60): Dur-
ing the intercalation of lithium in the electrode, the reduction is
the dominating reaction and thus the reaction rate in (60) has
to be positive. Assume an intercalation process with a fixed pos-
itive rate R

s
> 0. For yLi → 1, the exchange rates yield R0

f → 0

and R0
b → +∞. Then, the Butler-Volmer equation (60) implies

ηS → −∞. Analogously, for deintercalation process with a con-
stant negative reaction rate R

s
< 0, the overpotential has to in-

crease ηS →+∞ for yLi → 0.

5.3 Lithium electrode

The metallic lithium electrode in contact with a lithium conduct-
ing electrolyte serves as an example where the Butler-Volmer
equation does not originate from an electron transfer reaction.
Instead, the Butler-Volmer equation here can result from two dif-
ferent processes: i) surface reaction without charge transfer and
ii) adsorption. Let the domain Ω+ represent the metallic lithium
electrode and Ω− represent the electrolyte domain. The elec-
trolyte consists of lithium ions Li+, the associated anions A and a
solvent S. As already described in Section 5.1, the metal electrode
consists of positive metal ions Li+M and free electrons e−. Since
Li+ and Li+M have the same charge number, an electric current
can not originate from an electron transfer reaction between these
two species. However measurements show, that also this process
generates an exponential relationship of Butler-Volmer type be-
tween the overpotential of the lithium-electrolyte interfaces and
electric current37. Therefore this behavior has to originate from
one of the three mechanism:

1. Adsorption of the lithium ions from the electrolytic solution
to the metal-electrolyte interface.

2. Intercalation of lithium from the electrolyte phase to the
metal phase, i.e.

Li+M −−⇀↽−− Li+ at I . (62)

3. Adsorption of lithium ions and electrons from the metal to
the metal-electrolyte interface.

In general the third mechanism is assumed fast compared to the
other, and therefore cannot be the origin of the non-linear rela-
tionship between overpotential and current. The fast adsorption
is modeled by L

s

+ → ∞ in (15b) and M
s

+
e → ∞ in (15c). We obtain
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on the lithium metal side the equations

(µLi+M
+ e0

m
Li+

M

ϕ)|+I = (µ
s

Li+M
+ e0

m
Li+

M

ϕ
s
), (63a)

(µe −
e0

me
ϕ)|+I = (µ

s
e −

e0

me
ϕ
s
) . (63b)

We denote the potential in the lithium metal with ϕM = ϕ|+I and
in the electrolyte with ϕE = ϕ|−I . Accordingly, we define the over-
potential as ηS = ϕM −ϕE − (ϕ̄M − ϕ̄M). Now we show that both
cases, a slow reaction and a slow adsorption, result in a Butler-
Volmer equation of the same type.

We use the same constitutive relations for the metal and the
electrolyte as in Section 5.1.

Case 1: Slow reaction and fast adsorption. Let the reaction
(62) be the limiting process. We can assume that the fast adsorp-
tion assumption (23) is satisfied, i.e.

(µα + zα e0

mα
ϕ)|+I = (µ

s
α + zα e0

mα
ϕ
s
) α = Li+,A,S , (64)

and the results of Section 4 are applicable. In particular we can
use the results of Section 5.1, since the derivation holds also in
the case where no electrons are involved in the reaction (39). We
have

jeν |I = j0C exp

(
−

β
s
A
s
zLi+ e0

kT
ηS

)
− j0A exp

( (1−β
s
)A

s
zLi+ e0

kT
ηS

)
,

(65)
with anodic and cathodic exchange currents

j0A = zLi+e0R
s

0

(
ȳLi+

yLi+

)(1−β )A
s

and j0C = zLi+e0R
s

0

(
yLi+

ȳLi+

)βA
s

.

(66)

Case 2: Fast reaction and slow adsorption. The reaction (62)
is fast compared to the adsorption. We can assume that the kinetic
parameter for the reaction rate meet R

s
0 → ∞ in (15a). Then the

law of mass action reads

µ
s

Li+ = µ
s

Li+M
. (67)

To simplify the argumentation in the following, we assume that
the adsorption of the solvent S(= A0) to the metal-electrolyte in-
terface is fast, i.e. L

s

− →+∞ in (15b), and we have

µS|
−
I = µ

s
S . (68)

Further, we assume that the anions cannot adsorb at the metal
surface, i.e. M

s

−
A = 0 in (15c), and we obtain from the constitutive

relation (15c) (
ρA(υ −w)ν + JAν

)∣∣−
I
= 0 . (69)

These assumptions yield that the electric current je at the inter-
face is given by the lithium flux

jeν |−I = e0

mLi+

(
ρLi+(υ −w)ν + JLi+ν

)∣∣−
I
. (70)

This relation follows from the simple relation (19) for the elec-
tric current, the local electroneutrality condition (10c) and the

equation (69).

The lithium flux in (70) is given by the constitutive relation for
the adsorption, equation (15c),

(
ρLi+(υ −w)ν + JLi+ν

)∣∣−
I

=M
s

−
Li+

(
exp
(
β−

Li+
mLi+

kT B
s

−
Li+

D−
Li+

)
− exp

(
(β−

Li+
−1)

mLi+

kT B
s

−
Li+

D−
Li+

))
.

(71)

Here, the driving force is defined as

D−
Li+

=
((

µLi+ +
zLi+ e0

mLi+
ϕ
)∣∣−

I

)
−
((

µ
s

Li+ +
zLi+ e0

mLi+
ϕ
s

))
. (72)

Using the relation (63)1 we can write the driving force as

D−
Li+

=
((

µLi+ +
zLi+ e0

mLi+
ϕ
)∣∣−

I

)
−
((

µLi+M
+

zLi+ e0

mLi+
ϕ
)∣∣+

I

)
. (73)

As in the derivation of the Butler-Volmer equation, we introduce
an equilibrium state in which the driving force vanishes, leading
to
(
µ̄−

Li+
+

zLi+ e0

mLi+
ϕ̄
)∣∣−

I
=
(
µ̄Li+M

+
zLi+ e0

mLi+
ϕ̄
)∣∣+

I
. The driving force (73)

can be written as

D−
Li+

=
(
µLi+ − µ̄Li+

)∣∣−
I
−
(
µLi+ − µ̄Li+

)∣∣+
I
−

zLi+ e0

mLi+
ηS , (74)

where we have replaced the electric potentials by the overpoten-
tial ηS = (ϕ − ϕ̄)|+I − (ϕ − ϕ̄)|−I . With the chemical potentials (43)
for the lithium ions of the electrolyte and the constant chemical
potential for lithium metal according to (42), we get for the cur-
rent

jeν |I = j0C exp

(
−

β−
Li+

B
s

−
Li+

zLi+e0

kT
ηS

)

− j0A exp

( (1−β−
Li+

)B
s

−
Li+

zLi+e0

kT
ηS

)
(75)

with the exchange coefficients

j0A = M
s

−
Li+

zLi+e0

mLi+

(
ȳLi+

yLi+

)(1−β−
Li+

)B
s

−
Li+

, (76a)

j0C = M
s

−
Li+

zLi+e0

mLi+

(
yLi+

ȳLi+

)β−
Li+

B
s

−
Li+

. (76b)

These relations are identical to the Butler-Volmer equation (65)
resulting from the surface reaction. This is remarkable, because of
the thermodynamic origin of the non-linear relations, which are
derived in one case from an adsorption process and in the other
case from an surface reaction. Therefore we can not conclude
from a Tafel-plot whether the adsorption or the surface reaction
is the limiting surface process.

6 Example Electroplating

The electroplating of metals serves as a simple example of an elec-
trochemical process with a surface reaction that can be described
by a steady state. We consider an aqueous copper sulfate solution
between two parallel copper plates, as shown in Figure 2. The
domain of the electrolyte is Ω− and we let Ω+ denote both elec-
trodes. We model copper electrodes as a binary mixture of free
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−
Ω

+
Ω

+
Ω

SOe e−−

I
A

A CI
C

4

2−

+
Cu Cu

2+

2H O

Cu
+

j j
ee

ν ν

Fig. 2 Experimental setup for electroplating: aqueous copper sulfate

solution bounded by two copper electrodes. The surface normal ν always

points to the electrodes. The role of the electrodes as anode or cathode

depends on the direction of the imposed current jeν .

electrons e and cuprous ions Cu+. The electrolyte consists of wa-
ter H2O as the solvent S, the anions SO4

2− and the cations Cu2+,
in the following also denoted by A and C, respectively.

When a current je is applied to the electrodes, copper is oxi-
dized at the anode A and cupric ions are dissolved from the the
anode interface IA into the electrolyte. On the other side, at the
interface IC , the cupric ions are reduced and incorporated into
cathode C . If the plates are sufficiently large the process is one
dimensional. The overall dissolution/deposition process can be
split into several steps, see also the discussion in Sect. 7:

• adsorption/desorption of Cu+ between electrode bulk and
surface,

• electron transfer reaction

Cu2++ e− −−⇀↽−− Cu+ . (77)

• adsorption/desorption of Cu2+ between surface and cations
of the electrolyte.

The adsorption in the first and third step is considered inherently
fast compared to (77) such that assumption (23) is valid.

Bulk transport. The momentum balance (10b) implies that the
pressure in Ω+ and Ω− is constant p = p0. To simplify the presen-
tation, we do not consider solvated ions25,26 here. Thus, we may
assume that all particles are of the same size. Then the consti-
tutive model for an incompressible simple mixture20,25 together
with global electroneutrality according to (10c) leads to the rela-
tions

nA +nC +nS = n
ref
0 , (78a)

zAnA + zCnC = 0 , (78b)

where n
ref
0 is constant total number density of particles. The

species A, C and S of the electrolyte satisfy the stationary ver-
sion of the mass balance equations (10a). In the absence of bulk
reactions we have to solve in Ω−

∂x (mAnAυ + JA) = 0 , (79a)

∂x (mCnCυ + JC) = 0 , (79b)

∂x (ρυ) = 0 , (79c)

where we replaced the partial balance of S by the total mass bal-
ance. In addition there are two more constraints. First, we have
to specify the total amount of copper sulphate dissolved into the
water by prescribing the average number density n0

C of cations in
the electrolyte. Second, an absolute reference value for ϕ has to
be defined, e.g. ϕ = 0 at IC .

The boundary conditions (11a) for the species A, C and S at
the interfaces are

mα γα
s

R
s
A /C =−(mα nα (υ −wA /C )ν + Jα ν)|−

IA /IC
, (80)

where R
s
A /C and wA /C denotes the reaction rates and the inter-

facial speed at IA and IC , respectively. For the reaction (77) we
have γ

s
C =−1 and γ

s
A = γ

s
S = 0. We multiply (80) with zα e0/mα for

each α. Then summation and the electroneutrality (78b) yields

−zCe0 R
s
A /C =− ∑

α∈{A,C,S}

( zα e0

mα
Jα ν)|−IA /C

, (81)

With (21) we conclude that zCe0 R
s
A /C = jeν and get the bound-

ary conditions

mα γ
s

α je =−zCe0 (mα nα (υ −wA /C )+ Jα )|
−
IA /C

for α ∈ {A,C,S} .

(82)

Summing the boundary conditions (82) for α = A,C,S shows

mCγ
s
C je =−zCe0 (ρ (υ −wA /C ))|−IA /C

. (83)

From (79c) we conclude wA = wC . Thus we can choose a coor-
dinate system such that wA = wC = 0. The explicit form of the
boundary conditions (82) is

−(mAnA υ + JA) = 0 , (84a)

−zCe0 (mCnC υ + JC) = mCγ
s
C je , (84b)

−zCe0 ρ υ = mCγ
s
C je . (84c)

The boundary conditions can be extended to hold in the whole
electrolyte domain Ω− by applying (79). We emphasize the direct
proportionality between the electric current je and the barycen-
tric velocity υ in the electrolyte in (84c). For this reason as long
a electric current flows, the barycentric velocity can not be ne-
glected, as it usually is done in the literature.

To solve the system (84) it is not necessary to specify any
Butler-Volmer equation. Moreover we stress that there is not
the problem of a missing boundary condition11. For a numeri-
cal solution of (84) we choose a diagonal mobility matrix with
Mαα = Bα T m2

α nα leading to the diffusive fluxes

Jα =−kT Bα mα

(
∂xnα − mα

m0

nα
n0

∂xn0 +nα zα
e0

kT ∂xϕ
)
, α = A,C .

(85)
Note that there is no pressure dependence in (85) because ∂x p =

0. Simulation for Ω− of length L = 1cm and using material pa-
rameter according to Table 1 yields solutions nC and ϕ as plotted
in figures 3 and 4. We observe a nearly linear spatial distribution
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A: SO4
2− C: Cu2+

aq S: H2O

mα/ [u] 96.078 63.546 18.015

Bα/ [s/kg] 3.36×1011 5.61×1011 –

Table 1 Material parameters used for the calculations 38.
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Fig. 3 Solution of (84) over space for different applied currents and a

salt concentration of 0.5mol/ℓ. We observe almost linear concentration

profiles nC with a slope proportional to je.

of the cations with a slope that is proportional to the imposed cur-
rent je. With increasing current, we observe a nonlinear behavior
of the electrostatic potential ϕ near the cathode, where the cation
concentration gets low.

Butler-Volmer equation. A Butler-Volmer equation for the re-
action (77) can be derived in the context of case II of Sect. 5.1.
The choice of Ω+ above and (77) imply Γ+ = zC = 2. Experimen-
tal measurements39 show that αA ≈ 1.5 and αC ≈ 0.5. We thus
choose A

s
= 1 and β = 1/4 to get from (51) at IA and IC

R
s
= R0

(
nC

n̄C

)1/4

exp

(
−

1

2

e0

kT
ηS

)
−R0

(
nC

n̄C

)−3/4

exp

(
3

2

e0

kT
ηS

)
.

(86)
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Fig. 4 Electrostatic potential ϕ over space for different applied currents

and a salt concentration of 0.5mol/ℓ.
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Fig. 5 Tafel plot from the reaction (77) and the computed electrolyte con-

centrations at IA and IC according to (84) with n0
C = 0.5mol/ℓ. Dashed

lines for fixed cation concentration nC = n0
C at IA and IC show the linear

Tafel slope in the large overpotential regime.

Using the electrolyte concentrations at the interfaces from the
previous computation, we can determine from (86) the overpo-
tential at the anode and cathode, see Figure 5. In the Tafel plot
we observe a nearly linear slope over one decade of the imposed
current densities. When je gets larger, the Tafel plots deviate from
the linear behavior. This effect is due to the dependency of the
exchange currents on the concentration of the species. The ob-
served deviation is much more pronounced at the cathode, where
nC → 0 for larger imposed current densities.

Polarographic curves. From the computed overpotential we
can not directly infer the potential difference [[[ϕ]]] over the double
layer, since by definition ηS also depends on the chosen equilib-
rium values. But, since in the experimental setup considered here
the electrodes consist of the same material, the equilibrium po-
tential [[[ϕ̄]]] is the same at IA and IC . We denote the electrostatic
potential in the bulk of the electrode A and C by ϕA and ϕC ,
respectively. Then the voltage over the complete electrochemical
cell is

ϕA −ϕC = ηA
S +ϕ|−IA −ϕ|−IC −ηC

S , (87)

where η
A /C
S denotes the overpotential at IA /C , respectively. At a

certain imposed current where nC approaches 0 at IC , the overpo-
tential at the cathode, and thus also ϕA −ϕC , has to blow up, as
discussed in Sect. 5.1. Motivated by the diffusion limited current
in Ref.40, we define

jed :=
4zCe0 kT BC n0

C

L
. (88)

For a diluted electrolytes, we observe that the blow up of the cell
voltage occurs close to je = jed , see Figure 7. Increasing the salt
concentration, i.e. increasing n0

C, the characterization of the lim-
iting current by jed gets less and less sharp, as the blow up of the
cell voltage occurs at higher imposed currents. This discrepancy
has to attributed to the simpler bulk model in Ref.40, where υ = 0

is assumed in Ω− and the ion–solvent interaction is neglected.
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Fig. 6 Limiting current causing a blow up of the cell voltage. Left: po-

larographic curves for different salt concentrations. we observe a blow

up of the cell voltage for different applied current je.
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Fig. 7 Limiting current causing a blow up of the cell voltage. Polaro-

graphic curves of Fig. 6, but with the current rescaled by jed defined in

(88).

7 Discussion

7.1 General non-equilibrium thermodynamics framework

Complex real world electrochemical system like batteries cou-
ple various phenomena of very different type and on very dif-
ferent scales. Mathematical models are useful to understand
these processes. But to gain more insight into their interplay,
there is a need for a physically consistent and structured the-
ory, which guides the development of electrochemical models.
Non-equilibrium thermodynamics is such a powerful theory on
the continuum level. While continuum models are well accepted
on the macro scale, their applicability for the finer scales is often
questioned. However, recent results26 demonstrate impressively
that it is possible to resolve details of double layer structure within
the nanometer range.

A particular advantage of non-equilibrium thermodynamics is

that it provides a systematic way for the derivation of constitutive
relations such that compatibility with the 2nd law of thermody-
namics is guaranteed. It simplifies the modeling procedure by re-
stricting the modeling effort to constitutive equations for the sur-
face and bulk free energy densities and the minimal required set
of phenomenological coefficients. But, the formulation of explicit
free energy densities as functions of the thermodynamics state is
not obvious and may be a difficult task, because thermodynam-
ics does not tell anything about their explicit form. In general
one has to rely on extrinsic theories, usually from some underly-
ing microscopic model, to derive free energy functions. The same
holds true for the phenomenological coefficient. For example, to
model the reaction rates, kinetic theories can be used to moti-
vate the structure of the coefficients, as discussed in Sect. 7.4.
For the constitutive relations, most often linear relations between
(generalized) driving forces and fluxes are applied. But for pro-
cesses far from equilibrium, also nonlinear relations can be found,
like for example for reactions or in certain situations also for ad-
sorption. Non-equilibrium thermodynamics does not provide any
specific structure of these relations and we choose an exponen-
tial relation of Arrhenius type that is compatible with 2nd law of
thermodynamics.

Another advantage of non-equilibrium thermodynamics is that,
it automatically ensures the consistent coupling of different phe-
nomena. For example the inclusion of elastic properties in a
model of electrochemical cells can be done in a first step by inclu-
sion of deformation gradients in the free energy functions. Then
the elastic contribution appears in all constitutive equation, in
particular in those for the stress tensor and the reaction rates.
Thereby the consistent coupling of deformation and chemical re-
actions is established. This advantage of coupling different phe-
nomena might on the other hand lead to equation systems that
are very complex, difficult to analyze and hard to solve. Then,
asymptotic methods can be used for the derivation of the reduced
models of simpler mathematical structure. This process can be
assumed to preserve the thermodynamic consistency but leads to
some limitations of the range of validity of these reduced models,
cf. Sect. 7.2.

In summary, non-equilibrium thermodynamics provides a gen-
eral structure for the mathematical model and couples different
phenomena in a consistent way. But to model a particular elec-
trochemical system, additional input from microscopic theories is
needed. The complex coupling of different phenomena then of-
ten requires some model reduction before successful application
to real world problems is possible.

7.2 Validity of the Butler-Volmer equation

The Butler-Volmer equation is not a universal natural law but its
validity is limited to certain application scenarios. Our general
Butler-Volmer equation (33) can only be valid as long as the as-
sumptions of the underlying reduced bulk model hold. First of all,
the reduced bulk model requires that “the Debye length is small”.
That means, we choose a characteristic length scale Lref for the
electrochemical system under consideration, such that the over-
all size of the system is comparable to Lref and the curvature of
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surfaces is less than 1/Lref . Then the Debye length, which con-
trols the width of boundary layers, has to be smaller than Lref

by some orders of magnitude. In consequence, the Butler-Volmer
equation (33) can not be applied in the context of nano-systems.
Second, the derivation of the reduced bulk model is based on
quasi-equilibrium of the boundary layer. For this, it is neces-
sary that relaxation times of the layer are small compared to the
macroscopic experimental timescales. In Ref.20, a macroscopic
time scale of tref = 10s was used. This certainly rules out the ap-
plication of (33) in processes where excitations by short pulses or
medium to high frequencies are applied. Moreover in the reduced
model, we assumed isothermal systems. If the surface reactions
are strongly endothermic or exothermic, the energy balance can
not be neglected and the procedure of the asymptotic analysis of
Ref.20 has to be applied to the larger system of equations and
might possibly lead to different relations. Finally, we remark that
in some cases it might be more appropriate to assume that the
number densities of the surface species are comparable to those
in the volume. This would necessitate the inclusion of a mate-
rial model for the surface species and lead to different coupling
conditions of the surface species to the bulk equations.

The Marcus-Hush theory is often used in situations where the
classical Butler-Volmer equations fails. In particular, the Marcus-
Hush theory is able to describe curved Tafel slopes which are in-
terpreted as a dependency of the transfer coefficients on the over-
potential. Curved Tafel slopes have been reported41, but usually
this requires non-steady state techniques. Experimental condi-
tions to observe curved Tafel slopes under steady-state conditions
were described in Ref.42 and experimental results have been re-
ported for a “redox couple that has a pathologically small rate
constant”43. We note that because the Butler-Volmer equation
(33) is formulated in terms of chemical potentials instead of num-
ber densities, it seems possible that applying a material model
different from the simple mixture would allow for curved Tafel
behavior. The same also holds true for temperature dependence
of Tafel slope. In a series of comparative studies44–46, experi-
mental data of square wave voltammetry and cyclic voltammetry
was fitted to Marcus-Hush and Butler-Volmer theory. The results
indicate some quantitative weakness of the Marcus-Hush theory.
We remark that cyclic voltammetry or square-wave voltammetry
require the inclusion of a time scale into the model equations that
is at least one order of magnitude lower than the tref = 10s con-
sidered here. Thus, in our point of view, a simulation of these
processes should be based on the complete model of Ref.20.

7.3 Comparison with textbook literature

General metal electrode. The textbook literature provides
Nernst- and the Butler-Volmer equations for the electron trans-
fer reaction (39) at a metal electrode which we can compare with
the respective equations in Sect. 5.1. For the Nernst equation, we
find

Newman4 (8.20): ϕ̄M − ϕ̄E =
kT

ne0
ln
( kC

kA

ȳO

ȳR

)
. (89)

Here kA /C are the rate constants related to the anodic and ca-
thodic reaction, respectively. The same structure of the Nernst
equations can be found in the books by Bockris3 (7.40) and Bard
and Faulkner2 (3.2.2), only the rate constants are replaced by a
reference potential. All these equations show the same logarith-
mic dependency on the equilibrium concentrations ȳO and ȳR as
(45).

For the Butler-Volmer equation, the overpotential ηS defined
by Newman4 (8.21) is identical to (41) and in our notation the
authors state the Butler-Volmer equation:

Newman4 (8.24): jeν |I = j0 exp

(
−

βne0

kT
ηS

)

− j0 exp

(
(1−β )ne0

kT
ηS

)
. (90)

The same structure of the equation can be found in Ref.3 (7.23).
We observe that the exchange currents are the same for the an-
odic and the cathodic current, i.e. j0A = j0C = j0 , what is not
compatible with our approach to guarantee the consistency with
the 2nd law of thermodynamics. Moreover je → 0 then always im-
plies ηS → 0. In contrast, the overpotential defined in Section 4
depends on the chosen equilibrium state with its respective elec-
trolyte concentrations at the interface. A deviation from the con-
centrations of the reference state then implies a non-vanishing
overpotential even for je = 0.

The dependency on the concentrations is specified as

Newman4 (8.23): j0 = ne0 k
β
A k

1−β
C y

β
R y

1−β
O . (91)

As a consequence, for a low amount of the oxidized species
yO ≪ 1, the Butler-Volmer equation (90) implies that a high over-
potential ηS ≫ 0 is required in order to maintain an oxidation
reaction, i.e. current jeν |I > 0 and R

s
> 0 respectively. This is con-

trary to the expected behavior of an electron transfer reaction at
an metal-electrolyte interface. Our Butler-Volmer equations pre-
dicts the behavior correctly, see Sect. 5.1. Moreover, the transfer
coefficients in (90) coincide with the coefficients in (47), but in
general are different from those in (52). Thus, (90) can not di-
rectly be applied, if the reduced species is the electrode metal or
the current is caused by a combination of adsorption and electron
transfer like in Sect. 6. Finally, we note that in (46) and (51)
there is an additional coefficient A

s
that can be used for further

modeling.

Copper dissolution. For a macroscopic description of the cop-
per dissolution process, the reactions at the electrode surfaces are
often given in the form4,39

Cu2++2e− −−⇀↽−− Cu . (92)

Moreover, this simple reaction is then decomposed into the two
elementary steps

Cu++ e− −−⇀↽−− Cu , (fast) (93a)

Cu2++ e− −−⇀↽−− Cu+ . (slow) (93b)
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At first glance these descriptions of the copper dissolution might
seem fundamentally different to the one in Sect. 6. Whereas there
is a two electron reaction in (92) and two single electron reactions
in (93), there is only a single electron transfer reaction in (77).
But since the electrodes consist of cupric ions Cu+ and free elec-
trons e−, rather than of neutral copper atoms, we may replace in
(92) and (93a) Cu by Cu++ e−. Then, the first step in (93) takes
the form of an adsorption, instead of an electron transfer reaction.
As outlined in Sect. 5.3, also this adsorption step is related to a
charge transfer that causes an electric current. Since the first step
(93a) is inherently fast39 compared to (93b), assumption (23) is
appropriate for the derivation of a Butler-Volmer equation. This
derivation then is in full accordance with the “quasi-equilibrium
method”24.

Another problem might arise when trying to apply standard
Butler-Volmer equations from the literature, e.g. (8.24) of Ref.4.
There the transfer coefficients depend on the number of trans-
fered electrons and this number seems to differ between (77) and
(92). But one has to keep in mind that (8.24) of Ref.4 is derived
for a reaction where the electrode metal is not involved (case I of
Sect. 5.1). For the copper dissolution, we have to apply case II of
Sect. 5.1 instead. There, the transfer coefficients depend on the
charge number of the cations which does not differ between (77),
(92) and (93b).

Lithium iron phosphate electrode. A main aspect of Ref.19 by
Bazant is the formulation of a consistent Butler-Volmer equations
for electron transfer reaction at the interface between a LFP par-
ticle and an electrolyte. A phasefield model of Cahn-Hilliard type
is used to describe the phase transition within the LFP particles.
For this purpose, the constitutive equations are extended to in-
clude higher derivatives of the lithium concentration, scaled by
a small parameter. Since the phase transition mainly takes place
in the interior of the LFP particle and not at the particle surface
where the Butler-Volmer equation has to be applied, it is possible
to compare our theory with the Butler-Volmer equation of Ref.19

when the small parameter is set to 0. Moreover, we neglect the
elastic contributions considered in19.

The Butler-Volmer equation (71-72) in Ref.19 for a single reac-
tion of the general form (3b) reads in our notation

R
s
= R0

s

(
exp
(
− βe0

kT η̃
)
− exp

( (1−β )e0

kT η̃
))

. (94)

In contrast to our notation η̃ is the activation potential, (69) of
Ref.19. It is defined as

η̃ =
NS

∑
α=0

γα mα

e0
(µα + zα e0

mα
ϕ)|±I . (95)

If we consider a single surface reaction and we assume that all
surface species exist in the bulk, then the Butler-Volmer equation
(94) is consistent with our general Butler-Volmer equation (33)–
(35b).

For the reaction Li++ e− −−⇀↽−− Li , the properties of double
layer are neglected for the derivation of the Butler-Volmer equa-
tion in Ref.19. Nonetheless, the Butler-Volmer equation in (78)-
(86) of Ref.19 is consistent with our Butler-Volmer equation (60),

if we assume i) a constant chemical potential for the lithium ions
µLi+ in the electrolyte, ii) β = 1/2, and iii) the phenomenological
coefficient R

s
0 is defined as

R
s

0 = (1− yLi|
+
I )exp

( βe0

kT µLi|
+
I

)
R̃
s

0 . (96)

This coincidence can be explained by the fact that M. Bazant has
correctly recognized that the driving force of electron transfer re-
actions are the bulk electrochemical potentials and not the bulk
chemical potentials. Note that using the bulk electrochemical po-
tentials in the formulation of the Butler-Volmer equations implies
that the absorption on the surface of bulk species is implicitly as-
sumed in equilibrium.

7.4 Alternative constitutive relations for reaction rates

The Butler-Volmer equations in this work are based on the specific
choice of the constitutive relations for the reaction rates R

s
, viz.

equation (15a). In the following we want to specify and discuss
three alternative constitutive relations for the reaction rates and
their implications for the derivation of Butler-Volmer equations.
For simplicity we consider a single surface reaction,

a
s0A0 + · · ·+a

sNS
ANS

R f
s

−−⇀↽−−
Rb

s

b
s 0A0 + · · ·+b

s NS
ANS

. (97)

The entropy production for a single surface reaction is20,

− 1
kT DR

s
≥ 0 , (98)

where D is the driving force for the surface reaction,

D =
NS

∑
α=0

γ
s

α mα µ
s

α . (99)

An Arrhenius ansatz of the form

R
s
= L

s
0

(
1− exp

( A
s

kT D
))

with A
s
,L

s
0 > 0 , (100)

satisfies the entropy inequality. From a mathematical point of
view only the sign of the phenomenological coefficients A

s
and L

s
0

is restricted by the entropy inequality (98). However the coeffi-
cients A

s
and L

s
0 can be arbitrary functions of the fields of matter

and the electromagnetic fields as long as they are positive and
satisfy the principle of material frame indifference. This gives
us some freedom for the formulation of different kinds of consti-
tutive relations for the reaction rate. Independent of the specific
choice of L

s
0 below, the relation (100) for the reaction rates always

implies D = 0 and R
s
= 0 in thermodynamic equilibrium. Next we

discuss three different choices of L
s

0.

Case I. For the derivation of the consitituive relations (15a)
used in this work, it was assumed in Ref.20 that the phenomeno-
logical coefficient L

s
0 is a function of the driving force D, i.e.

L
s

0 = R
s

0 exp
(
−β

s

A
s

kT D
)

with R
s

0 > 0 . (101)
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Here the exchange rate R
s

0 and the symmetry factor β
s

are assumed

to be constant. Note the entropy inequality does not restrict the
sign of β

s
. The coefficient L

s
0 is choosen such that the reaction

rate R
s

yields symmetric terms for the forward reaction R
s

f and

backward reaction R
s

b,

R
s
= R

s
f −R

s
b = R

s
0

(
exp
(
−β

s

A
s

kT D
)
− exp

(
(1−β

s
)

A
s

kT D
))

. (102)

The corresponding Butler-Volmer equation (33) is derived in Sec-
tion 4, and reads

R
s
= R0

f exp
(
−

α f e0

kT
ηS

)
−R0

b exp
(
+

αbe0

kT
ηS

)
. (103)

The choice leads to transfer coefficients α f/b and the exchange
rates R0

f/b
that are independent of the overpotential ηS, see (34)

and (35).

Case II. In the first case the forward and the backward reaction
are driven by the same driving force D. But sometimes it could
be favorable that the forward reaction is driven by the educts and
the backward reaction is driven by the products only2. To this
end we decompose the driving force D into educts and products
according to

D=Db−D f with D f =
NS

∑
α=0

a
s
α mα µ

s
α and Db =

NS

∑
α=0

b
s

α mα µ
s

α .

(104)
Then we choose

L
s

0 = R
s

0 exp
(

1
kT D f

)
. (105)

Inserting (105) into (100) leads to

R
s
= R

s
0

(
exp
( A

s

kT D f

)
− exp

( A
s

kT Db

))
. (106)

This choice leads to some difficulties in the derivation of a Butler-
Volmer equation. To illustrate that we consider the simple surface
reaction O+ ne− −−⇀↽−− R at a metal-electrolyte interface. We set
A
s
= 1 and follow the notation of Section 5.1. When carrying out

the same steps as in the Section 4, we obtain

R
s
=R

s
0

(
yO

ȳO

)
exp

(
−

e0

kT

(
(ϕE +nϕM)− (ϕ̄E +nϕ̄M)

))

−R
s

0

(
yR

ȳR

)
exp

(
e0

kT

(
ϕE − ϕ̄E

))
. (107)

We observe that the forward reaction depends only on the ox-
idized species, whereas the backward reaction depends on the
reduced species. This is in agreement with the formulation of the
Butler-Volmer equation (3.4.10) in Ref.2. However, a definition
of an overpotential is not that obvious from (107). One could
define the overpotential as ηS = (ϕM −ϕE)− (ϕ̄M − ϕ̄E), and then
shift the remaining terms depending on the potentials into the
definitions of the transfer coefficients or exchange rates. But then
we have exchange rates or transfer coefficients that are functions
of the electric potentials, what is in contrast to (3.4.10) of Ref.2.

Case III. An common concept in chemistry is the introduction
of reaction paths and transition states. From this concept micro-
scopic models for the reaction rates are derived. Important contri-
butions in this field are the theories of Marcus and Hush2,6,7,9,19.
From our point of view reaction path as well as the transition state
must be considered as new objects in non-equilibrium thermody-
namics. They are called internal variables and need new evolu-
tion equations. However, we can include some aspects of Mar-
cus and Hush in our concept by taking into account a quadratic
contribution of the driving force D in (101). We choose for the
phenomenological coefficient

L0 = R
s

0 exp
(
−

A
s

kT (β + D
λ
)D
)
. (108)

The newly introduced parameter λ represent the reorganization
energy, which is a microscopic energy contribution. The great
achievement of Marcus and Hush was to link the reorganization
energy to measurable quantities, such that the predictions of re-
action mechanisms were possible. Insertion of (108) in (100)
yields

R
s
= R

s
0

(
exp
( A

s

kT

(
−β

s
D− D2

λ

))
− exp

( A
s

kT

(
(1−β

s
)D− D2

λ

)))
.

(109)
The resulting Butler-Volmer equation from this choice is derived
in analogous way to Section 4. We obtain

R
s
= R0

f exp
(
−

α f e0

kT
ηS

)
−R0

b exp
(
+

αbe0

kT
ηS

)
. (110)

The overpotential is defined as in Section 4, equation (32). In
contrast to the first case the definitions of the transfer coefficients
and the exchange rates are function of the overpotential,

α f = β
s
A
s
Γ+ D∗+Γe0ηS

λ
and αb = (1−β

s
A
s
)Γ− D∗+Γe0ηS

λ
(111)

and

R0
f = R

s
0 exp

((
−β

s

A
s

kT − 1
λ

(D∗+e0ηS)
kT

)
D∗
)
, (112)

R0
b = R

s
0 exp

((
(1−β

s
)

A
s

kT − 1
λ

(D∗+e0ηS)
kT

)
D∗
)
. (113)

D∗ is an abbreviation for

D∗ = ∑
α∈M

γ
s

i
α mα

(
µα − µ̄α

)∣∣±
I
+ ∑

α∈MS\M

γ
s

i
α mα

(
µ
s

α − µ̄
s

α

)
(114)

and the constant Γ is defined as

Γ =





Γ+ , if Γ+ 6= 0 ,

Γ
s
, if Γ+ = 0 .

(115)

The dependency of the transfer coefficients on ηS is identical to
that, which is proposed in (3.6.15b) of Ref.2. However, the de-
pendency of the exchange rates on the overpotential is missing in
Ref.2.

The dependency of the transfer coefficients on the overpoten-
tial, more precisely the quadratic dependency of L0 on the driving
force D, leads to curved Tafel slopes8. When the reaction rates
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are moderate, such that D ≫ D2 than the quadratic contribution
of D in (109) is approximately small compared to the linear one,
such that the first and the third case behave identical.

7.5 Inclusion of double layer effects

The constitutive law (15a) gives a thermodynamically consistent
relation between the surface reaction rates and the chemical po-
tentials at the surface. A drawback of this relation is that the
involved quantities are not directly measurable but only their ac-
cording bulk values. Bridging this gap is the exceptional value of
Butler-Volmer equation (33).

In contrast, the literature starts from measurable bulk values
“just in front of the double layer” and derives a Butler-Volmer
equation for the surface reaction rates based on kinetic argu-
ments. According to the standard model of the double layer, one
has to pass from the bulk through the “diffuse part of the double
layer” to reach to so called outer Helmholtz plane where the reac-
tion is supposed to take place. For the diffuse layer, the validity of
Gouy-Chapman model is postulated resulting in an exponential
relation between the species concentration and the electrostatic
potential. This motivates a modification of the overpotential at-
tributed to Frumkin47 4,48. There are two mayor objections: first
one should note the critics by Newman4 (p. 227) that microscopic
double layer modeling lacks a “firm macroscopic basis” in thermo-
dynamics, and thus “can-not be applied with any certainty to solid
electrodes”. Second, we emphasize, that instead of postulating a
double layer structure, the structure should be a consequence of
the model equations. As demonstrated in Refs.25,27, a dilute so-
lution assumption in general is not valid in boundary layers and
thus the Gouy-Chapman model is not applicable there. For a cor-
rect description of the complete layer it is of outmost importance
to account for the coupling of electric and mechanical effects.

The combination of a Poisson-Nernst-Planck model (PNP) that
resolves space charge layers with a generalized Frumkin-Butler-
Volmer equation (gFBV) was proposed in Refs.40,49 and analyzed
in detail by Bazant and coworkers11,40. Again, there is a specific
double layer structure postulated: a Stern-layer structure consist-
ing of a compact layer in front of the reaction plane followed by a
diffuse layer. The compact layer is characterized by a linear spa-
tial profile of the electrostatic potential. The overpotential which
enters the gFBV is then defined as the voltage drop over the com-
pact layer whereas the diffuse layer has to be resolved by the
bulk equations. Compared to the standard models there is an ad-
vantage that with the combination of the gFBV approach and the
PNP system, it is possible to apply more realistic boundary con-
ditions for the electric potential. Moreover one might argue that
this concept is superior to the standard approach with a locally
electroneutral bulk model since no quasi-equilibrium for the dif-
fuse part of the double layer is assumed. Nevertheless there is a
specific Stern layer structure postulated with a constant compact
layer. But instead the diffuse layer is constant whereas the satu-
ration layer varies with the potential drop over the double layer
and the spatial profile of the potential is not linear there26.

In Ref.40 there are also asymptotic limit equations derived for
thin double layers. This limiting procedure corresponds to the

formal asymptotic analysis used in Ref. 20 to derive reduced bulk
model of Sect. 3. But there are differences: The underlying PNP
system in40 is missing the pressure dependence of the chemical
potentials and the momentum balance. Both are indispensable
for correct description of boundary layers. For the postulated
Stern layer structure there is an additional parameter controlling
the partition of the double layer into the compact and the dif-
fuse part. In the one extreme case, the “Gouy-Chapman limit”,
there is no potential drop over the compact layer. This means
that the Nernst-Planck flux has to be applied up to the reaction
plane leading to the well known problems of possibly negative
concentrations and thus leading to a reaction limited current. In
the other limit, the “Helmholtz limit”, there is only the compact
but no diffuse layer. That means that the complete double layer
has been replaced by an ad-hoc postulated structure with a linear
profile of the potential.

To summarize our point of view about the role of the double
layer structure for the Butler-Volmer equation: when the assump-
tions of the reduced model are appropriate, i.e. the double layer is
asymptotically in quasi-equilibrium, then the Butler-Volmer equa-
tion (33) already gives an exact description of the situation at the
reaction plane and we can not get better by “correcting” the bulk
values according to any kind of assumed double-layer structure.
On the other hand, if the scaling that was used in the asymp-
totic analysis is not appropriate, then the Butler-Volmer equation
should not be used at all but instead the complete model of Ref.20

in combination with the original constitutive laws (15a) for the
reactions at the surface.
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