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ABSTRACT 9 

 The aim of present study is to investigate the combination of Fourier transform infrared (FT-IR) 10 

spectroscopy with pattern recognition to recognize the standard saffron from those which have 11 

been adulterated with various types of food colorants. Transmittance FT-IR spectra have been 12 

obtained for standard saffron and six mixed samples with food colorants including Tartrazine, 13 

Sunset yellow, Azorubine, Quinoline-yellow, Allura red and Sudan II. Genetic algorithm –linear 14 

discriminant analysis (GA-LDA) based on clustering of variable concept has been applied to 15 

transmittance FT-IR spectra for classification of standard saffron from fraud ones. Analysis of 16 

the selected clusters of variables indicates that three regions band corresponding to 1800-1830 , 17 

2600-2900 and 3700-3850 cm
-1
 are responsible for differentiation of standard samples from their 18 

fraud ones. Regression analysis has been introduced in order to have information related to 19 

amount of food colorant. Combination of FT-IR and clustering of variable concept resulted in the 20 

best performances for calibration and external test set with 100% sensitivity and specificity. 21 
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1. Introduction  27 

Food quality control (authenticity) is one of the increasingly important and sometimes vital 28 

subjects for consumers, regulatory agencies, and food industry. One of the main characteristics 29 

of authentication is to find a way for finding those economically motivated adulteration in food 30 

products which usually are more readily available and less expensive substitute. However their 31 

identifications are very difficult by routine analytical methodologies
1
. Meanwhile fraud detection 32 

by routine analytical methodologies is usually time-consuming.  33 

 Saffron has long been used as a coloring and flavoring agent in food. It is also known for 34 

a wide range of health benefits 
2, 3

. It consists of dried stigmas of the cultivated species Crocus 35 

sativus L. On the other hand, saffron is one the most expensive species in food industry. In 36 

addition, this product is just produced in a few countries such as Iran and Spain. These two 37 

factors cause that the saffron can be good candidate for adulteration conducted for economic gain 38 

and has been subjected to various types of adulteration over the centuries 
4, 5

. A good review of 39 

the different types of saffron adulteration has been collected by Consonni and their coworkers 
6
. 40 

As they mentioned, different spectroscopic (UV-Vis) and several chromatographic methods have 41 

been used for saffron adulterations, however, each method has its limitation. 42 

 Food colorant like Azorubine, Quinoline, Sunset yellow, Sudan II, Allura red and 43 

Tartrazine are another area for authentication of saffron samples. Regardless of the experimental 44 

practice and design, the detection of food colorant frauds in saffron is a challenging task since 45 

changes in physical and color properties are not always easily identifiable. FT-IR spectroscopy is 46 

a simple analytical technique largely applied for its rapidity and reproducibility in food fraud 47 

detection
7
. Another characteristic of FT-IR spectroscopy is the potential for high-throughput 48 
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analysis with minimal sample pretreatment
8, 9

. Transmittance FT-IR spectroscopy based 49 

fingerprinting may identify the differences that often exist between authentic samples from 50 

normal products ones. As an example, Fourier-transform mid-infrared (FT-MIR) spectroscopy 51 

has been recently used to investigate how the typical Fourier-transform mid-infrared (FT-MIR) 52 

spectrum of saffron changes as a result of storage under different conditions 
10
. However the FT-53 

IR spectra of samples have owned complexity and limitations for analysis. For example a FT-IR 54 

spectrum, usually consists of hundreds or even thousands of measurements or channels, 55 

containing information for a classification. Almost these measurements contain the redundant or 56 

irrelevant information. Therefore, powerful methods should be used to extract the fingerprint of 57 

the analytes or properties from the total signal. 58 

 Due to high similarities between transmittance FT-IR spectra of samples, it is impossible 59 

to discriminate them using visual inspection of their spectra. This problem encouraged us to 60 

apply powerful multivariate pattern recognition for analysis of such data set
7
. On the other hand 61 

transmittance FT-IR spectra have high throughput out for each samples, this subject led to create 62 

small sample size problem (the ratio of variable to sample is high) for pattern recognition 63 

analysis method. In this condition, the classification methods such as LDA have a tendency to 64 

show over-fitting result 
11
. This subject can be solved using clustering of variable concept for 65 

transmittance FT-IR spectra before LDA analysis. Finally, most of the wavenumbers are 66 

irrelevant to class distinction and should be discarded or removed. The current study presents an 67 

approach to discriminate adulterations in saffron by means of transmittance FT-IR and pattern 68 

recognition method. The efficiency of new pattern recognition algorithm 
11
 which has been 69 

worked by clustering of variable is demonstrated in the present study. GA-LDA based on self- 70 
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organizing map (SOM) approach is based on combination of data dimension reduction and 71 

variable selection algorithms. Besides, the obtained results have been compared with partial least 72 

square – discriminant analysis (PLS-DA) as a conventional pattern recognition method. Different 73 

studies related to chemical composition and geographic origin has been done in saffron study
12-

74 

14
. To the best of our knowledge, there are no published reports providing information about 75 

discrimination and quantification of standard saffron samples from food colorant adulteration 76 

using FT-IR spectroscopy. 77 

2. Materials and methods 78 

2.1. Preparation of fraud saffron samples  79 

Stigma (without styles attached) of pure Iranian saffron have been collected from flowers of 80 

Torbat Heydareyeh farms (harvest 2014) in the Khorasan Razavi province. All of the standard 81 

saffron samples and food colorant, were finely ground in a mortar. In order to create the 82 

adulterated (synthetic data set) saffron samples, artificial spurious mixtures containing 0.5% up 83 

to 30.0% (w/w) of food colorant adulterant were prepared. Overall, 20 mixtures with different 84 

amount of food colorant were used for each adulterant and thus seven classes were defined, 85 

including the standard and authentic saffron samples. The chemical structures and their FT-IR 86 

spectra of six food colorant can be found in Figures (S1) and (S2) from supplementary section. 87 

As we can see from Figure (S2) the FT-IR spectral data of food colorants are very similar and 88 

fraud kind detection is not so straightforward. On the other hand, the spectral look similar but 89 

they have shown some differences (the height and area of the peaks are different) when 90 

compared in details, because different quantity of food colorant is added to each sample. In other 91 

words the differences exist in the intensity of spectra not in the shape. 92 
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Saffron can be considered as a complex compound, so its FT-IR (transmittance or 93 

absorbance) spectrum shows extensive overlap of various compounds. The FT-IR spectra of 94 

representative saffron sample from the investigated ones are shown in Figure 2a. As it has been 95 

reported in the literature 
14-18

 the broad peak which has been centered around 3400 cm
-1
 is due to 96 

hydroxyl (–OH) groups. The spectral region related to 3000–2830 cm
-1
 presents two peaks (2929 97 

and 2851 cm
-1
) which correspond to C–H stretching 

19, 20
. Moreover the spectral region 1800–98 

1500 cm
-1
 is the characteristic groups region. The carbonyl (–C=O) group (esters, ketones, 99 

aldehydes), the non-removed water and the aromatic ring absorb in this region 
19, 20

. The region 100 

1500–800 cm
-1
 is the ‘fingerprint region’. The peaks in this region are associated with the 101 

skeletal vibrations of the components and have been attributed to –CH2–, CH3–, –OH, C–C, C–102 

O, C–O–C groups 
17, 18

. Particularly, the 1200–800 cm
-1
 spectral region has been correlated with 103 

the presence of sugars and polysaccharides 
21
. 104 

2.2. Transmittance spectral measurements 105 

Fourier transform infrared (FT-IR) spectra have been recorded on a Bruker Vector22 106 

spectrometer, operating in the region 4000-400 cm
-1 
in the transmittance mode. A total of 16 107 

scans with 4 cm
-1
 resolution were acquired for each spectrum. For FT-IR transmittance 108 

measurements, all samples were mixed with KBr (suitable ratio (w/w)) and homogenized. This 109 

mixture for each synthetic sample was then compressed under a pressure of ca. 200 MPa for 1 110 

min to form a thin KBr disc. Also the spectrum of a clean KBr disc (without saffron) was used 111 

for background subtraction. It is worthy to mention that the time required for the preparation of 112 

KBr pellet for each sample is approximately 5 minutes and totally 10 minutes with scanning the 113 

wavenumber. So that in comparison with other methods for example HPLC, ELISA ... this one is 114 
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simple, economical and very low time consuming approach. The spectrometer was located in an 115 

air-conditioned room (25 
0
C). The spectra were stored using the OPUS software supplied from 116 

the same manufacturer. 117 

2.3. Multivariate data analysis 118 

 Principal Components Analysis (PCA) and GA-LDA based on SOM have been performed with 119 

auto scaling as preprocessing algorithm. The basic idea behind the PCA is to visualize the data in 120 

the low dimensional space. For this purpose, PCA transform the data from a high dimensional 121 

space onto lower dimensional ones, without losing much information. The principal components 122 

are constructed in such a way that the first explains most of the data variance; the second is 123 

orthogonal to the first and describes most of the variance not explained by the first PC, and so 124 

on. Finally, samples are distributed in this low space (two and three) based on their similarities.  125 

2.4 Linear discriminant analysis 126 

Among traditional classifiers algorithms, linear discriminant analysis is probably the most known 127 

method 
22
. The method can be considered as the probabilistic parametric classification technique 128 

which separates the objects into classes by maximizing the between-class variance and 129 

minimizing the within-class variance. Furthermore LDA makes the assumption that the classes 130 

have identical covariance matrices and fits a multivariate normal density to each group with a 131 

pooled estimate of the covariance. Because a pooled covariance matrix is calculated, the number 132 

of objects must be significantly greater than the number of variables. In other word, when the 133 

class object sizes are small compared to the dimension of the measurement space (the number of 134 

variables), the inversion of covariance matrices became difficult 
23
. Also in the case of highly 135 
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correlated variables the, i.e. in presence of multicollinearty, discriminant analysis led to over 136 

fitting results. 137 

2.5. Partial least square –discriminant analysis 138 

Partial least square –discriminant analysis (PLS-DA) can be considered an extension form of 139 

LDA algorithm which uses the latent variables for predicting one (or several) binary responses(s) 140 

y from a set of variables in D 
23
. Similar to PLS regression, PLS-DA performs a dimension 141 

reduction; however the extracted scores are used to discriminate the calibration and prediction 142 

samples. Thus, PLS-DA needs the class-variable of the objects and extracted scores not only 143 

retain the maximal variances of the original variables but also are correlated with the class-144 

variable.  145 

 2.6. Kohonen self-organizing map (SOM) 146 

A Kohonen self- organizing map (SOM) is a two dimensional array of neurons, which each 147 

neuron containing a weight vector that has the same dimension as the experimental variable data 148 

set. A SOM is trained to reflect as much as possible the relationship between individual pieces of 149 

data. There are able to map multidimensional information into a surface (the 2D array). Similarly 150 

to principal component analysis, SOM reduces multidimensional information to two dimensions 151 

with maintaining the topology of information. However, in contrast to PCA, SOM has 152 

advantages to use the nonlinear relationship between variables in data matrix. Figure 1 shows the 153 

structural design of a Kohonen network. Each column in the grid map represents a neuron and 154 

each box in such a column represents a weight (a number). In this case, the objects are the 155 

samples and the variables are wavenumber. Before the starting training, the weights take the 156 

random values. It should be noted that the learning is a competitive and iterative process. This 157 

step includes the adjustment of the weight during the training phase. The procedure of SOM can 158 
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be summarized as follow. (1) A variable from training set is introduced to the network (2) The 159 

neuron which its weight vector is the most similar (determined using the Euclidean distance) to 160 

the input variable is called the wining neuron or the best matching unit (BMU). (3) The weights 161 

of winning neuron modifies by network to become much more similar to the input variables. (4) 162 

With the same aim, neighborhood neurons are also corrected. However the amounts of these 163 

corrections depend on their distance from the winning neuron. (5) All these steps repeat 164 

iteratively to reach a predefined number of cycles (epoch) finally and then the process stops. 165 

Finally, when the entire wavenumber are entered in the Kohonen network and the process is 166 

completed, similar input (in our case similar spectral information) vectors are clustered based on 167 

their similarities 
11
. 168 

2.7. Description of GA-LDA based on SOM 169 

Almost chemical data which has been obtained from laboratory have many variables in 170 

comparison with samples. For analysis (multivariate calibration and classification) of such data 171 

sets, we should careful about over fitting problem. Suppose we have a data matrix (D) with m 172 

rows (the samples) and n columns (the wavenumbers).  The proposed algorithm can be 173 

illustrated using the subsequent steps: 174 

1- In the first part, the whole wavenumbers has been divided in q cluster using Kohonen 175 

self-organizing map (SOM). Clustering of wavenumbers into different sub-matrix (Di) 176 

has been performed according to their similarities in information. 177 

               (1) 178 

2- Afterward, in order to obtain the principal components and loadings of each sub-matrix,           179 

PCA can be applied in each sub-matrix (Di) separately. 180 
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 181 

 182 

The matrices Ti and Pi are the principal components and loadings of the each sub-matrix 183 

(Di) respectively. The superscript “T” indicates the matrix transpose notation. 184 

3-  Substitution the equation (2) into equation (1) gives the reduced data set (Dr) : 185 

 186 

Obviously the column of this reduced data set, Dr, consists of all the obtained PCs from 187 

different clusters. So that, the dimensions of Dr is (m × r), where m is the number of 188 

samples and r is the total number of principal components obtained from previous step. 189 

Equation (3) indicates that one can be able to separate the PCs and loadings of different 190 

clusters. By this approach, three main purposes have been obtained. The first one is that 191 

the most information of original data matrix has been maintained. The second one, which 192 

is the most important for LDA analysis, is that the dimension of data has been reduced. 193 

Lastly, the information in the PCs of original data set has been divided into different, 194 

useful and redundant, parts. 195 

4- Finally the LDA classifier has been applied, on the reduced data set (Dr) and the 196 

classification score for training sample (xi) is defined as: 197 

 198 

 199 

The                ,is the inverse of class covariance matrix ,     is the mean vector of class k. 200 

It should be noted again that, for ill-condition situation, the number of wavenumbers is 201 

higher than the number of objects, the estimations of the class covariance matrix become 202 

highly uncertain, which is not true in our case. 203 
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5-  The reduced data (Dru), for prediction step 
11
, can be constructed as: 204 

 205 

The superscript ‘
+
’ represents the matrix pseudo-inversion. 206 

 207 

Two important subjects must be considered in the mentioned algorithm. The first one is the type 208 

of clustering algorithms and the second ones is the cluster size (q). Recently we have shown that 209 

non-linear clustering such as Kohonen SOM has superiority respect to other clustering 210 

algorithms for regression modeling 
24
.   The cluster size (q) should be optimized by trial and 211 

errors such that all classification models have been performed on the any network size and the 212 

obtained results have been compared for their prediction abilities. The performance evaluation of 213 

the each cluster size from LDA classification models has been used based on Not-Error Rate 214 

(NER) values, evaluated both on cross-validation groups and external test samples. The 215 

validation of the presented classification models is based on leave many out (LMO) cross-216 

validation (1/5 being excluded during each run). 217 

 As it is noted previously, the PCs of different cluster and corresponding loadings contain the 218 

useful and redundant one for classification. Our effort is to get rid of second ones which reduces 219 

the calibration and prediction efficiency of our models. On the other hands the useful PCs which 220 

can be improve the classification model should be extract. This can be done by applying the PC 221 

selection algorithm such as genetic algorithm (GA) on the reduced data set (Dr). For any network 222 

size of SOM, the classification models have been constructed based on selected PCs and 223 

statistical parameter have been used to compare the network sizes. Variable selection algorithm 224 

(GA) used in this paper is described by Leardi et.al, 
25
 in PLS regression, except that in the 225 

proposed algorithm, GAs are coupled directly with LDA to improve the power of the 226 

Page 10 of 31RSC Advances

R
S

C
A

dv
an

ce
s

A
cc

ep
te

d
M

an
us

cr
ip

t



11 

 

classification algorithm. The selection of variables is performed by repeating GAs, t times and 227 

then including the variables on the basis of the frequencies of selection.  228 

2.8. Clustering of variable –PLS regression 229 

Recently we have introduced a new strategy for variable selection in PLS regression using 230 

clustering of variable concept 
26
. This algorithm which we called it clustering of variable –partial 231 

least square, CLoVA-PLS, consists of two steps. Like the first step of GA-LDA based SOM 232 

(Eq.1), in this algorithm whole spectral region has been divided into some clusters based on their 233 

similarities using Kohonen self -organizing map. As we mentioned in section (2.7) the number of 234 

clusters can be varied from 1 to the number of variables. For example if one set the number of 235 

cluster size (q) to 1 , all the variables contribute in model building and can be considered as the 236 

conventional PLS . In practice, the number of clusters size can be optimized by gradually 237 

increasing the cluster size (q) and followed the statistical parameter to find a model with the 238 

satisfied result. In other word, for each cluster size, in order to find the most useful cluster of 239 

variable, all of the produced sub-matrix (clusters) has been investigated using PLS regression 240 

separately. The statistical parameters, usually RMSCV and RMSEP, of constructed model from 241 

each cluster, are used to judgment for selecting the informative one(s). It is worthy to mention 242 

that, calibration samples are responsible for training and select the useful variables, while test 243 

samples have never used during the optimization stage and there subsequently predicted by 244 

means of the models optimized in the training samples. For more details about this algorithm, the 245 

interested readers can refer to our previous publications 
26
. 246 

 Data analysis has been performed in a MATLAB environment (MathWorks, Inc., 247 

Natick, MA, USA, version 7.2). GA-LDA is based on GA-PLS of Leardi which is modified for 248 

classification problem. The LDA classification and Kohonen self-organizing map toolboxes 249 
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provided by Ballabio were downloaded for free from the website of Milano Chemometrics and 250 

QSAR research group (http://michem.disat.unimib.it/chm/download/kohoneninfo.htm). PLS 251 

calibrations were based on the PLS Toolbox version 4 from Eigenvector Research 252 

3. Result and discussion 253 

The transmittance FT-IR spectra of all studied saffron samples (standard and fraud ones) have 254 

been collected in a data matrix D of the dimension of (ns× nw), where ns and nw are the number of 255 

sample and wavenumber respectively. Thus, each row of D (di) is the transmittance FT-IR 256 

spectrum of a specified sample. Since we have obtained 20 spectra for each kind of saffron 257 

adulteration size ns is considered 140. The ability of transmittance FT-IR spectroscopy in 258 

combination with multivariate pattern recognition for discrimination between standard and fraud 259 

saffron samples have been investigated. Data matrix (D) has been divided into the calibration 260 

and prediction sets by the DUPLEX algorithm
27
.  Summary DUPLEX algorithm is start as 261 

follows: first the two points which are furthest away from each other are selected for the 262 

calibration set; from the remaining points, the two objects which are furthest away from each 263 

other are included in the prediction set; then the remaining point which is furthest away from the 264 

two previously selected for the calibration set is included in the calibration set. The procedure is 265 

repeated for the test set which is furthest from the existing points in that set. In conclusion, points 266 

representing both training and test sets were distributed uniformly within the whole space which 267 

is constructed via the entire dataset. Based on DUPLEX strategy, one can assure that the 268 

composition of the training set and the test set is representative, at the same time the imbalance 269 

of the two datasets is avoided.  270 

In our case 98 samples have been included in the training and the remaining 42 samples 271 

have been selected as test. The transmittance FT-IR spectra of the standard saffron samples and 272 
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fraud ones are represented in Figure 2. As it is evidence from these figures they are very similar 273 

spectra to each other; so that visual inspection of the spectra is impossible. The major bands in 274 

the typical FT-IR spectra of saffron samples can be found in Table S1 from supporting 275 

information. Consider that saffron is a complex mixture of different chemical compounds so that 276 

it is difficult to assign all of the bands directly to specific constituents. On the other hand, since 277 

our goal was to identify wavenumber region(s) with high effect on discrimination of standard 278 

saffron from fraud ones, we investigated all spectral region(s) in the infrared data using LDA 279 

based on clustering of variable concept.  280 

3.1 PCA overview of transmittance FT-IR data 281 

To get an overview of the saffron data set, PCA has been applied to the extracted the meaningful 282 

PC’s. The results of application of PCA on the transmittance spectral data matrix of whole 283 

samples set are given in Table S2 from supplementary section. Different strategies exist for 284 

adequate PC selection in the literature 
28
. Therefore, in this table, the Eigen value, percent of 285 

variances in the data matrix is explained by each PC and the cumulative percent of variances 286 

(CPV) are reported. The first five principal components could explain, 98.45% of variance in 287 

data set. In the other words, 42 saffron (standard and fraud) samples can be visualized in four 288 

principal components instead of 1868 dimension wavenumbers. A plot of the first two principal 289 

component scores for auto scaled data, which are corresponding to 94.92% of the original 290 

variance, is shown in Figure 3. Due to high similarity between the transmittance FT-IR spectra of 291 

the saffron samples (standard and different fraud ones) there is no evidence of discrimination 292 

between seven classes along the first two principal components. Because, most of the 293 

wavenumber are unrelated to class of our samples, more extraction of PCs is not useful. 294 
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Although PCA is the powerful and versatile method, it just uses transmittance data matrix and 295 

consequently gives some overview of complex multivariate data 296 

3.2. GA-LDA based on SOM: combining data dimension reduction and classification 297 

The transmittance FT-IR spectra of saffron samples data matrix is composed of 1868 variables 298 

(wavenumber). Definitely, not all parts of the presented wavenumber have useful information 299 

about the class information of samples. In the first step of GA-LDA based on SOM, Kohonen 300 

SOM is applied to cluster wavenumber based on their similarity. Different clustering algorithms 301 

can be used in this step, but we have shown that Kohonen SOM has superiority respect to other 302 

clustering algorithm
24
.  303 

One of the important parameters of Kohonen SOM which should be optimized is the 304 

number of Kohonen sizes (nodes). Each n-node Kohonen SOM model leads to (n × n) cluster of 305 

variables. Therefore, the number of clusters (q) produced by each Kohonen map model is equal 306 

to n
2
. The wavenumber which is located in each cluster are considered as one cluster of variables 307 

has similar information. In order to characterize the obtained result of Kohonen map, each cluster 308 

can be Nomenclature as Si,j, where i and j are row and columns of clusters, respectively. Seven 309 

Kohonen SOM networks from the node sizes of 2×2 to 8×8 have been checked. Figure (S3) from 310 

supporting information shows the distribution of wavenumbers in the (4×4) Kohonen SOM 311 

network. In spite of other interval based pattern recognition methods 
7
 which divide the variables 312 

equally, in clustering of variable strategy each cluster includes different numbers of variable.  313 

This is clearly identified in Figure (S3). As it is shown from this figure clusters S2,1, S1,2 ,S1,3 and 314 

S4,3  contain a high number of wavenumbers and some of them, such as S3,2 ,S4,2 and S3,4 , have 315 

low number of wavenumbers. This is due to fact that the variables have been cluster based on 316 
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their similarities (similar information).  In the next stage, the meaningful PCs and corresponding 317 

loadings of each cluster are extracted by applying the PCA on each cluster separately.  Extracted 318 

PC of whole clusters builds a new data matrix (Dr , step 3 of GA-LDA based SOM theory) which 319 

their columns are significant principal components retained from produced clusters. In other 320 

words the columns of original data matrix (wavenumbers) have been replaced with principal 321 

components which are extracted from different clusters. This procedure has been done for all 322 

Kohonen network sizes. This new data set (Dr) along with LDA algorithm, have been used to 323 

constructions the classification algorithms using linear relation by genetic algorithm PC 324 

selection.  Table 1 lists the statistical classification parameters of the models obtained from 325 

different number of clusters through Kohonen SOM method. This table includes the number of 326 

total PCs which are extracted from the clusters (NEPC) and the number of selected PCs in the final 327 

LDA model (NSPC) using genetic algorithm. The statistical parameters (NERcal, NERval and 328 

NERpre) obtained from different GA-LDA based SOM models for saffron discrimination has 329 

been shown in the last three columns of Table 1. Now the question is that which of them is the 330 

best model? We had a complete discussion in our previous publication related to best model 331 

selection 
11
. In summary both calibration and prediction results should be considered for 332 

optimum model selections. Based on the obtained result in Table 1, it is evident that the number 333 

of extracted PCs is increased (from 30 to 86) when the number of clusters or Kohonen nodes is 334 

increased (from 4 to 64). However, the number of selected PCs in the LDA analysis remains 335 

relatively constant (3 to 4) and are independent of the number of clusters. The Not Error Rate 336 

(NER) of calibration, validation and prediction statistics shown in Table I reveal that GA-LDA 337 

model obtained from Kohonen nodes q=4, (16 cluster ) is the optimum one for both calibration 338 

and prediction classification ability. This 16-cluster GA-LDA model which uses three PCs out of 339 
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64 extracted PCs, has very high degree of correctly assigned sample (NER) 1.000, 1.000 and 340 

1.000 for calibration, cross-validation and prediction, respectively. The same conclusion can be 341 

achieved by looking at Table II. According to the results presented in this table, GA-LDA of 342 

network size 4 has higher values of sensitivity, sensitivity describes the model ability to correctly 343 

recognize objects belonging to g
th
 class, and specificity for both cross-validation and test set 344 

samples than other network sizes. 345 

The clusters and their selected PCs used in the GA-LDA based on SOM modeling of Saffron 346 

data are presented in Table III. Figure S3 reveals that the first segment (S1,2) is located at the top-347 

left, and S4,1 is located at the down left  corner of the distribution plane of the wavenumbers. 348 

Interestingly, selected PCs cluster S4,1 of variables do not have the highest variable and they are 349 

chosen based on their correlations with the class information.  The selected PCs are 350 

representative of the wavenumbers that appeared in these clusters. These wavenumbers have 351 

spectral information that is more correlated with class information. To know which subset of 352 

wavenumbers are more useful for classification of the saffron samples from adulteration ones, 353 

the corresponding loadings of the selected PCs have been searched for variables (wavenumbers) 354 

of the highest loading values and those detected are shown in the last column of Table III. It 355 

should be noted that GA-LDA based on SOM does not build classification model based on the 356 

selected wavenumbers and uses all wavenumbers of the selected clusters for model building. 357 

However, it has the ability to identify the most important ones. 358 

Selected wavenumbers region have been shown in Figure 4. As we can see from this 359 

figure the wavenumber 1800-1830, 2600-2900 and 3700-3850 cm
-1
 corresponding to C=O 360 

stretching of aldehyde and ketone, stretching H-acidic and –OH phenolic can be proposed for 361 

food colorant adulteration detection. Finally, the discriminant function plot (DF1) of Kohonen 362 
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network size q = 4 is given in Figure 5. As it is evident, a clear separation between samples from 363 

the LDA plot of this cluster size is observed. That is, the selected wavenumbers in Figure 4 has 364 

high efficiency related to detection of adulteration in saffron samples. Moreover the statistical 365 

parameter of PLS-DA has been reported in the last row of Table II. As we can see the PLS-DA 366 

analysis (Figure (S4)) also led to promising result but three main purposes have been obtained 367 

using proposed algorithm. The first one is that the most information of original data matrix has 368 

been maintained. The second one, which is the most important, is that the dimension of data has 369 

been reduced. Lastly, the information in the PCs of original data set has been divided into 370 

different parts. Moreover with this strategy the small sample size problem of LDA classifier can 371 

be solved. 372 

  373 

3.3 Regression analysis based on clustering of variable concept 374 

Finally, in order to have the information related to amount of food colorants in saffron samples, 375 

regression analysis has been introduced. Since the absorbance spectra has the linear relation with 376 

concentration (Beer’s law), the absorbance spectral data of infrared has been used for regression 377 

propose.  Figure (S5) shows the absorbance spectral data of saffron samples which has been 378 

contaminate with different amount of food colorants.  Here, seven SOM network sizes (2-8) have 379 

been examined. The maximum latent variables were set to 10, and the optimum number of latent 380 

variables was obtained by five-fold cross validation. In accordance with the results of Table (IV), 381 

cluster S4,4 from Kohonen network size q=4 has lower error especially for prediction step and 382 

can been considered as the most informative ones. This cluster possesses root mean square errors 383 

of 0.084, 0.112 and 0.087 for calibration, cross-validation and prediction, respectively. In other 384 

word, the variables of this cluster are more informative than the full spectral data for regression 385 
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model. Finally we found that the obtained prediction error of this cluster decreases (13.8%) in 386 

comparison with conventional PLS regression.  387 

4. Conclusion 388 

In the present study, the application of clustering of variable concept combined with 389 

transmittance FT-IR spectra has been used in the quality control of standard saffron samples 390 

from food colorant adulteration.  The effect of six typical and well known food colorant 391 

(Tartrazine, Sunset yellow, Azorubine, Quinoline-yellow, Allura red and Sudan II) have been 392 

investigated. Powerful pattern recognition as a useful alternative way, instead of more complex 393 

analytical tools for the detection of adulteration can been proposed. Moreover the analysis of 394 

such “high correlated” dataset has been introduced for quality control diagnosis and food 395 

chemistry using proposed method.  The obtained results demonstrate that it is possible to split the 396 

information in transmittance FT-IR spectra into informative and redundant ones and used the 397 

first ones.  398 
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 503 

Figure legend: 504 

Figure 1. Architecture of a Kohonen self-organizing map or Kohonen network 505 

Figure 2. Transmittance FT-IR spectra of the saffron samples used in this study: (a) Standard saffron (b) 506 

Azorubine (c) Quinoline yellow (d) Allura red (e) Sudan (II) (f) Sunset yellow (g) Tartrazine (h) 507 

Extended multiplicative scatter correction preprocessed saffron data set. 508 

Figure 3. Distribution pattern of the saffron samples in the PCA factor spaces of their transmittance FTIR 509 

spectra for extended multiplicative scatter correction. 510 

Figure 4. Selection the important variables using GA-LDA based dimension reduction for discrimination 511 

of saffron samples 512 

Figure 5. Classification using GA-LDA based on dimension reduction technique for adulteration in 513 

saffron data set. The circles and asterisks have been used to show the calibration and prediction 514 

samples respectively. 515 

 516 
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 575 

Table 1. Statistical parameters of the GA-LDA based dimension reduction models obtained from 576 

different clusters (nodes of the Kohonen network): Transmittance FT-IR of saffron data set 577 

 578 

 579 

 580 

 581 

 582 

 583 

a
 Number of the extracted PCs from all clusters. 584 

b
 Number of selected PC. 585 

c 
Not error rate based on leave many out cross validation for calibration set 586 

d
 Not error rate based on leave many out cross validation for validation set 587 

e
 Not error rate based on leave many out cross validation for prediction set 588 

 589 

 590 

 591 

 592 

 593 

 594 

Number of segments 

(Kohonen nodes) 

NEPC
a
 NSPC

b
 NERcal

c
 NEval

d
 NERpre

e
 

4 (2×2) 30 2 0.94 0.84 0.80 

9 (3×3) 41 3 1.00 0.86 0.85 

16 (4×4) 64 3 1.00 1.00 1.00 

25 (5×5) 70 3 1.00 0.93 0.92 

36 (6×6) 75 3 1.00 0.87 0.85 

49 (7×7) 80 4 0.98 0.84 0.80 

64 (8×8) 86 4 0.97 0.82 0.75 

PLS-DA model --- 4 1.00 0.93 0.91 
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 595 

 596 

Table II. Sensitivity (Sn)
a
 and specificity (Sp)

b
 achieved by different cluster size for proposed algorithm. 597 

 598 

 (2×2) (3×3) (4×4) (5×5) (6×6) (7×7) (8×8) 

CV
c
 Test  CV Test CV Test CV Test CV Test CV Test CV Test 

Specificity 0.85 0.75 0.87 0.79 1.0 1.0 0.91 0.85 0.88 0.80 0.85 0.75 0.82 0.70 

Sensitivity 0.86 0.85 0.90 0.88 1.0 1.0 0.95 0.93 0.93 0.88 0.86 0.85 0.80 0.75 
a
Class sensitivity (Sn) describes the model ability to correctly recognize samples belonging to the g

th
 class, 599 

i.e. if all the samples belonging to g are correctly assigned, Sn is equal to 1.  600 

b
Class specificity (Sp) describes the model ability to reject samples of all the other classes from class g

th
, 601 

i.e. if samples not belonging to g are never assigned to g, Sp is equal to 1. 602 

C
 Cross validation 603 

 604 

 605 

 606 

 607 

 608 

 609 

 610 

 611 

 612 

Page 28 of 31RSC Advances

R
S

C
A

dv
an

ce
s

A
cc

ep
te

d
M

an
us

cr
ip

t



29 

 

 613 

 614 

Table III. The Analysis of the clusters used in the 16-cluster GA-LDA based SOM model of 615 

saffron data set considering the number of wavelengths in the clusters (NW), number of extracted 616 

and selected PCs (NEPC and NSPC, respectively) and the selected wavenumbers of the highest 617 

loading value (SW) 618 

 619 

Cluster NW NEPC NSPC Selected PC
a SW (cm

-1
) 

S1,2 161 5 1 PC1 1800-1830 

S4,1 160 5 2 PC1-PC2 3700-3850-2600-2900 

a
 The subscript numbers denotes the order of PCs with respect to the variance explained of their 620 

corresponding sub-matrix 621 

 622 

 623 

 624 

 625 

 626 

 627 

 628 

 629 

 630 
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 631 

 632 

Table IV. Statistical parameter of the optimum cluster of network size (q=4) in CLoVA – PLS 633 

regression and conventional PLS for food colorant adulteration 634 

 635 

 636 

a
 Number of wavenumber  637 

 638 

 639 

 640 

Regression model Nw
a
 R

2
C RMSC RMSCV R

2
P RMSEP 

CLoVA-PLS (s4,4 of network 

size q=4) 

141 0.928 0.084 0.112 0.926 0.087 

PLS 1868 0.875 0.111 0.135 0.844 0.101 
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