
 

 

 

Control of co-existing phases and charge transport in a 
nanostructured  manganite film by field effect with an 

electric double layer as the gate dielectric 
 

 

Journal: RSC Advances 

Manuscript ID: RA-ART-05-2015-009081.R1 

Article Type: Paper 

Date Submitted by the Author: 09-Jun-2015 

Complete List of Authors: NATH, RAJIB; S. N. Bose National Centre for Basic Sciences, Condensed 

Matter Physics & Material Sciences 

Raychaudhuri, Arup; S. N. Bose National Centre for Basic Sciences,, 

Condensed Matter Physics & Material Sciences 

  

 

 

RSC Advances



Control of co-existing phases and charge transport in a nanostruc-

tured manganite film by field effect with an electric double layer as

the gate dielectric

Rajib Nath,∗a and A. K. Raychaudhuria

Received Xth XXXXXXXXXX 20XX, Accepted Xth XXXXXXXXX 20XX

First published on the web Xth XXXXXXXXXX 200X

DOI: 10.1039/b000000x

We report a bipolar control of co-existing phases in a nanostructured film of manganite La0.85Ca0.15MnO3, using an applied gate

bias in a field effect (FE) device configuration. Low hole-doped manganite La0.85Ca0.15MnO3 shows the co-existence of different

electronic phases and a ferromagnetic insulating (FMI) state at low temperatures. The FE device with manganite as the channel

uses an electric double layer (EDL) as the gate dielectric which can induce large charge density (≥1013cm−2) in the channel

when a moderate gate bias is applied. The nanostructured nature of the manganite film enhances the field effect by controlling

transport within the nano-grain as well as by controlling the depletion layer and the potential barrier at the grain boundaries. We

observed a large modulation in the resistance of the film ∼ ±40% at room temperature for a moderate gate bias (VG) of ±4V,

which increased to ∼ ± 100% at 100K. The field-effect-induced charges alter the relative fraction of the co-existing phases as

well as the characteristic temperatures such as the orthorhombic-orthorhombic (O−O′) transition temperature, ferromagnetic

transition temperature, and the onset temperature of the low temperature FMI state. The change in the relative fraction of the

phases was found to have an exponential dependence on the gate bias. By using the shift in the temperature of the O−O′

transition with gate bias as a reference, we could establish that the change in hole concentration, brought about by the field effect,

closely mimics (quantitatively) the change brought about by chemical substitution, including the change in the activation energy

of transport in the paramagnetic insulating region.

1 Introduction

Control of electronic phases and electrical transport in a

strongly correlated oxide film by field effect (FE) using a gate

with an electric double layer (EDL) is a topic of considerable

current interest1–4. The electrolyte used as a gate dielectric

forms an EDL at the solid-electrolyte interface, which in turn

leads to a large specific gate capacitance that can induce sub-

stantial surface charge density (≥1013/cm2) for a moderate

applied gate bias5–7. This induced surface charge density is

orders of magnitude larger than that induced by conventional

oxide gate insulators such as SiO2, SrTiO3 for the same bias.

Thus, the large induced surface charge density can control the

electrical transport of strongly correlated oxides (such as tran-

sition metal perovskites), which depends on the carrier den-

sity and often with co-existing electronic phases with differing

electrical resistivities, as in hole-doped manganites. The na-

tive carrier density is very high in the case of transition metal

oxides. The induced charge/carrier density by FE with a gate

dielectric should be large to produce any observable modu-

lation in these oxides. The large modulation in carrier den-
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sity can be achieved using an EDL dielectric. Modulation of

the carrier density by FE with a gate dielectric containing an

electrolyte or ionic liquid gives rise to various interesting phe-

nomena such as metal-insulator transition8,9, superconductiv-

ity1,10 and control of conduction at the grain boundary (GB)

region in a functional perovskite11. The advantage of FE-

induced carrier modulation is that it overcomes the collateral

problem of disorder that accompanies carrier modulation by

chemical substitution.

In this paper, we show that nanoscopic control of co-existing

phases (and through it, control of electronic transport) can be

obtained in nanostructured films of functional oxides, such

as hole-doped manganites, using an EDL-FET device struc-

ture. The control can be bipolar in nature with a positive

(negative) gate bias depleting (enhancing) the hole density.

We show that the change in the hole density closely mim-

ics the changes that can be brought about by chemical sub-

stitution, including structure-related transitions such as the

orthorhombic-orthorhombic (O−O′) transition seen in man-

ganites. In this report, we bring out the role of gate-bias con-

trolled transport through the grain boundary (GB) region in

nanostructured manganite films. The role of the GB in con-

trolling charge transport in manganites is well established,
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particularly in the context of its contribution to magnetore-

sistance12. In nanostructured manganites, GB transport takes

place across the GB potential barrier by tunneling13–16. How-

ever, the control of GB barriers by field effect through an ap-

plied gate bias has not been adequately addressed in nanos-

tructured manganites. In this paper, we address this issue. We

show that the control of GB transport by an applied gate bias

occurs in tandem with control of transport within the grain

by FE. This in turn leads to substantial control over the co-

existing phases. The control of GB transport by FE, though

done in the specific context of manganites, can be expected to

have a more general application in GB-controlled transport in

many nanostructured oxide films.

The work was carried out in a nanostructured film of low-hole-

doped manganite (La1−xCaxMnO3) with x ∼0.15 grown on a

SiO2/Si substrate. We have chosen the SiO2/Si substrate to

make the film nanostructured. In a nanostructured film, the

FE-induced charge can bring about effective control of trans-

port at two distinct levels. First, it occurs within a grain of

the oxide (intra-grain), and second, it can control the potential

barrier that forms in the GB region and thus can control inter-

grain charge transport. In a recent paper11, we have shown

that a gate with an EDL dielectric can control the depletion

layer in the GB regions.

The choice of low hole-doped manganites La1−xCaxMnO3

(LCMO) is mainly motivated by the fact that it has co-existing

electronic phases that vary with temperature. This gives rise

to an interesting system where the proposed effects can be

observed and investigated. In hole-doped manganites such

as LCMO, one can obtain different phases as a function of

chemical substitution x, which in turn controls the hole con-

centration. LCMO evolves from an orbitally ordered anti-

ferromagnetic insulating (AFMI) phase (x=0) to a ferromag-

netic (FM) metallic phase that occurs for x ≥ 0.2217–19. In

the intermediate region with x ∼0.15, the material shows a

ferromagnetic insulating (FMI) phase at low temperature. In

this composition range, it shows the coexistence of different

phases with different conductivities and different magnetic or-

der that occurs below its ferromagnetic ordering temperature.

We have shown that the application of a gate bias that induces

large carrier densities can control the relative fraction of co-

existing electronic phases, leading to a large change in the

transport properties. In a nanostructured film, this effect is en-

hanced due to the formation of an effective ”all- around- gate”

by the polymer electrolyte as it flows in the GB region during

its solidification. The change in the resistance of the film can

be large, and one can obtain bipolar control as the gate bias

(VG) is changed from negative to positive. The film resistance

is changed by nearly ± 40% at room temperature with a mod-

erate change in the gate bias VG by ± 4V, where the negative

bias reduces the resistance. At lower temperatures, the effect

is significantly enhanced whereby a change of similar magni-

tude in gate bias can change the channel resistance by one or-

der. The applied bias not only changes the resistance, but also

affects the temperature range over which co-existing phases

are observed and also changes the activation energy for trans-

port in the polaronic paramagnetic insulating state that occurs

above the ferromagnetic temperature. This mimics the change

in hole concentration brought about by chemical substitution,

which we could quantitatively monitor by tracking the change

in the O−O′ transition as a function of the applied gate bias

VG.

2 Experiment

The experiment was conducted in a field effect transistor

(FET) device configuration with an EDL as the gate dielec-

tric. The device was fabricated with a thin film channel (effec-

tive length 1mm and width 300 µm) of La0.85Ca0.15MnO3 on

SiO2(300nm)/Si substrate using a stoichiometric target. The

thin film channel of thickness ≈10nm was grown by pulsed

laser deposition using an excimer laser with the fluence of 1

J/cm2 in a 0.1 mbar O2 pressure11. Atomic force microscopy

image of the film (shown in Fig. 1(b)) shows island type

growth pattern with bimodal distribution of grain size 3 &

22nm11. The source (s) and drain (d) contact pads was made

using thermally evaporated Au/Ti. The source and drain pads

were protected from the polymer electrolyte by a layer of e-

beam resist (PMMA) baked for 3 min at 1800C. The dielectric

was applied through a window (opening)in the resist layer on

the channel. We used a 10:1 mixture of PEO: LiClO4 elec-

trolyte as the gate dielectric11. A Cu wire was used as the

gate contact. A schematic of the device and the corresponding

Fig. 1 (Color online) (a) Schematic diagram of the EDL-FET

device with LCMO channel where s, d & G represents the source,

drain and gate electrodes. The contact pads at the s and d regions are

protected from gate electrolyte by a layer of insulating polymer

resist. (b) The AFM topograph of the nanostructured LCMO

channel in an area ≈ 500nm × 500nm.

electronic circuit is shown in Fig. 1. We have done the I −V

measurement of the channel with VG=0V11. The I −V curve
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is symmetric due to the the identical s and d electrodes hav-

ing negligible contact resistance. The temperature dependent

measurements were carried out in a closed-cycle variable tem-

perature cryostat with a cryo-cooler. The channel resistance R

was measured in a constant current mode (drain current IDS

fixed), and the source-drain voltage (VDS) was measured with

a source meter usnig the FET configuration shown in Fig. 1(a).

The R−T curves of the channel at different VG were measured

using a current of 1µA. Another source-meter was used to ap-

ply the gate bias VG and detect the gate current IG as shown

in Fig.1. The gate current (IG) in the steady state is much less

than the channel current IDS, which ensures low leakage at the

gate. We have also measured the transient gate current IG(t)
in response to a step change in gate bias VG in order to deter-

mine the capacitance of the gate, which we use to measure the

amount of induced charge for a given gate bias.

3 Modulation of the channel resistance and the

characteristic temperatures by Field Effect

The device made with the LCMO x=0.15 channel shows sym-

metric I−V curves and the I−V is linear for low applied bias (

VDS ≤ 0.5V )11. To ensure that resistance measurements were

carried out within the linear ohmic region, we have measured

the resistance of the channel using a low constant current so

that the voltage across the source-drain (VDS) is less than 0.5

V. The R vs. T curves with different gate biases (VG) varying

between +4 V to -6 V are shown in Fig. 2. The relative change

in the resistance of the channel at room temperature due to the

change in the applied VG is nearly ±40%. The change in R

is enhanced at low temperatures. For instance, at T = 100K,

the channel resistance R changes from nearly 3 Mohm to 0.2

Mohm with increasing VG from +4 V to -6 V. The evolution of

channel resistance as a function of gate bias VG is also accom-

panied by a shift in some of the characteristic temperatures,

indicating a transformation between the different co-existing

phases in the film. This can be appreciated from a change

in the shape of the R− T curve with different VG. To iden-

tify these temperatures clearly, we have taken the derivatives

of the R − T curves as shown in Fig. 3. In the figure, we

plot
d(lnRT−1)

dT−1 as a function of T at VG=0V and at a few rep-

resentative VG values. The derivative curve accentuates the

three characteristic temperatures clearly as a deviation from a

smooth temperature variation. These temperatures are marked

in Fig. 3. However, the identity of these characteristic temper-

atures cannot be inferred from the R−T curve alone as doing

so it requires the use of a multitude of other techniques, which

are difficult to directly perform on a thin film in the FET con-

figuration. Therefore, we have used the known phase diagram

of LCMO (as a function of x)17–19, to identify these tempera-

tures from the derivative curve at VG = 0V .

Fig. 2 (Color online) R−T curves of the channel with different gate

bias. Positive gate bias enhances R while negative bias suppresses R.

From the evolution of the derivative curves, we track how

these temperatures change with VG. The co-existence of dif-

ferent phases in low-doped manganites like LCMO x=0.15

are known from past investigations17–19. These phase coex-

istence can be perturbed by temperature or by external stim-

uli like pressure in our case it is the charge induction the

channel using electrolytic gate. The gating actually controls

the intra-graining (by modulating the carriers) as wells as the

inter-grain conduction by modulating the GB potential bar-

rier11 of the channel. In LCMO x=0.15, there are 3 regions

(regions I, II, and III) that can be identified. Region I is a

low-temperature ferromagnetic insulating state (FMI), the on-

set of which is marked by the temperature TFI , which in turn

also changes with hole concentration. Region II is a predom-

inantly mixed phase region with a co-existing low resistance

FM phase (which may be a high resistive metallic phase hav-

ing a shallow T dependence and a high-resistance insulating

phase. There is also a paramagnetic to ferromagnetic transi-

tion that shows up as a change in the slope of the R−T curve.

This we mark as the temperature T ∗
C (Note: we distinguish this

from the ferromagnetic transition temperature TC, which is de-

termined by magnetic measurements. The temperatures T ∗
C

and TC may be close but not necessarily the same. However,

for our film, for VG = 0 , T ∗
C determined from the derivative

curve matches with the TC value, as determined by magnetic

measurements). In region III, the system is in a paramagnetic

insulating (PI) state with an orthorhombic phase (O phase). It

undergoes structural distortion due to the onset of cooperative

Jahn-Teller (JT) transition and assumes a distorted orthorhom-

bic structure with rotated octahedra marked as O′ phase (Note:
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resistivity data taken on single crystals also show this transi-

tion as a change in the slope at the OO′ transition determined

crystallographically20,21). The transition temperature marked

as TOO′ in Fig. 3 is an important marker for the hole concen-

tration as it is suppressed at increasing hole concentrations21.

The characteristic temperatures obtained from the
d(lnRT−1)

d(T−1)

Fig. 3 (Color online) The characteristics temperatures of the LCMO

channel are marked as determined from transport data by plotting

normalized
d(lnRT−1)

dT−1
vs. T at VG=+4V, 0V and -4V respectively.

Color boundaries indicate different characteristic regions with their

temperatures TFI (color boundary of region I) and TOO′ (color

boundary of region III). Red arrow represents the position of T ∗
C .

vs. T curve as shown in Fig. 3 at VG=0 matches well with

reported data for LCMO x=0.1517–19. Application of VG of

either polarity shifts these temperatures. In Fig. 4, we show

the evolution of the three temperatures (TOO′ , T ∗
C and TFI) as

a function of the gate bias . All the three temperatures show

substantial change on application of a moderate gate bias. Im-

portantly, the change is bipolar with a positive (negative) VG

that leads to hole depletion (enhancement) depressing (rais-

ing) T ∗
C and raising (depressing) TOO′ . We show below that

the changes brought about by the gate-induced charges (FE-

induced charges) mimic the changes that one would expect

by a change in hole concentration (δx) in La1−xCaxMnO3

brought about by chemical substitution17–19. The variation in

the characteristic temperatures with gate bias is closely related

to the change in the relative fraction of the co-existing phases

which we will discuss in later sections. The observation that

one can tune the temperature TFI as well as TOO′ by an applied

gate bias is new and is a direct manifestation of the fact that

the FE-induced charges can change the hole concentration in

a manner similar to that achieved by chemical substitution.

Fig. 4 (Color online) Variation of characteristics temperatures TOO′ ,

T ∗
C and TFIas a function of gate bias. The characteristics

temperatures are obtained from Fig. 3

4 The Field effect and induced charge in chan-

nel

The observed bipolar modulation of the channel resistance

arises from the modulation of carrier density due to the appli-

cation of a finite gate bias. The electric field due to the forma-

tion of an EDL near the electrolyte−channel interface affects

the carrier concentration in the channel, mostly over a length

scale of the order of the Debye length from the surface22,23.

We have calculated the Debye length (λD) of the sample using

the equation λD =

√

εrε0κBT

n3De2
, where ε0 is the permittivity of

free space, εr is the dielectric constant of the material, κB is

the Boltzmann constant, e is the electronic charge and n3D is
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the volume carrier density in the channel. We obtain λD ≈
4 nm at T=300K using the value of ε0, n3D ≈1021/cm3 and

εr ≈ 100(for LCMO )24. The estimated λD is comparable to

the average grain size (≈ 3nm) of the film, and the film thick-

ness, though somewhat large, is also comparable (≈ 2.5λD) to

this length scale. Since the electrolyte flows around the grains

during its solidification, we may assume that the entire thick-

ness of the channel is affected more or less uniformly by the

field-induced charge, and an effective carrier density modula-

tion can be achieved by the applied gate bias VG. In Fig. 5, we

schematically show the effect of the gate bias on the channel-

electrolyte interface, which modulates the carrier as well as

the GB potential barrier.

Fig. 5 (Color online) Schematic diagram of (a) effect of -VG within

the channel; s,d & G are source, drain & Gate electrodes. EL & Ch

represents Electrolyte and the channel. h, e, and GR represents

holes, electrons and grains and black rectangular well represent GB

potential barrier at VG=0V. Red (lower) rectangular well represent

the barrier potential at GB at -VG (b) Effect of +VG within the

channel. Red rectangular well represent the barrier potential at GB

at +VG.

5 A quantitative comparison of changes in hole

concentrations achieved by gate induced FE

and that achieved by chemical doping (δx)

In the previous section, we observed that a moderate gate bias

can tune R, its temperature dependence, and can also substan-

tially affect the characteristic temperatures (TOO′ , T ∗
C and TFI).

In this section, we will quantitatively compare the changes

brought about by the gate-induced carriers with that expected

from chemical doping (δx). We estimate the change in hole

concentration (δx) from the shift in TOO′ , as achieved by the

field effect, and compare that with the change in hole concen-

tration calculated from the gate bias and specific gate capac-

itance that gives the electrostatically induced charge density.

An enhanced hole concentration suppresses the TOO′
17–19,21.

Since the change in TOO′ as a function of x (brought about by

chemical substitution) is well established, its change with gate

bias can thus be used as a calibrated measure of the effective

change in hole concentration δx due to VG.

In our previously reported experiment, we measured the

transient gate current IG(t) in response to a step change in the

gate bias VG
11. Analysis of the transient gate current has been

used to obtain the gate capacitance (Cg) from the charging time

constant (RgCg), where Rg is the gate resistance through which

the gate capacitance charges. From the measured Cg, we ob-

tain a specific gate capacitance ≈ 1.6µF/cm2. We estimate

an induced surface charge density of 1×1013/cm2 for a gate

bias of 1V. Using the value λD ≈ 4 nm at T =300K and the

assumption that induced carriers can affect the carrier density

in the channel over a depth roughly equal to the Debye length

from the surface ≈ λD , we find a volume charge density of ≈
0.5×1019/cm3 for a gate bias change of 1V. From the formula

unit volume of ≈ 60 Å3 for LCMO, we find the induced car-

rier density causes a change of δx ≈ ∓ 0.0013 /formula unit

for VG=± 1V. To distinguish this δx, obtained from the elec-

trostatic method, from that obtained by chemical substitution,

we call it δxe to mean that this has been brought upon by an

electrostatic effect. In Figure 6, we show δxe as a function

of VG. This shows the change in hole concentration expected

from a gate-induced field effect.

We have calculated the modulation of δx with a variation

of TOO′ from the known linear variation of TOO′ with x in

La1−xCaxMnO3 when x is changed by chemical substitution,

as documented in the phase diagram of La1−xCaxMnO3
17–19.

From the data, we find that a lowering of 1K in TOO′ occurs

due to an enhancement of δx ≈ 3×10−4. From Fig. 4, we

could thus calculate the variation of δx as a function of ± VG.

In Fig. 6, we have shown the variation of δx with VG along

with δxe. From Fig. 6, it can be seen that the estimated values

Fig. 6 (Color online) Variation of δx and δxe with different VG

calculated from induced charge due to field effect (δxe ) and from

the change in TOO′ (δx ).

of δx from TOO′ and δ xe derived from the FE-induced charge

are nearly the same in the positive gate voltage region (+VG). It

is of similar order, but somewhat different in magnitude in the
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negative gate voltage (-VG) region. It is indeed gratifying that

δx and δxe, though estimated from two independent methods,

give similar values. It establishes that the change in hole con-

centration as a result of the field effect (using the EDL dielec-

tric) is predominantly an electrostatic effect. There is a differ-

ence between δx & δxe in the negative gate bias region, where

we find that δx < δxe. This implies that hole accumulation

within a grain due to the field effect is less than that expected

from a simple electrostatic effect. This difference likely arises

from the fact that parts of the induced holes (being majority

carriers) compensate the heavily depleted GB region. In such

nanostructured films, the GB region being strongly depleted of

majority carriers, forms a depletion region11. A part of the FE-

induced charge leads to lowering of the GB potential barrier

and narrowing of the depletion layer (schematically shown in

Fig. 5). For a positive gate bias, where the hole concentration

is reduced with gate bias, the GB region gets further depleted

(schematically shown in Fig. 5). This makes the value of δx

closer to that of δxe but |δx| is somewhat larger than |δxe|.

6 Dependence of the activation energy of trans-

port on gate bias.

In the temperature range T > T ∗
C , the charge transport is

strongly activated with an activation energy Ea. The charge

transport within a grain is polaronic in nature and the activa-

tion of transport has a polaronic origin. In manganites, Ea can

be affected by the structural changes(due to external pressure),

presence of the GB potential barrier as well as defects present

in the system25–27. Here, We observed that the FE-induced

charges & modulation of the GB potential barrier plays an im-

portant role to change the Ea of the channel. The change in Ea

with gate bias VG can be compared qualitatively to the change

in Ea, that can arise from hole doping by substitution (change

in x)20. The applied gate bias can lead to modulation of both

the polaronic contribution to Ea as well as that arising from

the GB barrier. In the temperature region of interest (T > T ∗
C

at VG =0 and negative VG), owing to the lowering of the GB

barrier by the induced hole, it is expected that the activation

energy Ea will predominantly be of polaronic origin follow-

ing the equation R = R0Texp( Ea
κBT

)20. It has been known from

past studies on single crystals20 that the activation energy Ea

is suppressed by enhancement of x (enhancement of hole dop-

ing). Thus the reduction in Ea with applied negative gate bias

can be understood. For positive gate bias, where the hole den-

sity is depleted, one would expect Ea to increase. However,

the magnitude of change of Ea in this region is very steep and

is more than what one would expect from a change in hole

density alone20. It is likely that the steep change in Ea is a

reflection of the enhancement of the GB barrier that can occur

due to a strongly depleted GB region.

Fig. 7 (Color online) Variation of Ea with different VG. The inset

shows adiabatic polaronic fit to the R−T data at VG= +4V, 0V

&-4V respectively from which Ea are determined at different VG.

7 Control of coexisting electronic phases by

gate bias

The evolution of channel resistance R as a function of temper-

ature T as well as gate bias VG can be phenomenologically ex-

plained as arising from the evolution of the relative fraction( f )

of the two co-existing phases in the channel. The transport in

regions I and II takes place predominantly through the two

co-existing phases: one, a high-resistance insulating phase

(resistance denoted by Rins), and the other, a low-resistance

’marginally’ metallic phase, whose resistance is denoted by

Rm (we call it metallic for reference purposes only). It can be

a high resistive metallic phase (having higher resistance than

the normal metals) with relatively lower resistance than the

insulating phase. Changes in T and VG alter the relative frac-

tion f of the two co-existing phases. Thus the change in f

can phenomenologically describe the change in R as a func-

tion of T and VG. The transport and magnetic properties in

low-hole-doped manganites x ≤0.2) have been explained us-

ing such co-existing phases as stated before19.

A change in the intragrain hole concentration will alter the rel-

ative fraction of the coexisting phases; however, the observed

effective f will also depend on the conductivity of the GB

region. For a negative gate bias that reduces the GB poten-

tial barrier owing to an increase in the number of holes, one

would see an enhancement of the effective f over and above

that expected from changes within a grain alone. Similarly,

a gate-bias-induced enhancement of GB potential that occurs

at positive VG will contribute to a reduction of the effective f .

6 | 1–9
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Thus, in the nanostructured film, the potential barrier at the

GB will affect the effective f .

We obtain an estimate of f from a simple 2-phase model for

conduction. In the presence of two such phases, the channel

resistance (R) can be expressed as

1

R
=

(1− f )

Rins

+
f

Rm

,0 ≤ f ≤ 1, (1)

We have assumed Rins(T ) as the resistance of the channel

at VG =+4V. The rationale for this assumption is that hole

depletion at positive bias converts the channel into a high-

resistance insulating phase with a metallic fraction f → 0

along with the highly depleted GB region with an enhanced

GB barrier. Rm(T ) is taken as the resistance of the channel

at VG= -6V, where we assume that the entire channel, by the

enhancement of hole concentration, has only the ’metallic’

phase ( f → 1) with a reduction in the depletion region and

the GB barrier potential. From equation 1, we obtained f as a

function of T for different gate bias (VG). We have limited our

analysis to T < TOO′ where we have the mixed-phase region.

In Fig. 8, we have plotted the metallic fraction ( f ) vs. T curve

for different VG. Fraction f can be written as f (T,VG) since

it is a function of both T and VG as seen in Fig. 8. At T ≤

Fig. 8 (Color online) Temperature dependence of f with different

VG.

240K, for all gate bias values, f (T,VG) decreases on cooling

due to the activated nature of the transport in the channel as

well as due to the barrier in the GB region. However, the

temperature dependence becomes less steep as VG becomes

more negative and f increases. The temperature dependence

is more steeper when VG > 0, which depletes the hole density

in the channel, thus enhancing the insulating fraction of

the coexisting phases. A negative VG, which leads to the

accumulation of more holes in the channel, in turn, leads to

a larger f (T,VG) → 1, and the temperature dependence of

f (T,VG) also becomes less steep due to the predominance of

the metallic fraction. For VG ≈ -3V and beyond, it is more

or less T independent. For positive VG(≥ 2V), the metallic

fraction f (T,VG) is below the percolation limit for volume

percolation28( fP=0.25), and the insulating phase makes a

predominant contribution to the transport as f (T,VG) is < fP.

f (T,VG) depends on both T and the gate bias VG. The explicit

dependence of f (T,VG) on T is given by f0(T ), which gives

the temperature variation for zero bias. The scaled quantity

f (T,VG)/ f0 would thus show an explicit dependence of

the fraction f on the applied gate bias. If we consider the

scenario wherein the gate bias control of f predominantly

occurs due to control of the GB conductivity by VG, then

one would expect that f (T,VG)/ f0 is directly proportional

to the GB conductance GGB. It has been established through

experimentation on GB conductance that it is controlled

primarily by tunneling at the GB16,29,30. The tunneling takes

Fig. 9 (Color online) The field dependence of the scaled f (V,T )/ f0

with VG/V0.The inset shows the T dependence of V0(T ).

place through the depletion layer of thickness t,which is given

by t =

√

2ε0εrφGB

e2n3D

, where φGB is the GB potential barrier.

GGB is ∝ to exp(−χ .t), where the inverse tunneling length

χ =

√

2mφGB

h2
. Thus GGB will be determined by the χt

product, where χt =

√

4mε0εr

e2h2n3D

φGB . The application of the

gate bias will change both the barrier φGB and n3D leading to

a change in GGB and thus f (T,VG)/ f0. The GB barrier φGB

has an inverse dependence on gate bias VGB, as established

1–9 | 7
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through such studies on polycrystalline semiconductors31.

Using the above discussion, we argue that f (T,VG)/ f0 will

have an exponential dependence on VG and we can write the

dependence of f (T,VG) on T and VG as :

f = f0(T )exp(−
VG

V0
), (2)

where f0(T ) describes the T dependent evaluation of f at

VG=0 as stated before. The scaling voltage V0 may itself have

a weak T dependence because it can have a dependence on εr

as well as on n3D, both of which have a T dependence (Note:

The T dependence of n3D occurs due to dependence of λD

on εr). To check the validity of the above relation, we plot

a scaled graph where ln( f (T,VG)/ f0) is plotted vs. VG/V0.

We find that all the data for f can be merged onto the scaled

curve that has a single parameter V0. The values of V0 at each

T needed to merge all the data onto a single curve are shown

in the inset. Fig. 9 establishes the exponential dependence of

fraction f on the gate bias and it shows that the phase control

is predominantly brought about by the control of the potential

barrier φGB. The parameter V0(T ) has a linear dependence on

T .

8 Conclusions

In conclusion, we have shown that by using a gate dielectric

with an EDL, it is possible to control the relative fraction of

coexisting phases in film of low-hole doped La1−xCaxMnO3

with x=0.15. The FE induced charges not only change the

resistance of the film (channel in the FET device), it also

changes the relative fraction f of the co-existing phases as

well as the characteristic temperatures TOO′ , T ∗
C and TFI .

The substantial control of the gate bias on the co-existing

phases as well as on the charge transport in such films has

been enabled by the effect of the gate bias on φGB which in

effect controls the GB transport. We have shown that the

exponential control of the gate bias VG on f originates from

the predominant control of φGB by VG. We have also shown

that the change brought about by the FE closely mimics

(quantitatively) that obtained by chemical substitution. One

of the important observations in this study is that the FE can

change the O − O′ transition temperature, which shows a

characteristic feature at TOO′ , identifiable from the resistance

data. While TOO′ gets suppressed on hole accumulation,

the ferromagnetic transition temperature T ∗
C is enhanced.

Though we could not establish the enhancement in T ∗
C with

applied gate bias through direct magnetic measurements,

it is intriguing that such a moderate gate bias (with EDL

dielectric) can lead to appreciable hole density enhancement,

such that the onset of the FM transition can be so much

enhanced. This behavior compares very well to the phase-

diagram of La1−xCaxMnO3 when x is changed by substitution.
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