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Abstract 25 

We report high-precision in situ determination of Pb isotope ratios in glass samples, 26 

using 200 nm ultraviolet femtosecond laser ablation coupled with a multiple Faraday 27 

collector–inductively coupled plasma mass spectrometer (MFC-ICPMS), equipped with 28 

1013 Ω resistor high gain Faraday amplifiers. The use of the highly sensitive ion interface 29 

of MFC-ICPMS together with the state-of-the-art amplifiers enabled determination of 30 

208Pb/206Pb and 207Pb/206Pb isotope ratios at the highest precision ever achieved from a 31 

laser crater with 30 µm diameter and 30 µm depth dug on glass samples containing 32 

1.7–39 ppm Pb. The signal responses of the 1013 Ω amplifiers were slower than those 33 

of the 1011 and 1012 Ω amplifiers. We confirmed a strong linear correlation between 34 

the rates of signal intensity change for D208Pbi/dt and the measured isotope ratios 35 

[20XPb/206Pb]/dt for the same time intervals. The D208Pbi/dt values deviated around 36 

zero, and the [20XPb/204Pb]/dt value at the zero intercept of the linear regression line 37 

represents the Pb isotope ratio of the sample. The slope of the linear regression line 38 

was either positive or negative because of different combinations of the amplifiers, 39 

indicating that the response of the amplifiers differed individually. The slope also 40 

changed with the signal intensity for 208Pbi or D208Pbi/dt, i.e., it was flatter at low levels 41 

and steeper at high levels. By using these relationships, corrections were made on the 42 

time resolved data measured from a single crater. Furthermore, with the proposed 43 

analytical method, 208Pb/206Pb and 207Pb/206Pb isotope ratios in BHVO-2G (1.7 ppm Pb) 44 

and BCR-2G (11 ppm Pb) basalt glass samples were analysed by using National Institute 45 

of Standards and Technology (NIST) standard reference material (SRM) 612 (38.57 ppm 46 

Pb) synthetic glass as an external standard. The laboratory bias of the basalt glass 47 

samples was ±0.05–0.15 ‰RD (per mille relative difference) and intermediate 48 

precisions were ±3–7 ‰ 2 SD (per mille 2 standard deviation) for BHVO-2G and ±0.6–49 

3.7 ‰ 2 SD for BCR-2G. These intermediate precisions, along with repeatability, were 50 

approximately 2–3 times better than those obtained by either multiple ion counter 51 

ICPMS or MFC-ICPMS with 1012 Ω resistor amplifiers. 52 

Abstract (349)   53 
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1. Introduction 54 

Progress in in situ analysis of the Pb isotope ratios, 208Pb/206Pb and 207Pb/206Pb, from 55 

small amounts of glass samples has revealed a large heterogeneity of magma sources in 56 

both the Earth’s mantle and crust.1-4 This could not have been obtained by bulk rock 57 

analysis because the sample preparation4 requires the homogenization of a considerable 58 

amount of sample. However, high-precision analyses can be achieved with this 59 

technique, including 204Pb-based isotope ratios.5, 6 60 

The advantages of in situ Pb isotope analysis were first highlighted by 61 

secondary-ionization mass spectrometry (SIMS) applications.7 This was followed by the 62 

application of laser ablation (LA)–multiple Faraday collector (MFC)–inductively 63 

coupled plasma mass spectrometry (ICPMS) instrumentation equipped with various 64 

ultraviolet nanosecond laser ablation (UVNsLA) systems.8, 9 The use of multiple ion 65 

counters (MICs) extended the lower limit of detection with lower repeatability and 66 

intermediate precision because of the poorer linearity of MIC results in comparison to 67 

MFC results, in particular, with the early-stage miniature MIC devices.10-13 68 

Developments in MFC-ICPMS using a high efficiency ion sampling interface improved 69 

the sensitivity by about an order of magnitude.10, 12, 14 Also, the sampling efficiency of 70 

LA has been approximately doubled by the use of UV femtosecond laser ablation 71 

(UVFsLA)15 in place of UVNsLA. Present day sensitivity of the complete 72 

UVFsLA-MFC-ICPMS system has been reported to be >1% atom transmission from the 73 

LA crater to the Faraday collector, which rivals the ion transmission of typical thermal 74 

ionisation mass spectrometry (TIMS).10 75 

Further advancement in MFC-ICPMS also has occurred through increases in the 76 

amplification gain of the Faraday circuit amplifiers. Conventional MFC-ICPMS (and 77 

TIMS) used amplifiers equipped with a 1011 Ω or a 1012 Ω resistor.2, 8, 9, 16 Recently, a 78 

high gain Faraday amplifier with a 1013 Ω resistor (hereafter, 1013 Ω amplifier) has 79 

become available and applications in TIMS have been reported with high-precision 80 

isotope ratio determinations of small amounts of sample at the 10 pg level.17-19 81 

Application of 1012 Ω amplifiers to UVFsLA-MFC-ICPMS has been recently reported 82 

and the analytical accuracy (trueness and precision) compared favourably with that of 83 

SIMS using a single secondary electron multiplier (SEM; ion counter) for a 1.7 ppm Pb 84 
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glass sample (~1.5% 2 standard deviations: 2 SD) from a crater with 30 µm diameter 85 

and 30 µm depth. For samples with Pb > 10 ppm, the repeatability was much better (< 86 

0.2% 2 SD) than that of SIMS.2 Although the analytical repeatability was better in 87 

UVFsLA-MFC-ICPMS than in SIMS, approximately 5 times more sample was needed. 88 

This limits the application of UVFsLA-MFC-ICPMS to tiny glass samples such as 89 

olivine melt inclusions.3, 16 90 

In this paper, we present the use of 1013 Ω amplifiers equipped with 91 

UVFs-MFC-ICPMS instrumentation for the analysis of 206Pb-based Pb isotope ratios in 92 

small amounts of glass samples. The 204Pb based isotope ratios are important in 93 

geochemical studies but achievable repeatability with LA-MFC-ICPMS (one to a few % 94 

2 SE) is still far below than required13, 16. To eliminate the effect from 204Hg interference, 95 

an approach other than improving sensitivity is needed, which is beyond the scope of 96 

this paper. Because of the slow response of the extremely high gain 1013 Ω amplifiers, 97 

particular care must be taken to achieve a precise and accurate analysis. We evaluated 98 

the properties of 1013 Ω amplifiers and improved the previously reported correction 99 

method for the slow response of 1011 Ω and 1012 Ω amplifiers.20, 21 Gain calibration of 100 

the 1013 Ω amplifiers was not available on the instrument used and hence standard 101 

bracketing was used to correct for the gain factor of the amplifiers.17-19 However, an 102 

accurate and easy gain calibration method for the 1013 Ω amplifiers was identified and 103 

examined, and details for this procedure are presented in this paper. Finally, the 104 

analytical repeatability, intermediate precision, and laboratory bias, measured by using 105 

glass standards were compared with those obtained by 1011 Ω amplifiers,16 by 1012 Ω 106 

amplifiers,2 and by MIC.10 The results demonstrated the excellent performance of the 107 

1013 Ω amplifiers when combined with a high sensitivity UVFsLA-MFC-ICPMS 108 

system. 109 

 110 

2. Experimental 111 

In this section, we provide fundamental information about the samples, instrumental 112 

setup, and data acquisition and correction. 113 

 114 

2.1. Samples 115 
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We used synthetic standard reference material (SRM) glass samples SRM 610 and SRM 116 

612 provided by the National Institute of Standards and Technology (NIST). The former 117 

contained 426 ppm Pb and the latter contained 38.57 ppm Pb in a silica-rich alumina–118 

calcium–sodium glass matrix.22, 23 Fused basalt glass standards BHVO-2G and BCR-2G 119 

provided by the United States Geological Survey (USGS), containing 1.7 ppm and 11 120 

ppm Pb respectively, were also used as unknown samples.22, 23 The isotopic composition 121 

of Pb in the glasses has been analysed by high-precision solution multiple 122 

collector-ICPMS (MC-ICPMS) methods by Baker et al. (2004)24 for the NIST standards, 123 

and by Elburg et al. (2006)25 for the USGS basalt glass standards. 124 

 125 

2.2. Instrumental setup 126 

The instrumentation and setup used for the UVFsLA and MFC-ICPMS are briefly 127 

described below. Details have been reported elsewhere for the UVFsLA23 and 128 

MFC-ICPMS16, 26 instruments. 129 

2.2.1. Laser ablation. We used a 200/266 nm UVFsLA system (OK-Fs2000K, 130 

OK Laboratory, Tokyo, Japan), situated at the Japan Agency for Marine-Earth Science 131 

and Technology (JAMSTEC). The UVFsLA system uses a Solstice one-box Ti-sapphire 132 

femtosecond regenerative amplifier (Spectra-Physics, Santa Clara, CA, USA) with 133 

TP-1A THG (third harmonic generator) and TP-1A FHG (fourth harmonic generator) 134 

frequency tripling and quadrupling harmonic generators (Spectra-Physics, Santa Clara, 135 

CA, USA). Details of the instrument have been reported elsewhere.23 The laser fluence 136 

on the sample surface was ~12 J cm–2 and ~6 J cm–2 for the 266 nm and 200 nm modes, 137 

respectively. For a normal operation, the rotating raster ablation protocol23 was used 138 

with a 20 μm/25 Hz, 200 nm laser beam rastered along the circumference of a circle 139 

with 7 μm radius at a velocity of 7 μm s–1, which resulted in a crater of size 30 μm 140 

diameter × ~30 μm depth after 35 s. The repetition rate of the laser was reduced to 20, 141 

15, 10, 8, 6, 5, and 1 Hz whenever various smaller signals were required. A line raster 142 

with a 50 μm/10–1 Hz, 266 nm beam at a velocity of 7 μm s–1 was also used whenever 143 

stronger signals were required. Our earlier work did not detect any elemental 144 

fractionation with different wavelengths in the UVFsLA.23 The settings of the UVFsLA 145 

system are summarized in Table 1. 146 
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2.2.2. Multiple Faraday collector ICPMS. The UVFsLA unit was coupled to a 147 

modified Neptune MFC-ICPMS (Thermo Scientific, Bremen, Germany) at JAMSTEC. 148 

Helium ablation gas (1.15 L min-1) was mixed with Ar sample gas (~1.3 L min-1) in a 149 

cylindrical mixing chamber with an inner volume of 70 cm3, immediately before 150 

reaching the ICP torch.15, 27 This signal smoothing device was requisite in order to 151 

minimize the effect of the slow response of the high gain 1013 Ω amplifiers (section 3.1). 152 

The MFC-ICPMS interface was modified by the addition of a high speed rotary pump 153 

for high ion transmission (Table 1).16, 26 The JET-sampler and X-skimmer cones were 154 

used with the guard electrode (GE) on. This setting allowed for extremely high 155 

sensitivity (~3000 V ppm-1 Pb by using an Aridus desolvating nebulizer in solution 156 

mode).14 With this setting, yields of oxide molecular ions were enormous for some 157 

elements, such as Ce, Th, and U,16, 26 whereas almost no oxide ions were found for Pb, 158 

so that there would be no effect on the sensitivity of Pb. Also, no detectable oxide and 159 

hydroxide interferences were found on Pb isotopes. 160 

We assigned 206Pb, 207Pb, and 208Pb to the H1, H2, and H3 Faraday collectors 161 

with the 1013 Ω amplifiers, respectively, for the analyses unless otherwise noted. The 162 

remaining isotope peaks for 202Hg, 203Tl, 204Pb, and 205Tl at the L3 to axial Faradays 163 

were connected with amplifiers by using a 1012 Ω resistor for 202Hg and 204Pb and a 1011 164 

Ω resistor for 203Tl and 205Tl. Sensitivity tuning and peak centring were performed by 165 

ablation of the SRM 612 standard by a line raster mode with a 50 μm/10 Hz, 266 nm 166 

laser beam moving at a velocity of 7 μm s–1. The obtained signal intensity with this 167 

ablation mode was ~12–20 mV at the 208Pb peak, corresponding to a sensitivity of 168 

380,000–630,000 cps ppm-1 during ion counting. Peaks at 202Hg, 204Pb/204Hg, 203Tl, 169 

204Pb, and 205Tl were for monitoring only. The use of Tl external correction has been 170 

useful with solution ICPMS28 but Tl is not always contained in unknown samples, 171 

which prevents use of this correction method in LA-MFC-ICPMS. The standard 172 

bracketing method properly corrects for mass bias even with different matrices,8, 16 if 173 

corrections are made in short time intervals.12 Details of the cup configuration and other 174 

settings of the MFC-ICPMS instrumentation are given in Table 1. 175 

 176 

2.3. Data acquisition and correction 177 

The high gain 1013 Ω amplifiers did not accept normal instrumental gain calibration. 178 
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Additionally, data acquisition required optimization to account for the slow response of 179 

the 1013 Ω amplifiers. In order to manage these problems, we examined gain calibration 180 

and data acquisition–correction procedures. The details are described below. 181 

2.3.1. Amplifier gain calibration. Amplifier gain calibration is usually 182 

conducted with the mass spectrometer instrument, by application of an artificial 3.33333 183 

V to all 10 amplifier boards. However, this method is not applicable to 1013 Ω amplifiers, 184 

perhaps because of their slow response. The conventional gain calibration was available 185 

for co-inserted 1011 Ω and 1012 Ω amplifiers, but this was skipped for the 1013 Ω 186 

amplifiers. In this study, we applied the standard bracketing method to determine Pb 187 

isotope ratios in unknown samples with all 206,207,208Pb signals analysed by the 1013 Ω 188 

amplifiers (Table 1). In principle, therefore, gain calibration was not necessary. 189 

However, it is worth performing gain calibration because the measured raw data are, in 190 

practice, immediately comparable with those from the 1011 Ω or 1012 Ω amplifiers. 191 

Gain calibration of the 1013 Ω amplifiers can be made by applying 192 

well-controlled ion signals while assuming that all the Faraday cup efficiencies are 193 

identical, which is almost always true. At least one amplifier with a 1011 Ω or a 1012 Ω 194 

resistor should be calibrated together with the three 1013 Ω amplifiers in order to 195 

correlate the gain factors of the 1013 Ω amplifiers to the rest of the amplifiers, because 196 

1013 Ω amplifiers may be used together with the low gain amplifiers. We used 143Nd, 197 

144Nd, and 146Nd isotopes from a well-characterized Johnson Matthey Chemicals (JMC) 198 

standard solution that had an isotope ratio of 143Nd/144Nd = 0.512194 ± 0.000006 (2 199 

standard errors: 2 SE), as determined by TIMS.26 200 

Prior to gain calibration, we measured the JMC solution by using an Aridus 201 

solution aerosol–LA aerosol dual intake system equipped with MFC-ICPMS26 202 

instrumentation; this was accomplished by using 1011 Ω amplifiers with all three 143Nd, 203 

144Nd, and 146Nd isotopes after instrumental gain calibration of the amplifiers. The 204 

instrumental setup achieved a very low oxide yield of Nd+/NdO+ < 0.001%, thus 205 

allowing for standardless determination of Nd isotopes.26 The LA aerosol intake line 206 

(1.2 L min-1 He gas flow) was connected in order to achieve such a performance, but LA 207 

aerosols were not introduced. We obtained 143Nd/144Nd = 0.512211 ± 0.000070 (2 SE) 208 

for the JMC solution, which matched the TIMS value. We then operated the same 209 

system by switching amplifiers and using the relay matrix with a 1012 Ω amplifier (Amp 210 
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1) and three 1013 Ω amplifiers (Amps 2–4), and we applied the three Nd isotope signals 211 

to all the amplifiers with different amplifier–Faraday collector combinations (Table 2). 212 

The Nd isotope signals were set at < 200 mV at the largest peak of 144Nd, to 213 

accommodate the high sensitivity of 1013 Ω amplifiers (see section 3.2). 214 

Measured 143Nd/144Nd isotope ratios were normalized to 146Nd/144Nd = 0.7219 215 

(ref.29) and corrected for mass fractionation by the exponential law30-32 to obtain four 216 

isotope ratios, 143Nd/144Ndmeas_1–4, for the different collector–amplifier combinations 217 

(Table 2). The exponential law equations32, 33 including amplifier gain factors AGF1–4 218 

are expressed as Eqs. (1)–(4) below: 219 

 220 

𝑁𝑁143

𝑁𝑁144
𝑐𝑐𝑐𝑐_1

 = �
𝑁𝑁143

𝑁𝑁144
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× �𝐴𝐴𝐴1
𝐴𝐴𝐴2

� ×  � 𝑀143

𝑀144 ��⎩
⎪
⎨

⎪
⎧
ln��0.7129

0.7129� × �𝐴𝐴𝐴3𝐴𝐴𝐴2��

ln�
𝑀146

𝑀144 �
⎭
⎪
⎬

⎪
⎫

 (1) 221 

𝑁𝑁143

𝑁𝑁144
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𝑁𝑁143

𝑁𝑁144
𝑚𝑚𝑚𝑚_2

× �𝐴𝐴𝐴2
𝐴𝐴𝐴3

� ×  � 𝑀143
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⎪
⎨

⎪
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0.7129�� × �𝐴𝐴𝐴4𝐴𝐴𝐴3��
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⎭
⎪
⎬

⎪
⎫
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𝑁𝑁143
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𝐴𝐴𝐴4
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⎭
⎪
⎬

⎪
⎫

 (3) 223 
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𝑁𝑁143

𝑁𝑁144
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× �𝐴𝐴𝐴4
𝐴𝐴𝐴1

� ×  � 𝑀143
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⎪
⎨

⎪
⎧
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0.7129� × �𝐴𝐴𝐴2𝐴𝐴𝐴1��

ln�
𝑀146
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⎭
⎪
⎬

⎪
⎫

 (4) 224 

 225 

where atomic mass weights (143M, 144M, and 146M) were obtained from the International 226 

Union of Pure and Applied Chemistry (IUPAC)34 and 0.7129 was the normalization 227 

factor for 146Nd/144Nd (ref.29). The left side 143Nd/144Ndcalc_1–4 values were equal to the 228 

measured values 143Nd/144Ndmeas_1–4 when the amplifier gain factors AGF1–4 were all 229 

unity. 230 

However, each amplifier had a different gain factor, so the measured isotope 231 

ratios 143Nd/144Ndmeas_1–4 were different (Table 2). Absolute differences in the isotope 232 

Page 9 of 34 Journal of Analytical Atomic Spectrometry

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

Jo
ur

na
lo

fA
na

ly
tic

al
A

to
m

ic
S

pe
ct

ro
m

et
ry

A
cc

ep
te

d
M

an
us

cr
ip

t



9 
 

ratios from the standard JMC solution were calculated by Dmeas_1–4 = 143Nd/144Ndmeas_1–4 233 

– 0.5122190, and the total sum of the absolute differences ∑𝐷𝑚𝑚𝑚𝑚_1−4 was obtained. 234 

By changing AGF1–4 values, the minimum value of ∑𝐷𝑚𝑚𝑚𝑚_1−4 was found by using 235 

a non-linear solver function in an Excel spreadsheet containing Eqs. (1)–(4) and 236 

measured values of 143Nd/144Ndmeas_1–4. As a result, 143Nd/144Ndcalc_1–4 became close to 237 

0.5122190 and the gain factors AGF1–4 were obtained. 238 

Finally, the gain factors of the three 1013 Ω amplifiers were normalised to the 239 

gain factor of the 1012 Ω amplifier (Amp 1) that was determined in advance (or 240 

retrospectively) by the instrumental gain calibration procedure. Examples of the gain 241 

factors and the measured results of the JMC standard via the use of the three 1013 Ω 242 

amplifiers after gain calibration are shown in Table 2. The results showed almost 243 

perfect gain calibration, and this was confirmed by the JMC value of 143Nd/144Nd = 244 

0.512210 ± 0.000033 (2 SE) after calibration, which was identical to the value of 245 

143Nd/144Nd = 0.512211 ± 0.000070 (2 SE) measured before gain calibration with 1011 Ω 246 

amplifiers. 247 

There are two caveats for this model. One is that the measured 143Nd/144Nd ratio 248 

of the standard solution should reflect the reference value. The MFC-ICPMS 249 

instrumentation will sometimes produce inaccurate 143Nd/144Nd ratios, dependent on 250 

instrumental settings, or with high oxide molecular yields.26, 35, 36 Thus, instrumental 251 

settings should be optimized to reproduce the standard reference value. Alternatively, 252 

measured 143Nd/144Nd isotope ratios before gain calibration can be used for the target 253 

value in the solver calculations, and this value should be reproduced by measurements 254 

after gain calibration. The second caveat is to set the gain factor in the executive table 255 

for the MFC-ICPMS instrumentation to 1 for all Amps 1–4 (that is, 0.1 for Amp 1 with 256 

the 1012 Ω resistor and 0.01 for Amps 2–4 with 1013 Ω resistors in the case of Neptune) 257 

prior to the gain calibration for all 1012 Ω and 1013 Ω amplifiers. Without doing this, the 258 

solver calculations will involve these factors and the obtained gain factors will be 259 

incorrect. 260 

2.3.2. Data acquisition. The slow response of the 1013 Ω amplifiers prevents 261 

accurate acquisition of the beam intensity from highly fluctuating LA signals.20, 21 In 262 

particular, isotope ratios measured during signal ramp and decay are strongly affected. 263 
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Therefore, LA signals during the first 8 s were discarded by setting the Faraday 264 

amplifier idle time appropriately, and values for the flatter plateau region of LA signals 265 

were acquired before the LA was switched off to washout the aerosols (Fig. 1a). In 266 

order to closely monitor the variation in signal intensities during data acquisition (see 267 

section 2.3.3 below), we set a ~0.5 s single scan time and acquired 34 scans for an 268 

analytical run of a laser crater (Fig. 1a). 269 

2.3.3. Data correction. Figs. 1b and 1c show examples of the slow response of 270 

the 1013 Ω amplifiers against fluctuating LA signals, even in the flatter plateau region. 271 

The measured isotope ratios in a designated time interval ([20XPb/206Pb]/dt) were 272 

compared with the rates of signal intensity change in the same time interval (D208Pbi/dt). 273 

The changes were synchronous between the measured rates and the isotope ratios with a 274 

greater slow response effect in [208Pb/206Pb]/dt than in [207Pb/206Pb]/dt. This was because 275 

the signal intensities in natural 208Pb were about twice the quantities than in 206Pb and 276 

207Pb (see Fig. 2, where 208Pb/206Pb = ~2.1 and 207Pb/206Pb = 0.9). The unstable signals 277 

from LA aerosols caused larger absolute deviations in the 208Pb signals than those in the 278 

206Pb and 207Pb signals. This resulted in a greater effect for the slow response of the 279 

amplifier assigned to 208Pb. 280 

The relationship between the rates of signal intensity change and isotope ratios 281 

in a designated time interval have been recognized and examined thoroughly in previous 282 

studies. These studies have shown that a linear correlation exists between the rates of 283 

signal intensity change (D208Pbi/dt in this study) and isotope ratios ([20XPb/206Pb]/dt).20, 284 

21 Our results confirmed that the same correlation could be found within a single 285 

measurement run from a crater, as exemplified in Figs. 1 and 2. The measured 286 

deviations [20XPb/206Pb]/dt deviated around D208Pbi/dt = 0, thus indicating that the 287 

barycentric coordinates of the deviation correlated with the isotope ratios of the 288 

measured sample. This was confirmed by comparison of the mass 289 

fractionation-corrected isotope ratios using SRM 612 as the standard and measuring 290 

BCR-2G as the unknown. The correlation slope was steeper in [208Pb/206Pb]/dt–291 

D208Pbi/dt plots (Fig. 2a) in contrast to the gentler slope in [207Pb/206Pb]/dt–D208Pbi/dt 292 

plots (Fig. 2b). 293 

This relation was true in all the measurements, and this encouraged us to apply 294 

the [20XPb/206Pb]/dt–D208Pbi/dt corrections to cancel out the effects of slow responses by 295 
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recalculating the measured isotope ratios with the linear correlation lines20, 21 (arrows in 296 

Figs. 2a and 2b represent the effects of the correction calculations). With the 297 

corrections, the resultant analytical errors (repeatability) became smaller, i.e., the values 298 

changed from 0.0047 to 0.0020 (2 SE) for 208Pb/206Pb and from 0.0025 to 0.0020 (2 SE) 299 

for 207Pb/206Pb (Figs. 2c and 2d). Moreover, the averages of the corrected isotope ratios 300 

were almost identical with those of the uncorrected average ratios (see the almost 301 

directly proportional regression lines in Figs. 2c and 2d). This again indicated that 302 

deviations of the signals occurred around the barycentric coordinates of the correlation 303 

line, representing the averaged isotope ratios equal to that of the samples. 304 

 305 

3. Results and discussion 306 

In this section, we evaluate the analytical results for Pb isotope measurements made by 307 

UVFsLA-MFC-ICPMS and discuss the correction method for the slow response. The 308 

analytical performance given by repeatability, intermediate precision, and laboratory 309 

bias is also presented. 310 

 311 

3.1. Correction of the slow response 312 

Correction of the slow response of the 1013 Ω amplifiers can be made by linear 313 

regression of the [20XPb/206Pb]/dt–D208Pbi/dt values obtained from one analytical run, as 314 

shown in section 2.3.3 (Fig. 2). Previous studies by Hirata et al. (2003)20 and Iizuka et 315 

al. (2005)21 used a constant correction factor determined from artificially deviated 316 

signals generated by different LA pulse repetition rates (e.g., alterations between 10 Hz 317 

and 1 Hz ablation operations). This was to account for uncorrected “tau correction” 318 

factors originating from different responses between Faraday amplifiers, even after “tau 319 

corrections” were made on each amplifier. Pettke et al. (2011)37 also used an empirical 320 

correction factor to cope with this, applying (1) the stepping tau correction by using a 321 

previous deviation step to estimate the tau factor in the correcting step, and (2) 322 

quadratic tau correction using smoothed model data in order to cope with the large and 323 

abrupt signal intensity changes. However, they still found incorrect “tau correction” 324 

even with the smoothed quadratic tau correction method. 325 

As above, and in our data, there are still uncorrected slow responses between 326 
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amplifiers even after the damping (“tau”) factor corrections were made on each 327 

Faraday amplifier. This is clearly shown by the slopes of the linear regression lines in 328 

the [20XPb/206Pb]/dt–D208Pbi/dt plots, which varied significantly over the signal intensity 329 

range, especially in the low signal region (Fig. 3). Therefore correction of the slope 330 

fitting was required to be performed individually based on one single measurement 331 

dataset from a crater (34 scans, see an example in Fig. 1). Moreover, about 2 times 332 

larger 208Pb signals than those from 206Pb and 207Pb resulted in a significant difference in 333 

the slope values (as illustrated by Figs. 2a, 2b, and 3), and the slope values differed 334 

between different amplifier combinations, thus indicating different slow response 335 

factors (data not shown).  336 

The slope values were proportional when they were plotted against the averaged 337 

D208Pbi/dt values or 208Pbi signal intensities (Fig. 3). This means that the extent of 338 

signal deviation was almost proportional to the absolute change in the signal intensity in 339 

our instrument with the 1013 Ω amplifiers (Table 1). The relation was expressed by 340 

D208Pbi/dt = 0.0142 ± 0.0040 × 208Pbi, thereby showing a ~1.4% absolute signal 341 

deviation of the total signal intensity. This is interesting, because observations showed 342 

that the slow response of the amplifiers depends either on the absolute rate of the signal 343 

change or on the difference in relative signal intensities applied to the different 344 

amplifiers. These observations further supported the application of the slow response 345 

corrections to the individual dataset from a single crater because Pb isotope ratios and 346 

Pb signals naturally varied between samples and between samples and standards. 347 

From Fig. 3, we observed that one more aspect is possibly based on the 348 

relationship between the slope factor and D208Pbi/dt or 208Pbi. The largest slope value 349 

occurred when the absolute change in signals was small, in other words, when the signal 350 

intensity was small. In this particular case, deviations from the slow response were 351 

within the noise level of the measurement errors so that no correlation was generated, 352 

which resulted in a flat correlation line (a large absolute slope value). Measurement 353 

errors originating from 208Pbi (abscissa of Fig. 3) can be described simply by the square 354 

root of the signal intensity (𝑁 =  √𝑛, where n is the signal intensity; more details 355 

regarding the errors are provided in section 3.2). Slow responses represented by the 356 

correlation slope (vertical axis of Fig. 3) may be simulated by the damping behaviour of 357 
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a kinematic spring–dashpot system described by the following function: ζ =  𝑐 √𝑚𝑚⁄ , 358 

where m is the mass of weight, k is the spring constant, and c is the damping coefficient; 359 

that is, we assume an angular frequency dependent impedance of a resistor (R)–360 

capacitor (C) circuit of the Faraday amplifier as the spring–dashpot system. When the N 361 

and ζ values were plotted against each other, square root terms were cancelled out and 362 

an asymptotic relation was generated. In fact, the examples in Fig. 3 showed 363 

correlations represented by equation y = –0.1 / x for 207Pb/206Pb and y = –0.9 / x for 364 

207Pb/206Pb. 365 

The above formulations could have been applied to estimate the slope values 366 

from the measured D208Pbi/dt or 208Pbi values for a given combination of the 1013 Ω 367 

amplifiers. However, conditions may have differed via long-term changes in the 368 

conditions of the amplifiers or short-term changes in the LA conditions, i.e., changes in 369 

the isotope ratios or element abundance between craters. We therefore applied 370 

crater-by-crater corrections throughout this study by using the method shown in Fig. 2. 371 

To accomplish this, we generated an Excel spreadsheet and corrected the time resolved 372 

data off-line (Figs. 1 and 2). Corrections were made on the individual unknowns and 373 

the standard datasets were measured before and after the unknowns. The standard 374 

bracketing mass fractionation corrections were then made on the corrected values (†ESI 375 

Data Tables 1 and 2). In addition, error propagation between two bracketing standards 376 

and a bracketed unknown was calculated using an Excel matrix.39 377 

This correction strategy did not depend on the element abundances and isotope 378 

ratios, which may have differed between the standards and the unknowns. Also, 379 

intentional changes in the laser sampling volume made by changes in the LA mode (20 380 

µm diameter when using 200 nm wavelength at ~6 J cm–2 fluence and 50 µm diameter 381 

when using 266 nm wavelength at ~12 J cm–2 fluence), or by changes in the repetition 382 

rate of LA at different LA modes (1–25 Hz), did not affect the slope corrections (†ESI 383 

Data Table 1). Consequently, this method provided a proper correction for the slow 384 

response against various sources of disturbances such as those from the sample and the 385 

ablation conditions and others from the amplifiers including the Faraday–amplifier 386 

assignment and long-term drifts of the amplifiers. 387 

An alternative correction method would be a bulk signal integration.37 This can 388 
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be applied by the observations in the deviations of the signals which occurred around 389 

the barycentric coordinates representing the averaged isotope ratios equal to that of the 390 

samples (Fig. 2, section 2.3.3). We also applied the bulk signal integration approach 391 

with MICs for Os isotope analysis using a sparging method.38 However, analytical 392 

errors can only be estimated by the counting statistics for analysis of a single crater. As 393 

such, the error calculation cannot reflect changes in isotope ratios and signal intensities 394 

during ablation of a single crater (see above). This is a disadvantage of micro analysis, 395 

and so we do not apply this method.  396 

 397 

3.2. Repeatability of the Pb isotope analysis 398 

With the correction method proposed above, we analysed glass standards SRM 610 (426 399 

ppm Pb), SRM 612 (38.57 ppm), BCR-2G (11 ppm), and BHVO-2G (1.7 ppm)22, 23 with 400 

various LA intensities by using both the 266 nm and 200 nm laser ablation modes; the 401 

aim was to evaluate the repeatability achieved by the UVFsLA-MFC-ICPMS 402 

instrumentation with high gain 1013 Ω amplifiers (see LA conditions in Table 1). 403 

Measured signal intensities ranged from 0.1–300 mV at the largest 208Pbi signal (†ESI 404 

Data Table 1 and Fig. 4). 405 

Our research team measured Pb isotopes in the same glass standards by using 406 

the same high sensitivity MFC-ICPMS instrumentation (Table 1) with the Faraday 407 

collectors and the 1011 Ω and 1012 Ω amplifiers2, 16; miniature MICs were also used.10 408 

These analytical results are plotted in Figs. 4a and 4b, together with the data obtained 409 

in this study through the use of 1013 Ω amplifiers. The repeatability obtained by the 1011 410 

Ω amplifiers ranged from 0.1–0.01% 2 SE for the signal intensity range of 50–300 mV 411 

at 208Pbi. Those obtained by the 1011 Ω amplifiers were 2–0.05% 2 SE for the signal 412 

intensity range of 2–100 mV (Fig. 4a). All the relationships between 208Pbi and % 2 SE 413 

were linear in log–log space and formed linear arrays (Fig. 4a). 414 

The MIC analyses used three miniature MICs for the three Pb isotopes. 415 

Statistical features almost followed the theoretical values, which were calculated by Eqs. 416 

(5)–(8) as follows: 417 

 418 

𝐼 𝑃𝑃20𝑋
 =  𝐼 𝑃𝑃20𝑋

− 𝐵𝐵20𝑋 (X = 6, 7, 8) (5) 419 
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�𝜎
𝐼 𝑃𝑃20𝑋 �

2
=  (𝜎𝐼20𝑋)2 +  �𝜎𝐵𝐵20𝑋�

2
 (6) 420 

%𝜎 𝑃𝑃20𝑋/206 =  
𝐼 𝑃𝑃20𝑋

𝐼 𝑃𝑃206  × ��
𝜎 𝑃𝑃20𝑋

𝐼 𝑃𝑃20𝑋  × 100�
2

+  �
𝜎 𝑃𝑃206

𝐼 𝑃𝑃206  × 100�
2

 

(X = 7, 8) (7) 421 

%𝑆𝑆 𝑃𝑃20𝑋/206  =  
%𝜎

𝑃𝑃20𝑋/206

√𝑛
 (X = 7, 8) (8) 422 

 423 

where 20XPb is the intensity (cps) of the Pb ion beam, BG is the baseline intensity (cps), 424 

I is the intensity of the bulk ion beam, σ is the standard deviation of the beam intensity 425 

or isotope ratios, % SE is the percent standard error of the measured Pb isotope ratios, 426 

and n is total scan number; in the signal range of 10–800 kcps, this yielded 0.1–0.6 % 2 427 

SE (see the counting statistics line in Figs. 4a and 4b).10 428 

The relationship between the analytical errors and the signal intensities when 429 

using 1011 Ω, 1012 Ω, and 1013 Ω amplifiers has been reported by TIMS.18, 40 The 430 

measured % 2 SE values in 87Sr/86Sr and 143Nd/144Nd by 1013 Ω amplifiers were around 431 

a factor of 2 worse than that of counting statistics in ion counters in the 1–100 mV range. 432 

The errors by 1012 Ω and 1011 Ω amplifiers were 3 and 5 times greater than those by 433 

1013 Ω amplifiers (see star symbols in Fig. 4b). In contrast to our UVFsLA 434 

measurements, errors in TIMS were about a factor of 2–3 times smaller for all the 435 

different amplifiers (Fig. 4b). The TIMS analyses were made by sufficiently long 436 

acquisition times of 11 min (660 times for 1 s measurements) in both baseline and signal 437 

measurements.18, 40 438 

The TIMS analyses confirmed that the absolute baseline noise of ~1.4 µV was 439 

comparable with the Johnson–Nyquist noise level (Eq. 9); with the calculation as 440 

follows: 441 

 442 

∆𝑉 =  �4𝑘𝐵𝑅𝑅
𝑡𝑚

 (9) 443 

 444 

where ΔV is the 1 SD noise in volts, kB is the Boltzmann constant, R is the resistor 445 
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impedance in Ω, T is the temperature in Kelvin, and tm is the integration time in seconds 446 

(frequency, in Hz), which was calculated as ΔV = ~1.6 µV with a 1011 Ω impedance, 447 

0.0015 Hz frequency band (660 s scan time), and ~37 °C (~310 K) amplifier 448 

temperature.41 This thermal noise is regarded to be the major source of errors in Faraday 449 

amplifier circuits.18, 40 Researchers17,36 have reported that 1012 Ω and 1013 Ω amplifiers 450 

had average noise levels of ~0.8 µV and 0.3 µV (1 SE) after being corrected for the 10 451 

and 100 times higher gains relative to the 1011 Ω amplifiers; these noise levels represent 452 

an improvement by a factor of 1.8 and 5, respectively, compared to the 1011 Ω 453 

amplifiers, but were approximately 2 times worse than the theoretical improvements of 454 

the signal to noise ratios (S/N), which were increased by factors of 3 and 10, 455 

respectively.18, 40 456 

With Eqs. (5)–(9), the % SE errors for Pb isotope analysis while using Faraday 457 

collectors were formulated as Eqs. (10)–(14) as follows: 458 

 459 

𝜎𝐽𝐽  =  ∆V ÷ 100 (10) 460 

𝐼 𝑃𝑃20𝑋
 =  𝐼 𝑃𝑃20𝑋

− 𝐵𝐵20𝑋 (X = 6, 7, 8) (11) 461 

𝐼 𝑃𝑃20𝑋 =  𝐼 𝑃𝑃208  × 𝑅 𝑃𝑃20𝑋 𝑃𝑃208�   (X = 6, 7, 8) (12) 462 

%𝜎 𝑃𝑃20𝑋 𝑃𝑃206� =  ��
𝜎𝐽𝐽
𝐼 𝑃𝑃20𝑋  × 100�

2

+  �
𝜎𝐽𝐽
𝐼 𝑃𝑃206  × 100�

2
 

(X = 7, 8) (13) 463 

%𝑆𝑆 𝑃𝑃20𝑋/206  =  
%𝜎

𝑃𝑃20𝑋/206

√𝑛
 (X = 7, 8) (14) 464 

 465 

where σJN is obtained from 1 SD of the Johnson–Nyquist noise (ΔV in mV), I is the bulk 466 

intensity of the ion beam (mV), BG is the baseline intensity (mV), R is the isotope 467 

ratios, % SE is the percent standard error of the measured Pb isotope ratios, and n is the 468 

scan number in an analysis. 469 

Overall, the repeatability achieved by the 1013 Ω amplifiers in this study was 1–470 

0.04% 2 SE in the signal intensity range for 208Pbi of 1–100 mV (Fig. 4b). The 471 

variations of the measured % 2 SE errors were reproduced by the calculated errors of Eq. 472 

(14) when the Johnson–Nyquist noise was assumed to be 20 µV. This noise level was 473 
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more than 30 times higher than the measured value in TIMS (~0.6 µV) when using 1013 474 

Ω amplifiers.18 The analytical errors obtained in this study and our previous studies2, 10, 475 

15 were from a very short acquisition time of 60 s (2 cycles of 30 s scans, Table 1) in 476 

contrast to the sufficiently long acquisitions (660 cycles of ~1 s scans) made by TIMS.18, 477 

40 This was because of the baselines used in this study, which stand for on-peak 478 

backgrounds (Table 1) due to presence of the cone memories in all 206,207,208Pb isotope 479 

peaks. 480 

The extremely high sensitivity of the modified MFC-ICPMS procedure led to 481 

the detection of the cone memory signals at the 800–1500 µV level. This far exceeded 482 

that of the theoretical Johnson–Nyquist noise (1 SD), which was ~0.2 µV for the 1013 Ω 483 

amplifiers (recalculated to 1011 Ω amplifier equivalents) at the analytical conditions 484 

given above, and it shared 80–90% of the total Pb signals for the lowest quantity Pb 485 

sample analysed in this study (~150 µV 208Pbi, see Fig. 4b). However, considering the 486 

difficulties with these conditions, baseline stability with UVFsLA-MFC-ICPMS was 487 

excellent. The estimated 1 SD Johnson–Nyquist noise of 20 µV from the observed % 2 488 

SE errors was small enough for such high baselines. This was actually confirmed by the 489 

1 SD errors measured by the blank baseline analyses after on-peak baseline subtraction, 490 

which yielded 20 ± 5 µV (error in 1 SD, n = 16, data not shown) and was perfectly 491 

comparable with that of the assumed noise level of 20 µV. 492 

The measured (and theoretical) 208Pbi–% 2 SE slope obtained by 493 

UVFsLA-MFC-ICPMS when using 1013 Ω amplifiers was sub-parallel to that obtained 494 

by the 1011 Ω and 1012 Ω amplifiers and was about 2–3 times better in the 1–50 mV 495 

signal intensity range. The simulated Johnson–Nyquist noise error was ~60 µV for 1012 496 

Ω amplifiers, which was about 3 times worse in terms of the S/N than that with the 1013 497 

Ω amplifiers (Fig. 4a and 4b). The relative improvement in the analytical repeatability 498 

by using the 1013 Ω amplifiers over the 1011 Ω and 1012 Ω amplifiers was comparable 499 

with that found in TIMS.18 The repeatability was poorer than the theoretical errors in 500 

signal intensities higher than 50 mV, and it overlapped with those obtained by use of the 501 

1011 Ω and 1012 Ω amplifiers. Further, the repeatability was inferior in the intensity 502 

range higher than 200 mV (20 V equivalents in 1011 Ω amplifiers), thus indicating the 503 

presence an upper signal limit for the 1013 Ω amplifiers (Fig. 4a and 4b).18 504 

Conclusively, the above comparisons showed that the analytical performance of 505 
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the 1013 Ω amplifiers was superior to that of the 1011 Ω and 1012 Ω amplifiers in the 506 

signal range 1–100 mV and the repeatability of the data was about 2–3 times better. The 507 

repeatability when using the 1013 Ω amplifiers was still good enough at the signal level 508 

down to 0.3 mV, if the 3% 2 SE error was acceptable. The upper signal limit was about 509 

200 mV, at which inferior repeatability with 1012 Ω amplifiers became obvious (Fig. 510 

4b). 511 

Meanwhile, repeatability by the miniature MIC was about a factor of 2–10 better 512 

than that by the 1013 Ω amplifiers in the signal range 0.1–8 mV; the repeatability 513 

overlapped at around 10 mV (~7000 kcps, Fig. 4b), which was the approximate 514 

linearity limit of the miniature MIC.10 The repeatability of the MIC was apparently 515 

superior in the signal range 0.1–7 mV; however, this did not guarantee high 516 

intermediate precision and low laboratory bias, which will be discussed next in section 517 

3.3.  518 

 519 

3.3. Laboratory bias and intermediate precision of the Pb isotope analysis 520 

Evaluation of the laboratory bias was conducted by analysing the BHVO-2G (1.7 ppm 521 

Pb) and BCR-2G (11 ppm Pb) basalt standard glasses as unknowns and by using the 522 

SRM 612 (38.57 ppm Pb) standard glass as a standard. Crater-by-crater corrections of 523 

the slow response were made and standard–sample–standard bracketing and error 524 

propagation calculations were performed on the corrected values. The results are shown 525 

in †ESI Data Table 1, Table 3, and Fig. 5. 526 

The laboratory bias of the 208Pb/206Pb and 207Pb/206Pb isotope ratios in 527 

BHVO-2G and BCR-2G basalt glass samples was ±0.05–0.15 ‰ RD (‰ relative 528 

difference) from the solution MFC-ICPMS values,25 and the intermediate precision was 529 

±3–7 ‰ 2 SD for BHVO-2G and ±0.6–3.7 ‰ 2 SD for BCR-2G (Table 3 and Fig. 5). 530 

The % 2 SD intermediate precision of BHVO-2G analysed by MIC were about twice as 531 

large as that by 1013 Ω amplifiers although the repeatability by MIC was far better (Fig. 532 

4a). This was due to the large deviations of the analysed ratios between craters by MIC 533 

that were reflective of instabilities originating from the non-linearity within one MIC 534 

and between multiple MICs.10-12 This problem persisted even with large SEM values; 535 

nevertheless, the extent was smaller than that with MIC.8, 9 536 

In contrast to the ion counters, the high gain 1013 Ω amplifiers enabled very 537 
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accurate determinations of the Pb isotope ratios. The most remarkable results were 538 

shown by the ‰ 2 SD intermediate precision that were calculated by using the daily 539 

averages of BHVO-2G, where 208Pb/207Pb = 2.0477 ± 0.0032 (1.6‰ 2 SD) and 540 

206Pb/207Pb = 0.8331 ± 0.0005 (0.6‰ 2 SD), and of BCR-2G, where 208Pb/207Pb = 541 

2.0632 ± 0.0015 (0.7‰ 2 SD) and 206Pb/207Pb = 0.8322 ± 0.0003 (0.4‰ 2 SD) (Table 3). 542 

Such high intermediate precision was achieved only by the stable and high S/N ratio of 543 

the high gain 1013 Ω amplifiers (Fig. 4b). As a result, the laboratory bias obtained for 544 

the two basalt standards was ±0.05–0.15‰ RD, which almost rivals those by solution 545 

MFC-ICPMS.25, 28 A comparable laboratory bias was possible with the 1012 Ω amplifiers, 546 

but the intermediate precision (and repeatability) was less, i.e., twice as large in terms 547 

of ‰ 2 SD than those by 1013 Ω amplifiers (Fig. 5). This was more apparent in the low 548 

signal region < 50 mV (Fig. 4b). 549 

Overall, the performance of the 1013 Ω amplifiers was excellent and showed 550 

advantages over MIC and over 1011 Ω and 1012 Ω amplifiers. Achievable repeatability 551 

from craters with 30 µm diameters and 30 µm depths were better than 1.9‰ 2 SD from 552 

in 208Pb/206Pb from 1.7 ppm Pb (BHVO-2G) and 1.2‰ 2 SD from 11 ppm Pb 553 

(BCR-2G) glass samples. A similar measurement using a 193 nm excimer LA and 554 

MFC-ICPMS with crater diameters of 23 and 45 µm, with an acquisition time of 30 s, 555 

achieved 6‰ 2 SD (n = 20) and 2.7‰ 2 SD (n = 116), respectively, in 208Pb/206Pb from 556 

BHVO-2G (data from Tables 4 and 6 in Zhang et al., 2014).13 Our result from a crater 557 

diameter of 30 µm with an acquisition time of 15 s was 1.9‰ 2 SD (n = 20) using 1013 558 

Ω amplifiers (Table 3). The improvement in this study was simply due to the use of 1013 559 

Ω amplifiers. 560 

These precisions were more than an order of magnitude smaller than those by 561 

SIMS,4, 7 although the consumed sample amount was about 5 times larger than that by 562 

SIMS, which uses crater depths of only ~5 µm and crater diameters of <30 µm. 563 

Nevertheless, if a repetition rate of 5 Hz was used in UVFs-MFC-ICPMS, obtained 564 

repeatability was 1.5% 2 SE for BHVO-2G and 0.3% 2 SE for BCR-2G from the same 565 

crater size as LA (†ESI Data Table 2). These were comparable with those by SIMS.23 566 

The high sensitivity accomplished by the high efficiency interface vacuum pump with 567 

JET–X high transmission sample–skimmer cones,14, 16 together with the use of the high 568 

gain 1013 Ω amplifiers18, 19 ultimately brought up the sensitivity of 569 
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UVFsLA-MFC-ICPMS to a level that was comparable with that of SIMS. Better 570 

repeatability and intermediate precision were also accomplished with a greater sampling 571 

volume; this was easily achievable by UVFsLA-MFC-ICPMS given the excellent 572 

linearity and S/N of the 1013 Ω amplifiers. These performance attributes and operational 573 

flexibilities will open up new application fields for the microanalysis of Pb isotopes in 574 

tiny amounts of glass and low-content Pb mineral samples. 575 

 576 

4. Conclusions 577 

We presented analytical results for 208Pb/206Pb and 207Pb/206Pb isotope analyses of 578 

BHVO-2G and BCR-2G basalt glass samples, containing 1.7 ppm and 11 ppm Pb 579 

respectively, that were obtained by using UVFsLA-MFC-ICPMS instrumentation 580 

equipped with three state-of-the-art high gain 1013 Ω amplifiers. The slow response of 581 

the 1013 Ω amplifiers was corrected for by employing the [20XPb/206Pb]/dt–D208Pbi/dt 582 

relationship obtained from analytical data on a single crater. This approach improved 583 

the repeatability by compensating for the different slow response factors between the 584 

1013 Ω amplifiers. Obtained laboratory bias and intermediate precisions, after standard 585 

bracketing mass fractionation correction using SRM 612 standard glass as an external 586 

standard, were ±0.05–0.15‰ RD for both glasses and ±3–7‰ 2 SE for BHVO-2G and 587 

±0.6–3.7‰ 2 SE for BCR-2G. These were approximately 2–3 times better than those 588 

obtained by either MIC-ICPMS or by MFC-ICPMS with 1012 Ω amplifiers. The 589 

extra-high sensitivity of the present system also enabled comparable analytical 590 

performance with SIMS (2–0.5% 2 SE) from the same sample size. 591 
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Figure and table captions 695 

Fig. 1  Changes in the signal intensity at 208Pb (a) and changes in the rate of signal 696 

intensity (D20XPbi/dt) and measured Pb isotope ratios ([20XPb/206Pb]/dt) within 697 

designated time intervals (b and c) that were analysed from a 30 µm diameter and 30 698 

µm deep crater dug on an SRM612 standard glass sample. 699 

 700 

Fig. 2  Correlations between the change in the rate of signal intensity (D20XPbi/dt) and 701 

measured Pb isotope ratios ([20XPb/206Pb]/dt) within designated time intervals that were 702 

analysed from a 30 µm diameter and 30 µm deep crater dug on a BCR-2G standard 703 

glass sample (panels a and b). Panels c and d show results for slow response correction, 704 

before ([20XPb/206Pb]/dt raw) and after ([20XPb/206Pb]/dt corr.) the corrections. Errors, as 705 

indicated by 2 standard errors (2 SE), were reduced after corrections. Arrows in panels a 706 

and b show the corrections of the correlation slopes generated by the different slow 707 

responses of the assigned 1013 Ω amplifiers. 708 

 709 

Fig. 3  Correlations between slope values from D20XPbi/dt–[20XPb/206Pb]/dt plots and 710 

the change in the rate of signal intensity (D208Pbi/dt) or absolute signal intensity (208Pbi). 711 

Two asymptotic curves are shown by different isotope ratios for 208Pb/206Pb (open 712 

symbols) and 207Pb/206Pb (solid symbols). These were from different response of the 713 

amplifiers and different isotope ratios between 208Pb/206Pb and 207Pb/206Pb. D208Pbi/dt 714 

and 208Pbi/dt proportionally varied during laser ablation, thus indicating that the rate of 715 

signal fluctuation was almost constant but with different absolute values dependent on 716 

the signal intensities. See details in the text. 717 

 718 

Fig. 4  Repeatability obtained from glass standard samples analysed by 719 

UVFsLA-MFC-ICPMS using 1011 Ω amplifiers15, 1012 Ω amplifiers,2 and MIC10 (panel 720 

a) and using 1013 Ω amplifiers (panel b). Results from TIMS during the use of 1011 Ω, 721 

1012 Ω, and 1013 Ω amplifiers40, 41 are also shown by stars (panel b). Theoretical errors 722 

are shown for counting statistics for MIC (thin line) and for Johnson–Nyquist noise at 723 

20 µV and 60 µV for 1013 Ω and 1012 Ω amplifiers, respectively (grey thick solid and 724 

dotted lines for 208Pb/208Pb (upper) and 208Pb/208Pb (lower)). Repeatability is shown by 725 
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the percentage for 2 standard errors (% 2 SE). The abscissa shows the averaged signal 726 

intensity measured at 208Pb in mV (lower) and in kcps (upper). 727 

 728 

Fig. 5  Analytical results of 208Pb/206Pb and 207Pb/206Pb isotope ratios for BHVO-2G 729 

and BCR-2G basalt glass samples (panels a and b). Each data point shows a single spot 730 

(30 µm diameter and depth) that was analysed by bracketing analysis with the SRM612 731 

glass standard; errors are given as 2 standard errors (2 SE). Av.: daily average of five 732 

individual spots with 2 standard deviations (2 SD); GAv.: grand average using all 733 

individual spot data with 2 SD; MIC: analysis by using the MIC with 2 SD;10 1012 734 

amps: analysis by using 1012 Ω amplifiers with 2 SD;2 Ref.: reference values reported 735 

for solution ICPMS with 2 SE.25 Averages and 2 SD values given by the daily averages 736 

are shown in Table 3. 737 

 738 

Table 1  Laser and mass spectrometer setup parameters for UVFsLA-MFC-ICPMS 739 

 740 

Table 2  Configurations of the Faraday amplifier combinations used for gain 741 

calibration 742 

 743 

Table 3  Representative analytical results for Pb isotope ratios in BHVO-2G and 744 

BCR-2G basalt glasses 745 

 746 

Electronic supplementary information (ESI) Data Table 1: Representative analytical 747 

precisions of Pb isotope ratios obtained by using 200FsLA-MFC-ICPMS with 1013 Ω 748 
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Table 1  Laser and mass spectrometer setup parameters for the UVFsLA-MFC-ICPMSa 756 
           757 
Apparatus Experimental setting       758 
[Femtosecond laser ablation system] 759 
Equipment OK-Fs2000K OK Laboratory Ltd. (in house development) 760 
Source wave length/pulse width  200 nm/~300 fs, 266 nm/~170 fs 761 
Energy at source  200 nm/60 µJ, 266 nm/300 µJ 762 
Focusing lens  200 nm: Fluorite and fused silica combination objective lens 763 
  266 nm: Fused silica aspherical objective lens 764 
Spot size  200 nm: 20 μm on sample surface 765 
 266 nm: 50 μm on sample surface 766 
Fluence at laser spot 200 nm/~6 J cm−2, 266 nm/~12 J cm−2 767 
Repetition rate  200 nm/25–1 Hz, 266 nm/10–1 Hz 768 
Rotation raster radius 200 nm/7 μm, (266 nm/Line) 769 
Rotation/line raster velocity 7 μm s−1 770 
He gas flow 1.15 L min−1 771 
 772 
[MC-ICPMS] 773 
Equipment Thermo Scientific NEPTUNE 774 
RF-power  1400 W 775 
Guard electrode  On 776 
Sampling cone  JET-sample cone (Ni) 777 
Skimmer cone  X-skimmer cone (Ni) 778 
Plasma gas (Ar)  1.0 L min−1 779 
Laser carrier gas (Ar)  ~1.3 L min−1 780 
Interface vacuum with E2M80 1.7 mbar with He ablation carrier gas 781 
Baseline measurement 30 s × 2 on peak baseline before acquisition 782 
Acquisition ~0.5 s × 30 scans after 8 s idle time 783 
Faraday detector setting 784 
202Hg FC L3 (1012 Ω amplifier)  785 
203Tl FC L2 (1011 Ω amplifier)  786 
204Pb (204Hg) FC L1 (1012 Ω amplifier)  787 
205Tl FC Axial (1011 Ω amplifier)  788 
206Pb FC H1 (1013 Ω amplifier)  789 
207Pb FC H2 (1013 Ω amplifier)  790 
208Pb FC H3 (1013 Ω amplifier)  791 
Zoom optics 1: Dispersion quad lens 0 V 792 
Zoom optics 2: Focus quad lens 7 V 793 
Data correction off-line with Excel spreadsheet    794 
a FC: Faraday corrector; isobaric atomic and molecular ions are shown in parentheses 795 

  796 
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Table 2  Configurations of the Faraday amplifier combinations used for gain calibrationa 797 
        798 
Amplifier   Amp 1 Amp 2 Amp 3 Amp 4 799 
        800 
Resistor   1012 Ω 1013 Ω 1013 Ω 1013 Ω 801 
        802 
Isotope 803 
Cycle 1   143Nd 144Nd 146Nd 804 
Cycle 2    143Nd 144Nd 146Nd 805 
Cycle 3   146Nd  143Nd 144Nd 806 
Cycle 4   144Nd 146Nd  143Nd   807 
        808 
Result   143Nd/144Nd 2 SE 809 
Initial measurement by 1011 Ω amplifiers 810 

0.512211   ± 0.000070 811 
Measurements by a 1012 Ω and three 1013 Ω amplifiers 812 
Cycle 1   0.504776   ± 0.000080 813 
Cycle 2   0.522075   ± 0.000032 814 
Cycle 3   0.510701   ± 0.000100 815 
Cycle 4   0.511278   ± 0.000127 816 
After calibration measurement by 1013 Ω amplifiers 817 

0.512210   ± 0.000033 818 
        819 
Amplifier   Amp 1 Amp 2 Amp 3 Amp 4 820 
AGF (raw value)  0.996125 0.989874 1.006286 1.001044 821 
AGF (Amp 1 relative) 0.099479 0.009885 0.010049 0.009967  822 
a AGF: amplifier gain factor, 2 SE: 2 standard errors 823 
 824 
  825 
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Table 3  Representative analytical results for Pb isotope ratios in BHVO-2G and BCR-2G basalt glassesa 826 
           827 
Sample 208Pb/206Pb 2 SD 207Pb/206Pb  2 SD  Reference   828 
 829 
BHVO-2G  830 
1013 Ω amplifier 2.0470 ± 0.0039 (1.9‰) 0.8325 ± 0.0039 (0.6‰) This work 831 
MIC 2.0530 ± 0.0180 0.8340 ± 0.0080 Chang et al. (2014)10 832 
1012 Ω amplifier 2.0481 ± 0.0152 0.8339 ± 0.0300 Kimura et al. (2015)16 833 
LA-MFC-ICPMS 2.0557 ± 0.0056 (2.7‰) 0.8336 ± 0.0025 (3.0‰) Zhang et al. (2014)13 834 
Reference (2 SE) 2.0480 ± 0.0030 0.8320 ± 0.0010 Weis et al. (2006)6 835 
 836 
BCR-2G  837 
1013 Ω amplifier 2.0632 ± 0.0015 (1.2 ‰) 0.8324 ± 0.0003 (0.7‰) This work 838 
1012 Ω amplifier 2.0607 ± 0.0040 0.8324 ± 0.0047 Kimura et al. (2015)16 839 
Reference (2 SE) 2.0631 ± 0.0014 0.8328 ± 0.0005 Elburg et al. (2006)25  840 
           841 
a Errors are given by 2 standard deviations (2 SD) for our work, whereas 2 standard errors (2 SE) are used 842 
for the reference data that were analysed by high-precision MC-ICPMS bulk analyses. 843 
 844 
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