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Abstract

We have adapted our Genetic Algorithm based opti-
mization approach, originally developed to generate
force field parameters from quantum mechanic refer-
ence data, to derive a first coarse grained force field
for a MOF, taking the atomistic MOF-FF as a ref-
erence. On the example of the copper paddle-wheel
based HKUST-1, a maximally coarse grained model,
using a single bead for each three and four coordi-
nated vertex, was developed as a proof of concept.
By adding non-bonded interactions with a modified
Buckingham potential, the resulting MOF-FF-CGNB
is able to predict local deformation energies of the
building blocks as well as bulk properties like the tbo

vs. pto energy difference or elastic constants in a
semi-quantitative way. As expected, the negative ther-
mal expansion of HKUST-1 is not reproduced by the
maximally coarse grained model. At the expense of
atomic resolution, substantially larger systems (up to
tens of nanometers in size) can be simulated with re-
spect to structural and mechanical properties, bridging
the gap to the mesoscale. As an example the deforma-
tion of the [111] surface of HKUST-1 by a “tip” could
be computed without artifacts from periodic images.

1 Introduction

The swiftly growing class of porous metal-organic
frameworks (MOFs) is of high interest for various
applications, ranging from gas storage and separa-
tion to sensing and catalysis.1–6 One of the rea-
sons for this is the wide variety of organic and inor-
ganic building units that can be combined, leading
to a range of network topologies and pore geome-
tries.7 A further, very important advantage over
the well established zeolite-type porous materials is

their flexibility. Especially the sometimes large vol-
ume change upon guest adsorption, which is called
“breathing”, has triggered a lot of research on this
phenomenon.8 For a further – ideally rational –
development of MOFs towards technical applica-
tion, an atomistic understanding of the underly-
ing mechanisms of interaction and conformational
flexibility is pivotal, making theoretical calculations
a valuable and important tool.9–11 However, many
MOF systems push quantum mechanic (QM) meth-
ods like periodic density functional theory (DFT)
type calculations12 to their limit because of the size
and number of atoms in the unit cell. As a conse-
quence computationally more efficient parameter-
ized force fields (FFs) have been employed where
possible.11,13 As long as covalent bond breaking
is not involved, these more approximate molecu-
lar mechanics (MM) methods can be used to in-
vestigate larger systems for longer timescales. The
difficulty here is to define a proper energy expres-
sion to describe the relevant part of the potential
energy surface (PES) in the correct way and to de-
termine the corresponding parameters. For com-
puting the conformational flexibility of the porous
MOF matrix (as well as for the host-guest inter-
actions, dominated by physisorption) conventional
non-reactive force fields, that employ a separation
in bonded and non-bonded terms, is a sufficiently
good approximation. However, the determination
of parameters for the inorganic building blocks re-
mains a challenging problem. A number of sys-
tem specific force fields for particular MOFs have
been developed meanwhile.14–17 More general force
fields, which are able to describe various MOF fam-
ilies in the same way are still scarce. A frequently
employed solution is to use so-called generic force
fields, like UFF,18 where the parameters are gener-
ated by a rule based system from a much smaller
set of atomic parameters. This allows the con-
sistent treatment of a wide range of systems, in-
cluding a number of MOFs, however, with a lim-
ited and uncontrolled accuracy. Very recently, the
UFF atomic parameter set was augmented by the
Heine group with specific environments for a se-
ries of MOFs, referred to as UFF4MOF, which sig-
nificantly improves the accuracy in this area.19 A
complementary approach has been derived by us
over the years.20–22 By a Genetic Algorithm (GA)
based global optimization scheme using a novel ob-
jective function, specific parameters for each indi-
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vidual MOF system are generated in a systematic
way, using reference data computed on DFT level
for non-periodic model systems. By trading trans-
ferability for accuracy, force field parameters with
controlled accuracy can be generated, however, with
a larger effort as compared to the rule based generic
force fields. The resulting force field MOF-FF is
available for a range of MOF systems and will be
constantly enlarged.22 Very recently a similar, but
technically different approach has been introduced
by Vanduyfhuys et al.23 In the QuickFF method no
global optimization of a target function is used but
the force field parameters are directly derived from
the QM potential energy surface.

Despite these advancements in the computation-
ally accessible range of length and time scales,
achieved by atomistic force fields, system sizes are
still limited to a few unit cells, especially for larger
MOFs. For a full understanding of the “breath-
ing” effect of MOF crystallites, which seems e.g.
to be affected by morphology,24 it might be neces-
sary to go beyond the periodic boundary approx-
imation.25 Recently, indications for meso-porosity
in defect-engineered MOFs were found.26 Thus, in
order to achieve a meso-scale modeling of MOFs
computational approaches for even larger time and
length scales are desirable. This is in analogy to
the field of biomolecular and polymer systems sim-
ulation. There, a further “coarse graining” (CG) is
employed and multiple atoms are mapped on sin-
gle interaction sites, which are often referred to as
beads.27–30 In the simplest case the hydrogen atoms
of e.g. a -CH3 group are mapped on the carbon
atom, leading to an effective methyl group poten-
tial in a so-called united atom force field.31,32 Such
FFs have already been employed for MOFs, in par-
ticular for describing guest molecules. However, a
true coarse graining of the MOF matrix, combining
the inorganic building blocks and linkers into one or
more effective interaction sites, has to our knowl-
edge not been investigated. Note, however, that
the approach proposed by Sarkisov et al.33, where
the MOF is represented as a space frame truss,
mapping the atomistic system on a mechanical sys-
tem, can indeed be considered as a coarse grain-
ing. The limitation of this method is that it can
distinguish only in a qualitative way between me-
chanically flexible (e.g. “breathing”) systems and
rigid ones. In contrast to that, a properly param-
eterized coarse grained force field should at least
semi-quantitatively reproduce the essential features
of structure and mechanical flexibility of the MOF,
like for example elastic constants.

In this contribution we propose a first and max-
imally coarse grained force field for copper paddle-
wheel (PW) based MOFs, focusing on the archetyp-
ical Cu3btc2 (btc = benzene-1,3,5-tricarboxylate)
or HKUST-1.34 The square planar geometry of the

paddle-wheel is particularly challenging for a coarse
grained representation as compared to e.g. an octa-
hedral Zn4O fragment in the IRMOF series.35 For
the fitting of the bonded parameters of the coarse
grained force field we propose a strategy similar to
the one used previously for the optimization of the
atomistic MOF-FF, however, taking MOF-FF itself
as a reference instead of QM computed data. Dif-
ferent levels of coarse graining are discussed and the
influence of the non-bonded parameters on the re-
sults is investigated. The aim is to proof the concept
and to assess which properties can be reproduced at
this extreme level of coarse graining. This is only a
first step towards a general coarse grained force field
for MOFs, since neither the optimal level of coarse
graining and potential energy expression, nor the
best parameterization procedure are clear from the
outset.

2 Computational Details

All force field calculations for both the atomistic
and the coarse grained systems have been per-
formed with our in house developed pydlpoly molec-
ular mechanics code.22 Pydlpoly is based on the DL-
POLY Classic package36 written in the Fortran 90
programming language, but is completely restruc-
tured and interfaced by the object oriented scripting
language Python37,38 using the f2py code genera-
tor.39

The fit of the CG force field parameters was per-
formed in analogy to the fit of the atomistic MOF-
FF as described in ref. 20 by a Genetic Algorithm
global optimization scheme using the Pikaia 40 code.
The single objective function is based on accord-
ingly weighted mean square deviations of structure
and curvature information, represented in redun-
dant internal coordinates (RIC)41–43 defined by the
connectivity of the force field. We have used a
complete rewrite of the force field generator code
ff gen, which is now written in Python in a strictly
object oriented fashion. It combines the pydlpoly

MM back-end with a RIC-module to compute the
objective function and the Python wrapped Pikaia

GA-module. Typically, a population of 200 species
is propagated over 200 generations using a steady
state reproduction plan with a selection probability
based on fitness based ranks, a two point crossover
operation with a probability of 85% and a uniform
one-point (jump) and creep mutation with equal
probabilities of 5%. In addition the elitism option
is used in the GA optimization.

We employed the atomistic MOF-FF22 force field
as a reference. Note that it is in principle possi-
ble, but numerically more demanding, to fit the CG
force field directly to QM reference data. Further
details on the generation of the reference data and
the parameter fit are described in the next section.
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atomisticminimal intermediate building block

Fig. 1: Schematic representation of possible different levels of coarse graining of HKUST-1 (tbo topology).
Blue spheres in the lower row indicate beads for the corresponding CG models.

3.2 Fitting of CG Parameters

In analogy to the atomistic MOF-FF, its CG variant
MOF-FF-CG is parameterized by a bottom-up ap-
proach, which means the parameters are not fitted
to reproduce global properties of the bulk system, as
it is done for example in the BTW-FF,49 but from
local properties of the unperturbed building blocks,
computed on a higher level of theory. This approach
has the advantage that different supramolecular iso-
mers, like for example different topologies, or even
different combinations of building blocks can be in-
vestigated with a single FF. The non-periodic ref-
erence structures used for the parameterization of
the minimal MOF-FF-CG for HKUST-1 are shown
in Fig. 3. The benzoate model (Fig. 3a) serves as
a reference system for the parameterization of the
square planar SBU. Note that the same system was
utilized also in Ref. 22 for the atomistic MOF-FF.
In this case, also the necessary parameters for the
organic linker could be derived from this model,
whereas for MOF-FF-CG a further reference system
to represent the three coordinated vertex is neces-
sary, which is shown in Fig. 3b. The blue spheres in
Fig. 3 represent the bead positions in the CG-FF,
and they are added as virtual sites, defined by the
center of mass (COM) of its defining atoms, in the
atomistic model. The virtual sites are defined ei-
ther by the six phenyl carbon atoms or by the two
copper atoms, which is indicated in Fig. 3 by ad-
ditional bonds between the defining atoms and the
virtual sites.

In the very first step, a MOF-FF-CG was pa-
rameterized without any explicit inclusion of non-
bonded van der Waals (vdW) and Coulomb inter-
actions, in other words they were only implicitly

included in the bonded interactions. As for MOF-
FF, the bonded parameters were obtained by a GA
optimization of an objective function, constructed
from weighted mean square deviations of geometric
data and Hessian matrix elements, represented in
redundant internal coordinates defined by the con-
nectivity of the CG system. After a free optimiza-
tion of the atomistic model the geometric data like
bond length and angles can be extracted from the
COM positions of the virtual sites. The computa-
tion of the CG Hessian (HCG) from the atomistic
model, however, is not straight forward. To com-
pute it, Lagrange constraints for the virtual site
positions have been implemented. The CG Hes-
sian with the dimension [3Nb, 3Nb] (where Nb is
the number of beads) was calculated by a double
sided finite difference approach. Starting from the
optimized geometry, all virtual sites are in turn dis-
placed by a small distance d in one of the Carte-
sian directions (in both positive and negative direc-
tion). In order to maintain the COM constraint also
the corresponding defining atoms are moved by the
same displacement d. Then a geometry optimiza-
tion with the L-BFGS algorithm50 is performed,
with all virtual sites constrained to their positions.
For this purpose, the force acting on each virtual
site was projected out by subtracting it from the
force on its defining atoms. The convergence cri-
terion for the L-BFGS optimizer has to be chosen
very tight in this case, in order to get converged re-
maining forces on the virtual sites. A threshold of
5 · 10−7 kcal/mol/Å was used together with a dis-
placement of d = 0.001 Å. In total, 6Nb such con-
strained optimizations have to be performed and
the Matrix HCG is constructed in the usual way
from the change in the remaining gradient on the
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dal distortion shows perfect agreement up to large
deformations.
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Fig. 4: Potential energy scans along the wine-
rack (a) and pyramidal distortion (b) obtained
with MOF-FF-CG (dashed blue line) and MOF-FF
(solid red line).

As a further test, full 3D periodic network struc-
tures were considered. As already mentioned, two
different edge-transitive topologies are possible for
3,4-connected systems with a square planar ver-
tex like HKUST-1: the tbo and the pto topology.
HKUST-1 crystallizes in the tbo topology, whereas
MOF-1452, which differs from HKUST-1 by an ex-
tended linker, prefers the pto topology.45 In order
to assess the quality of MOF-FF-CG, the energy dif-
ference between these supra-molecular isomers was
calculated with MOF-FF and MOF-FF-CG. Fur-
thermore, lattice constants and elastic properties
for both topologies have been evaluated with the
atomistic and the CG model. The results are shown
in Table 1 and Table 2. The Young modulus of the
cubic systems Ex was calculated via a one dimen-
sional scaling operation with the scaling factor sx.
The size of the simulation box in x direction was
changed from L0,x to sxL0,x, and the atomic po-
sitions were relaxed. The Young modulus is then
given by:

Ex =
1

L3
0

∂2E(r′)

∂s2
x

. (2)

The scale factor sx was varied from 0.98 to 1.02 in
steps of 0.005. The second derivative in Eq. 2 was
determined from a harmonic fit of the curve. The
Bulk modulus is related to the curvature of E(V ),

B = V0
d2E

dV 2
(3)

where V is the volume of the unit cell and E is the
energy/unit cell at volume V. The second derivative
was derived from a Birch-Murnaghan equation of
state fit to the energy vs. volume curve.

In Table 1 the energy differences between the tbo

and the pto topology are summarized, together
with the deviations between the atomistic and CG
force field. All energies are given with respect to the
formula unit S3T4 (where S represents the square
planar and T the trigonal building block). The tbo

unit cell consists of eight such units, whereas the
pto net is formed by two. The CG model correctly
predicts the tbo system to be more stable, but it
overestimates the energy difference by a factor of
two. In Table 1 also the individual energy contri-
butions to the energy are given. They are only
of limited significance, since in the CG model cer-
tain terms are missing and are implicitly included
in others. For example, the Coulomb interaction is
entirely missing, but contributes about 4 kcal mol−1

to the total energy difference in the atomistic calcu-
lations. As expected, the main reason for the pref-
erence of tbo is the torsional contribution in both
MOF-FF and MOF-FF-CG.45 However, a close in-
spection reveals that the main source of error is the
lack of vdW interactions in the CG model. These
non-bonded terms stabilize the slightly denser pto

system in the atomistic calculation, reducing the
overall energy difference.

A comparison of the lattice constants (see Ta-
ble 2) shows a very good agreement between the two
models, which is expected due to the structural fit
of the building blocks. The elastic properties, on
the other hand, reveal again certain shortcomings
of the CG approximation as summarized in Table 2.
Both Bulk and Young moduli are underestimated
for MOF-FF-CG. For the less dense tbo the mod-
uli are consistently lower for both models, but differ
more strongly between the atomistic and the CG
model, as compared to pto.

3.4 Inclusion of non-bonded interac-

tions

Overall, the CG model is able to reproduce the PES
of deformations (see Fig. 4) as well as properties of
the actual MOF fairly well. The largest deficiency,
however, is the lack of vdW interactions between
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the beads. Consequently, we developed a revised
model MOF-FF-CGNB, which includes these in-
teractions in an approximate way. Following cur-
rent strategies in CG models for bio-polymers53 we
avoided the complexity arising from non-spherical
bead models and tried to mimic non-bonded inter-
actions (both Coulomb and vdW) from the atom-
istic model into a spherical Buckingham type po-
tential, similar to the one used in MOF-FF. First,
non-bonded energy curves for the approach of rigid
building blocks (benzene and a simple paddle-wheel
system truncated at the carboxylate carbon atoms)
were determined using MOF-FF. Only a single,
most relevant relative orientation was considered at
this point. Further details and the resulting curves
are given in the ESI. Each pairwise interaction was
fitted individually by a least squares method, avoid-
ing the use of combination rules. Interestingly, we
found it difficult to represent these curves by a reg-
ular Buckingham potential, since the dispersive at-
traction is due to the summed effect of all atoms
mapped to the bead, whereas the repulsive part is
mainly determined by the outermost atom. A much
improved fit could be achieved by using a somewhat
modified Buckingham potential of the form

EvdW +C
ij = Ae−B(dij−d0

ij)
−

C

(dij − d0
ij)6

, (4)

using an offset parameter d0
ij . The parameter A

and B determine the strength and steepness of the
repulsive part, whereas C adjusts the strength of
the dispersive interaction. The inclusion of these
vdW interactions in MOF-FF-CGNB did not re-
quire any refit of the bonded parameters, because
1-2 and 1-3 non-bonded interactions were excluded,
similar to MOF-FF. The non-bonded interactions,
present within the building blocks, are already im-
plicitly contained in the bonded terms in MOF-FF-
CG. In Table 1 and Table 2 the results for relative
energies of tbo vs. pto and the elastic properties
of both phases are shown for comparison also with
MOF-FF-CGNB. In particular, the overall energy
difference between tbo and pto is substantially im-
proved by adding approximate non-bonded interac-
tions in this way.

The lattice constants show only small changes,
but especially the Young modulus of the pto phase
is now in an almost perfect agreement, whereas for
tbo only a small improvement was achieved. As
mentioned before, the tbo phase is less dense i. e.,
the distances between the beads are larger than in
the pto case. In addition, the configurations used
for the potential energy scans to fit the CG vdW
parameters resemble more closely to the configura-
tions present in the pto phase. Overall, the ad-
dition of vdW interactions improved the quality of
the CG force field markedly even for the minimal
model, where only a few spherical beads are used.

Note that the largest deviations for the Young and
Bulk moduli for tbo are in the order of 10%, which
is well in the range of discrepancies observed for dif-
ferent theoretical methods (ranging from periodic
DFT to different force fields) as well as for mea-
sured values. Thus, even the minimal model is able
to achieve our aim of semi-quantitative accuracy.

3.5 Limitations

In order to assess the applicability of MOF-FF-
CGNB for dynamic properties we have computed
the thermal expansion coefficient of desolvated
HKUST-1. With an atomistic FF (predecessor of
MOF-FF) the negative thermal expansion (NTE)
behavior could be predicted quantitatively.21 In
Fig. 5 the temperature dependence of the lattice
constant for MOF-FF-CGNB is shown. It was ob-
tained from a series of 4 ns sampling runs in the
NPT ensemble between 50 and 500 K at a pressure
of 1 atm, using a 3 × 3 × 3 supercell. In contrast to
the atomistic FF, no NTE is observed for our max-
imally coarse grained model. Wu et al.54 have pro-
posed three different vibrational motions to be re-
sponsible for the NTE in HKUST-1: the translation
and libration motion of the benzyl ring of the linker
and the local twisting of the PW unit. Clearly, in
the minimal model these motions are not present
because both the PW unit and the linker consist
of only one bead. Thus, in order to reproduce the
effect of NTE with a CG FF a model has to be
used, which is able to resolve these motions, like
for example the above proposed less coarse grained
building block model (Fig. 1).

This example illustrates a general limitation of
coarse grained FFs. The ability to simulate sys-
tems on larger time and length scales comes with
the price of a loss of resolution. The minimal model
of HKUST-1 is able to reproduce the mechanical
properties but not the NTE. Note that in case of
MOF-5 the mechanical stability comes largely from
the orthogonal orientation of the adjacent planar
linkers, leading to a large and small pore.55 Thus,
it can be expected that a maximally coarse grained
MOF-5 force field might not even be able to repro-
duce the mechanical properties.

From this follows the general rule that the coarse
grained model has to be chosen carefully with re-
spect to the required property and the system of
interest.

3.6 Application: When Size Matters

Certain properties of crystalline materials cannot
be computed accurately under the approximation of
periodic boundary conditions using small unitcells.
An example are mesopores in a MOF resulting from
the introduction of defect linkers.26 In order to in-
vestigate the overall mechanical stability depend-
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Fig. 5: Thermal expansion of HKUST-1 computed
with MOF-FF-CGNB (cell parameter vs. tempera-
ture).

ing on the type and size of mesopores, it will be
necessary to embed them into a sufficiently large
non-defective material. Similar large system sizes
would be needed to simulate correlated disorder as
observed recently in UiO-66 type materials.56 Such
applications will be the target in our further inves-
tigations using CG force fields for MOFs.

Because of the success in describing the elastic
properties of the bulk material, we illustrate the
application of MOF-FF-CGNB here by computing
the effect of a nanosized “tip” deforming the surface
of an HKUST-1 crystal. This scenario is inspired by
nano-indentation experiments,57 where the applied
load is recorded with respect to the depth of pene-
tration of an indenter tip into the material in order
to extract elastic properties. Such experiments have
been performed for a thin film of HKUST-1 experi-
mentally.58 Note, however, that in the experiments
“dead material” is formed by plastic deformation
upon lowering the indenter, resulting in a hysteretic
behavior. This can of course not be reproduced by
our non-reactive force field and the scenario is cho-
sen just to demonstrate the potential use of a CG
FF where size effects led to a slow convergence with
system size.

A slab model exposing the most stable [111] sur-
face59 with a thickness of six unitcells along the z-
axis was constructed, using supercell sizes of 1×1 up
to 5 × 5 in the lateral (x and y) direction. The sur-
face is assumed to be terminated by acetate groups,
which are represented in MOF-FF-CGNB by spher-
ical beads for the CH3-groups.59 In the smallest
case (1 × 1 × 6) the corresponding system has di-
mensions of about 3.8×3.3×25.3 nm3, whereas the
largest slab (5×5×6) is about 18.8×16.3×25.3 nm3

in size and consists of 23, 500 beads (see Fig. 6). For
simplicity the indenter was modeled by an atom-
istic model using entirely repulsive tungsten atoms
cut from a primitive cubic packing (cell constant
of 3.16 Å. The first atom of the tip was positioned

5.82 Å above the surface of the slab. It was moved
20 Å into the material performing 40 steps with a
stepsize of 0.5 Å. In every step the positions of the
framework beads were completely relaxed with the
lowest layer and the tip atoms frozen. In Fig. 7 the
total energy with respect to the penetration depth
is shown for all systems.

In the case of the smallest 1 × 1 × 6 supercell,
the indenter tip is nearly as large as the exposed
surface patch and thus it is not penetrating into
the material, but compressing the whole slab nearly
uniaxial along the z-coordinate (see Fig. S 3). A
harmonic fit of the energy vs. penetration depth
curve, shown in Fig. 7, results in a force constant
of 9.70 kcal/mol/Å2 (see also Table S 4). In con-
trast to that, as shown in Fig. 6 on the right, a
shear type deformation in the area around the tip
is observed, due to the point-like indenter tip. Be-
cause of the size of the system, this local deforma-
tion is not coupling to its periodic images in the
2D slab model. This is reflected by the energy
vs. penetration depth curves in Fig. 7 converging
with system size. Interestingly, the corresponding
force constants converge with 18.5 kcal/mol/Å2 to a
value that is about twice as high as compared to the
nearly uniaxial compression in case of the smallest
1 × 1 × 6 system (Table S 4).

The largest 5×5×6 system with its 23,500 beads
represents about 258,000 atoms of the correspond-
ing atomistic model. The computation of the com-
plete indentation curve took about 10 min with a
single energy and force calculation in about 0.2 s
on a single core of a current desktop GNU/LINUX
workstation. Note that in a molecular dynamics
simulation additional savings in the cpu-time can
be achieved due to the fact that a larger time step
can be employed, since the high frequency motions
like C-H bonds have been removed. Interestingly,
Banlusan et al.60 have recently studied the plastic
deformation of MOF-5 by molecular dynamics sim-
ulations with the reactive force field ReaxFF61 and
an atomistic slab model of 183, 000 atoms. In this
study a massively parallel computing cluster and
extensive computation time were used, which are
not available for routine calculations. The example
shows, that a CG FF can be used to gain insight
at a substantially larger length and time scale at
moderate or even small computational costs, under
the condition that the CG model is appropriate for
the given problem.
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Fig. 7: Energy wrt the penetration depth s of the
“tip” for the 1 × 1 × 6 (blue line), 2 × 2 × 6 (red
line), 3 × 3 × 6 (green line), 4 × 4 × 6 (black line)
and 5 × 5 × 6 (yellow line) supercell slab models.

4 Conclusion and Outlook

We have presented a first parameterization of a
coarse grained force field for a MOF on the ex-
ample of the copper paddle-wheel based HKUST-1.
As a proof of concept, the minimal representation
(using one bead per vertex) was developed, adapt-
ing the “bottom-up” systematic parameterization
approach, previously employed to derive parame-
ters for the atomistic force field from QM reference
data. It was validated by testing the accuracy of
the CG force field to reproduce the fundamental
low energy deformation modes of the isolated square
planar SBU. In addition, relative stabilities, lattice
parameters and elastic properties of both topolo-
gies tbo and pto were computed. Especially after
adding approximate steric interactions to the CG
model by fitting a modified Buckingham potential
for bead-bead interactions to the non-bonded inter-
action energies of the atomistic building blocks, a
semi-quantitative prediction of the structural and
mechanical properties could be achieved. All ten-
dencies computed by the atomistic MOF-FF were
reproduced even for the maximally coarse grained
force field MOF-FF-CGNB. However, as expected,
the NTE effect in HKUST-1, which can be quantita-
tively be predicted by an atomistic FF, is absent in
the maximally coarse grained model, since the rel-
evant deformation modes can not be resolved. Be-
cause of the substantial reduction in the number of
interaction sites, large savings in the cpu time can
be achieved, making it possible to compute systems
with tens of nanometers in size. As an example, the
local deformation by a point like “tip”, lowered into
a [111] surface of HKUST-1, could be investigated
by a large 5 × 5 × 6 supercell slab model.

It is very encouraging to see that these promis-
ing results could be achieved even for a maximum
coarse graining. Depending on the system and

property of interest, theoretical simulations of suf-
ficient accuracy were possible at a substantially
larger length and timescale. The more approximate
CG approach is naturally limited, where effects are
due to atomistic details, which are lost in the coarse
graining. Besides the NTE of HKUST-1, it can be
expected that the current maximally coarse grained
MOF-FF-CGNB with its few beads is not able to
capture host-guest interactions (and thus adsorp-
tion isotherms) properly. A further lesson to be
learned is the fact that the potential energy terms
established for atomistic FFs can not always be em-
ployed as such. Especially the coordination environ-
ments in the inorganic fragments can be challenging
here. On the other hand, we could show that the
GA optimization method, originally developed to
parameterize atomistic force fields, can successfully
be employed also for the CG models.

It is evident that our proposed MOF-FF-CGNB
is only a first step towards a general CG FF for
MOFs. Our next step will be to use a slightly
less coarse grained model with more beads, at the
expense of a somewhat higher computational cost.
We are aiming for a coarse graining at the building
block level for the inorganic part and will borrow
concepts developed in CG FFs for (bio-)polymers,
like for example the “Martini” force fields, where
a 4:1 ratio of atoms to beads is found to be op-
timal.53 This will not only improve the mechani-
cal properties, but also allow a more accurate cal-
ibration of CG non-bonded interactions, since less
atoms are mapped on a single spherical bead. In
addition, a more elaborate strategy to fit these non-
bonded interactions, including multiple relative ori-
entations of the fragments will be developed. This
should allow at least a semi-quantitative representa-
tion of host-guest interactions, enabling for example
to study the coupling between mechanical deforma-
tions and guest adsorption for nanosized crystallites
without using periodic boundary conditions.

Overall we could show that sufficiently accurate
coarse grained force fields can be achieved, allowing
to extend both length and time scale in the simu-
lation of MOFs. They can be of use either as such
or in context of concurrent multiscale simulations
in a MM-CG or even QM-MM-CG fashion and can
facilitate to bridge from atomistic to mesoscale sim-
ulations.
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