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Origin of distinct structural symmetry of the neopentane cation

in the ground electronic state compared to the methane cation

T. Mondal∗

Department of Chemistry, Birla Institute of Technology & Science,

Pilani - K.K. Birla Goa Campus, Goa 403 726, India

Abstract

An ab initio quantum dynamics study has been performed to explore the distinct structural

symmetry of C(CH3)
+
4 in the ground electronic state when compare it with CH+

4 . Additionally,

the underlying details of the highly diffuse and complex vibronic structure of the first photo-

electron band of C(CH3)4 have been investigated. Associated potential energy surfaces over the

two-dimensional space of nuclear coordinates, subject to the T2 ⊗ (e + t2) Jahn-Teller effect, are

established from extensive electronic structure calculations and (then) the nuclear dynamics cal-

culations are done on them via wave packet propagation including the nonadiabatic coupling of

the three electronic sheets. The theoretical results are in good agreement with experimental ob-

servations. The JT stabilization energies due to T2 ⊗ e, T2 ⊗ t2 and T2 ⊗ (e+ t2) distortions in the

X̃ 2T2 electronic manifold of C(CH3)
+
4 illustrate that the highest stabilization occurs through the

T2 ⊗ t2-JT distortion (in the ground state of C(CH3)
+
4 ). However, CH+

4 gains such a maximum

stabilization due to T2 ⊗ (e+ t2)-JT distortion. From this novel result and applying the epikernel

principle, we proposes that the structural evolution of C(CH3)
+
4 from Td to C3v minimum energy

configurations occurs via JT active vibrations of t2 symmetry, whereas CH+
4 rearranges to the C2v

structure through a combination of JT active e and t2 bending vibrations.

∗Electronic address: tanmoym@goa.bits-pilani.ac.in
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I. INTRODUCTION

Degeneracies of electronic potential energy surfaces (PESs) are ubiquitous in molecular

systems. One of the reasons for such degeneracy is the high symmetry of the molecular

configurations. The Jahn-Teller (JT) effect is an unique vibronic coupling phenomena in

chemical physics where the above mentioned degeneracies in highly symmetric nonlinear

molecular configurations are lifted via symmetry-lowering distortions[1–9] and thus playing

a crucial role in the structure and dynamics of such molecular systems. The effect arises

due to the coupling involving vibrational modes and degenerate electronic states at highly

symmetrical nuclear configurations. Thus, the adiabatic or Born-Oppenheimer (BO) ap-

proximation breaks down and a concurrent treatment of electronic and nuclear motions is

essential under such conditions. The simplest possibility arises for a molecule with a twofold

degenerate electronic state of E symmetry at C3v geometry. The symmetry selection rule

suggests that such a twofold degenerate electronic state would undergo JT splitting in first-

order when distorted along the degenerate mode of e symmetry (note that the symmetry of

the electronic and nuclear degrees of freedom are designated by the upper and lower case

symbols, respectively). This leads to the well known E ⊗ e JT effect.[1–9] The next higher

analogue present in molecules with threefold degenerate electronic state where the degener-

acy of the electronic PESs at Td geometry is splitted by the nuclear coordinates of e and t2

symmetry, yielding the T2 ⊗ (e+ t2) JT effect. [5, 10–16]

Methane radical cation (CH+
4 ) is the lowest alkane radical cation possessing a threefold

degenerate electronic ground state (X̃ 2T2), and thus representing the prototype system for

the T2⊗(e+ t2) JT problem. Earlier investigations revealed that the minimum energy struc-

ture of the CH+
4 belongs to a distorted geometry (compared to the Td geometry of methane)

with C2v symmetry,[17, 18] due to JT effect. Experimental evidence for the above C2v ge-

ometry of CH+
4 was observed by Knight et al. [19, 20] via electron spin resonance (ESR)

spectroscopy experiments in a neon matrix and by Vager et al. [21] from Coulomb explo-

sion experiments. This characterization of C2v structure was also fully confirmed by high

resolution optical spectra observed from pulsed-field-ionization zero-energy-kinetic-energy

spectroscopy.[22, 23] Recently Domcke and coworkers reported two diabatic PESs for the

X̃ 2T2 electronic manifold of CH+
4 , subject to the T2⊗ (t2 + t2)[24] and T22⊗ e[25] JT effect,

in terms of a high-order polynomial expansion in symmetry-adapted nuclear displacement
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coordinates with respect to a reference Td geometry. Subsequently they have constructed a

three-sheeted nine-dimensional adiabatic PES surface of the X̃ 2T2 electronic ground state

of CH+
4 via a linear optimization procedure.[26] Very recently we have simulated the first

photoelectron band of CH+
4 via an ab initio quantum dynamics study and settled down the

longstanding ambiguity over the assignment of dominant vibrational progressions underly-

ing this photoelectron band.[27, 28] Furthermore, we have calculated the ratio of square

autocorrelation functions between the CH+
4 on its threefold degenerate ground electronic

state and its deuteriated isotopomer, and established that the distortion of methane cation

from Td to C2v configuration occurs in ∼1.85 fs.[29] Such an evolution is predicted to begin

through activation of a1 and e modes. While the former retains the original Td symmetry

of the cation, the JT active e mode conducts it to a D2d structure. At ∼1.85 fs, the inter-

mediate D2d structure is further rearranged to a local C2v minimum via JT active bending

vibrations of t2 symmetry.[30]

Geometrical structures of methylated methane radical cations across the five mem-

bers of the series CH4−n(CH3)
+
n where n = 0, 1, 2, 3, 4 have also been probed by ESR

spectroscopy.[31–34] The highly symmetric methane and neopentane radical cations pos-

sesses threefold degenerate electronic ground state and exhibit T2⊗(e+t2) type JT problem,

and for lower symmetric ethane and isobutane radical cations this threefold degenerate elec-

tronic state splits into a twofold degenerate and a nondegenerate electronic state. Thus, the

latter two radical cations show both JT and pseudo-Jahn-Teller (PJT) activity within this

electronic manifold. However, for nonsymmetric propane radical cation, the parent three-

fold electronic degeneracy is lifted to three nondegenerate electronic states and thereby, the

JT activity vanishes for this radical cation. It is interesting to note that although both

methane and neopentane have a Td equilibrium structure, and ionization of an electron from

their highest occupied molecular orbitals (HOMO) yields both CH+
4 and C(CH3)

+
4 in their

ground state X̃ 2T2, the JT effect distorts the cations differently. While six equivalent C2v

(2B1) minimum energy structures are found in case of CH+
4 , the C(CH3)

+
4 rearranges to four

equivalent C3v (2A1) minimum energy configurations. Such a C3v geometrical structure of

ground state C(CH3)
+
4 was confirmed by ESR spectroscopy experiment. [32] The observed

four-line spectrum arising from the hyperfine coupling with three equivalent protons clearly

indicates the C3v geometry of the cation. This is further suggested by the INDO calculations

where the total energy of C(CH3)
+
4 is decreased by a distortion from Td to C3v. [32] There-
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fore, the goal of the present article is to explore the underlying mechanism for the above

distinct structural distortion in ground state C(CH3)
+
4 compared to CH+

4 . In particular

our target is to nailed down the vibrational modes responsible for such anomolus structural

rearrangement in C(CH3)
+
4 .

The He I photoelectron spectrum of C(CH3)4, recorded by several groups, revealed

a highly diffuse and overlapping vibronic structure of the first photoelectron band of

C(CH3)4.[35–38] The first photoelectron band originates due to ionization of an electron

from the triply degenerate HOMO, 4t2. Therefore, the JT interactions within the threefold

degenerate ground electronic manifold (X̃ 2T2) of C(CH3)
+
4 are expected to have profound

impact on its nuclear dynamics. Additionally the low intensity of the partial photoelectron

cross section for the X̃ 2T2 state of C(CH3)
+
4 as a function of the photoelectron kinetic energy

in comparison with the next two higher electronic states observed in Constant Ionic State

(CIS) experiments discard the possibility that the ionization out of HOMO is accompanied

by any resonance phenomenon with other molecular orbitals. [38] These crucial issues are

also addressed and examined in this article.

We focus therefore our attention in the present work to devise a theoretical model to

examine the structureless first vibronic band and JT distortion dynamics of the X̃ 2T2 elec-

tronic manifold of C(CH3)
+
4 . Recall that the electronic nonadiabatic coupling may have

a pivotal role to achieve a satisfying interpretation of the highly overlapping and complex

structure of the first photoelectron band of C(CH3)4. Thus, the three lowest adiabatic elec-

tronic states of the neopentane cation must be considered, including all relevant vibrational

degrees of freedom. For this purpose a diabatic formalism will be employed, with the ele-

ments of the diabatic electronic Hamiltonian matrix being considered up to quadratic terms.

They will be formed from all possible nontotally symmetric tensor convolutions involving

up to quadratic combinations of the JT active vibrational modes, i .e., a quadratic vibronic

coupling (QVC) scheme. [6]

Ab initio electronic structure calculations are performed to derive the relevant coupling

parameters of the vibronic Hamiltonian discussed in Section II. Since a time-independent

matrix diagonalization approach to treat the nuclear dynamics on the three interacting elec-

tronic states in full dimensions of vibrational degrees of freedom is computationally unafford-

able, the task will then be accomplished via a time-dependent wave packet (WP) propagation

scheme using the multiconfiguration time-dependent Hartree (MCTDH) method. [39–43]

4

Page 4 of 30Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



This is known to be very successful, particularly in treating the multistate and multimode

vibronic coupling problems of large dimensionalities; [39–43] the details of the MCTDH

method are well documented. [39–43] While the final results of this paper are obtained by

this method, various calculations to assign the vibrational excitations towards the partial

spectra in terms of a1, e and t2 vibrational modes have been carried out in reduced dimen-

sionality via a matrix diagonalization approach [6] using the Lanczos algorithm. [44]. The

diagonal elements of the resulting eigenvalue matrix give the energies of the vibronic levels

and the relative intensities calculated from the squared leading components of the Lanczos

eigenvectors. [45] Our results revealed that the large JT stabilization energy due to T2 ⊗ t2

JT distortion yields C(CH3)
+
4 at the C3v minimum energy structure and the strong JT effect

in the ground X̃ 2T2 state primarily contributes to the highly diffuse vibronic structures of

the first photoelectron band of C(CH3)4.

II. THEORETICAL FRAMEWORK AND COMPUTATIONAL DETAILS

A. Vibronic Hamiltonian

In the following, we construct a suitable model vibronic coupling Hamiltonian to simulate

the nuclear dynamics underlying the first vibronic band of the ground (X̃ 2T2) electronic

state of C(CH3)
+
4 . The 45 vibrational degrees of freedom of neopentane decompose into the

following irreducible representations (IREPs) of the Td symmetry point group:

Γ = 3a1(ν1 − ν3) + a2(ν4) + 4e(ν5 − ν8) + 4t1(ν9 − ν12) + 7t2(ν13 − ν19). (1)

The symmetrized direct product of two T2 representations in this point group yields

(T2)
2 = A1 + E + T2. (2)

Therefore, applying the elementary symmetry selection rule, Γn ⊗ ΓQ ⊗ Γm ⊃ A1, (with,

Γ representing the IREPs; n,m denoting the electronic state index and Q defining the

coordinate of the relevant vibrational mode) one finds that the X̃ 2T2 electronic state would

undergo JT splitting in first-order when distorted along doubly degenerate (e) or triply

degenerate (t2) vibrational modes. Whereas the totally symmetric (a1) vibrational mode is
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tuning-active within this electronic manifold and can not split the electronic degeneracy. [6]

A diabatic electronic representation is employed to set up the Hamiltonian, and the coupling

terms included in the potential energy via a Taylor series expansion of the electronic matrix

elements in terms of dimensionless normal coordinates (e.g., Qi for vibrational mode νi) of

the electronic ground state (X̃ 1A1) of C(CH3)4. The normal coordinates (Qi) actually refer

to the displacements from the equilibrium configuration Q = 0 of ground state C(CH3)4.

The elements of the electronic matrix are considered up to second-order terms of all possible

nontotally symmetric tensor convolutions that can be obtained from quadratic combinations

involving the JT active e and t2 vibrations.

The diabatic vibronic Hamiltonian, on the basis of dimensionless normal coordinates (Qi)

of the vibrational modes (ωi), then assumes the form

H = H013 +W. (3)

Where H0=TN + V0, represents the unperturbed Hamiltonian of the electronic ground state

of the neutral C(CH3)4 within a harmonic approximation of nuclear motion with,

TN = −1

2

∑

i ∈ a1, a2

ωi
∂2

∂Q2
i

− 1

2

∑

i ∈ e

ωi

(
∂2

∂Q2
iθ

+
∂2

∂Q2
iǫ

)
− 1

2

∑

i ∈ t1, t2

ωi

(
∂2

∂Q2
iξ

+
∂2

∂Q2
iη

+
∂2

∂Q2
iζ

)
,(4)

and

V0 =
1

2

∑

i ∈ a1, a2

ωiQ
2
i +

1

2

∑

i ∈ e

ωi

(
Q2

iθ +Q2
iǫ

)
+

1

2

∑

i ∈ t1, t2

ωi

(
Q2

iξ +Q2
iη +Q2

iζ

)
. (5)

The change of electronic energy upon ionization is expressed by the electronic Hamiltonian

matrix with W in Eq.(3) given by [11, 14–16]

W =(E0 +
∑

i ∈ a1

κiQi)eα +
∑

i ∈ e

λi(Qiθeθ +Qiǫeǫ) +
∑

i ∈ t2

µi

(
Qiξtξ +Qiηtη +Qiζtζ

)

+
1

2

[ ∑

i ∈ a1, a2

γiQ
2
i +

∑

i ∈ e

γi

(
Q2

iθ +Q2
iǫ

)
+

∑

i ∈ t1, t2

γi

(
Q2

iξ +Q2
iη +Q2

iζ

)]
eα

+
1

2

∑

i ∈ e

λii

[(
Q2

iǫ −Q2
iθ

)
eθ +QiθQiǫeǫ

]
+
∑

i ∈ t2

µt2
ii

(
QiηQiζtξ +QiξQiζtη +QiξQiηtζ

)

6
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+
1

4

∑

i ∈ t2

µe
ii

[(
2Q2

iζ −Q2
iξ −Q2

iη

)
eθ +

√
3

(
Q2

iξ −Q2
iη

)
eǫ

]

+
∑

i,j ∈ e,t2

bij

[(
− 1

2
Qiθ +

√
3

2
Qiǫ

)
Qjξtξ +

(
− 1

2
Qiθ −

√
3

2
Qiǫ

)
Qjηtη +QiθQjζtζ

]
,

=




W11 W12 W13

W21 W22 W23

W31 W32 W33


 . (6)

Where

W11 = E0 +
∑

i ∈ a1

κiQi +
∑

i ∈ e

λi

(
−1

2
Qiθ +

√
3

2
Qiǫ

)
+

1

2

[ ∑

i ∈ a1, a2

γiQ
2
i +

∑

i ∈ e

γi(Q
2
iθ +Q2

iǫ)

+
∑

i ∈ t1, t2

γi(Q
2
iξ +Q2

iη +Q2
iζ)

]
+

1

2

∑

i ∈ e

λii

(
1

2
Q2

iθ −
1

2
Q2

iǫ +
√
3QiθQiǫ

)

+
1

4

∑

i ∈ t2

µe
ii

(
2Q2

iξ −Q2
iη −Q2

iζ

)
(7a)

W22 = E0 +
∑

i ∈ a1

κiQi +
∑

i ∈ e

λi

(
− 1

2
Qiθ −

√
3

2
Qiǫ

)
+

1

2

[ ∑

i ∈ a1, a2

γiQ
2
i +

∑

i ∈ e

γi(Q
2
iθ +Q2

iǫ)

+
∑

i ∈ t1, t2

γi(Q
2
iξ +Q2

iη +Q2
iζ)

]
+

1

2

∑

i ∈ e

λii

(
1

2
Q2

iθ −
1

2
Q2

iǫ −
√
3QiθQiǫ

)

+
1

4

∑

i ∈ t2

µe
ii

(
2Q2

iη −Q2
iξ −Q2

iζ

)
(7b)

W33 = E0 +
∑

i ∈ a1

κiQi +
∑

i ∈ e

λiQiθ +
1

2

[ ∑

i ∈ a1, a2

γiQ
2
i +

∑

i ∈ e

γi(Q
2
iθ +Q2

iǫ) +
∑

i ∈ t1, t2

γi(Q
2
iξ +Q2

iη +Q2
iζ)

]

+
1

2

∑

i ∈ e

λii

(
−Q2

iθ + Q2
iǫ

)
+

1

4

∑

i ∈ t2

µe
ii

(
2Q2

iζ −Q2
iξ −Q2

iη

)
(7c)

W12 = W21 =
∑

i ∈ t2

(
µiQiζ + µt2

iiQiξQiη

)
+

∑

i,j ∈ e,t2

bijQiθQjζ (7d)

W13 = W31 =
∑

i ∈ t2

(
µiQiη + µt2

iiQiξQiζ

)
+

∑

i,j ∈ e,t2

bij

(
−1

2
Qiθ −

√
3

2
Qiǫ

)
Qjη (7e)

W23 = W32 =
∑

i ∈ t2

(
µiQiξ + µt2

iiQiηQiζ

)
+

∑

i,j ∈ e,t2

bij

(
−1

2
Qiθ +

√
3

2
Qiǫ

)
Qjξ. (7f)
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eα, eθ and eǫ, and tξ, tη and tζ are the matrices containing appropriate coupling coefficients,

which are defined in the space of |ξ〉, |η〉, |ζ〉 of functions for the triply degenerate state at

the reference geometry, along with a1 and two components of e and three components of t2

vibrational modes. The six matrices, as appear above, are as follows respectively: [11, 14, 15]




1 0 0

0 1 0

0 0 1


 ,




−1
2

0 0

0 −1
2
0

0 0 1


 ,




√
3
2

0 0

0 −
√
3
2

0

0 0 0


 ,




0 0 0

0 0 1

0 1 0


 ,




0 0 1

0 0 0

1 0 0


 and




0 1 0

1 0 0

0 0 0


 .

The diagonal elements of the matrix in Eq. (6) present the diabatic potential energies of

the three components of this electronic state while the off-diagonal elements are the cor-

responding couplings. The quantity E0 is the vertical ionization energy for the ground

X̃ 2T2 electronic state of C(CH3)
+
4 . The linear coupling parameter of the totally symmet-

ric a1 vibrational mode is given by κi, and the linear JT coupling parameters for doubly

degenerate e and triply degenerate t2 vibrational modes are denoted by λi and µi, respec-

tively. Note that γi are the diagonal second-order parameters along each vibrational mode.

This actually amounts to the frequency change due to the electronic transition from ground

X̃ 1A1 electronic state of C(CH3)4 to the cationic X̃ 2T2 state along those vibrations, re-

spectively. Additionally, bij represents the bilinear JT coupling parameters which arise due

to the coupling between the vibrational modes of e and t2 symmetry. In turn, λii, µ
e
ii and

µt2
ii refer to the quadratic JT coupling constants resulting from the non-totally symmetric

tensor convolutions of the e× e and t2 × t2 symmetrized direct products, respectively. Nu-

merical values of all the above coupling parameters are determined by performing extensive

ab initio electronic structure calculations (see section III).

B. Nuclear Dynamics

Using the above Hamiltonian, the vibronic spectrum of the X̃ 2T2 state is examined. The

intensity, P (E), of the vibronic band is calculated by the Fermi’s golden rule

P (E) =
∑

v

∣∣∣〈Ψf
v |T̂ |Ψi

0〉
∣∣∣
2

δ(E −Ef
v + Ei

0), (8)

8
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where |Ψf
v〉 represents the eigenstates of the vibronic Hamiltonian with energy Ef

v , and |Ψi
0〉

is the initial ground vibronic state of the neutral molecule with energy Ei
0. T̂ is the operator

that describes the interaction of the electrons with the external radiation, and E the electron

binding energy (ionization energy). The initial vibronic state

|Ψi
0〉 = |Φ0〉|χ0

0〉, (9)

is represented as a product of the diabatic electronic (|Φ0〉) and vibrational (|χ0
0〉) compo-

nents. The latter is the eigenfunction of the unperturbed reference Hamiltonian, H0. It

should be noted that in the final vibronic state, |Ψf
v〉, the scattering wavefunction of the

outgoing electron is missing. Similarly, the kinetic energy of the outgoing electron is missing

in the Einstein condition of Eq. (8). In fact, the determination of the correct wavefunction

of the final vibronic state is actually an intricate problem due to the fact that the scattering

state belongs to the kinetic energy of the outgoing wave which behaves as a plane wave at

an asymptotic distance but for shorter electron distances is modified due to interaction with

the cation, a topic that is actually an active research area in nonadiabatic electron-scattering

theory. [46–48] It should also be noted that the calculation of vibronic intensities close to

the ionization threshold poses an additional intricacy by the the fact that it should verify

the Wigner threshold law. [49] In the present case, we have used Franck-Condon factors to

calculate the vibronic intensities for the X̃ 2T2 state of C(CH3)
+
4 .

In a time-dependent picture, Eq. (8) can be related to a Fourier transform of the time

autocorrelation function of the wave packet [50]

P (E) ∼ 2Re

∫ ∞

0

eiEt/~〈0|τ †e−iHt/~
τ |0〉dt, (10)

∼ 2Re

∫ ∞

0

eiEt/~Cm(t)dt. (11)

The quantity, Cm(t) = 〈Ψm(0)|Ψm(t)〉, is the time autocorrelation function of the WP

initially prepared on the m-th electronic state. τ refers to the transition dipole matrix;

τ
† =

(
τ X̃1 , τ X̃2 , τ X̃3

)
, with τm=〈Φm|T̂ |Φ0〉; the dagger stands for transposed, and X̃i

(i = 1 − 3) for the various degenerate potential sheets. As discussed above, we assume

that the ejected electron does not correlate with the electrons of the ion and the involved

matrix elements are set to unity. This is in consistent with the applicability of the Frank-

9

Page 9 of 30 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



Condon approximation in a diabatic electronic basis. [50] The partial spectra are calculated

by propagating WPs for three different initial conditions and convoluted them together to

yield the final composite vibronic spectrum.

In a time-dependent method an appropriate WP is first prepared in the final electronic

state of the cation and then propagated with the aid of the time-dependent Schrödinger equa-

tion, i~∂t|Ψv〉 = H|Ψv〉. The autocorrelation function, Cm(t), of the WP is recorded in time

and Fourier transformed to finally calculate the vibronic spectrum via Eqs. (10) and (11).

The WP propagation is carried out by employing the efficient MCTDH algorithm [39–43]

which is the best suited one for full quantum mechanical simulation of multistate and multi-

mode problems like the present one. The multi-set ansatz of the MCTDH algorithm allows a

combination of vibrational degrees of freedom to effectively reduce the dimensionality of the

problem. The WP associated with each electronic state is described using a different set of

single particle functions (SPFs). By combining the nuclear degrees of freedom f , p numbers

of particles are formed (p < f). The variables for the p sets of SPFs are defined in terms of

the single- or multi-dimensional coordinates of a particle. The density matrices of the SPFs

can be used to provide a useful measure of the quality of the calculation. The eigenfuctions

of this matrix are termed natural orbitals and the eigenvalues provide populations for these

functions. The lower the population, the less important the functions for the representation

of the wavefunction. As the space spanned by the natural orbitals is equivalent to that of the

originals SPFs, if the population of the highest natural orbital is such that the function is

effectively not required for an accurate description of the evolving wavepacket, the MCTDH

wavefunction is of good quality. As a rule of thumb averaged quantities such as expectation

values and spectra are converged when the highest natural orbitals have a population below

1%. The operational principles of the MCTDH algorithm are discussed in detail in the

literature [39–43] and we do not reiterate here.

III. EVALUATION OF COUPLING PARAMETERS

An accurate evaluation of the coupling parameters of the above devised Hamiltonian

matrix is a key issue for the reproduction of the vibronic spectra and interpret the structural

dynamics. To estimate such values, the adiabatic electronic PESs of the X̃ 2T2 electronic

state of C(CH3)
+
4 are calculated along the dimensionless normal coordinates of the electronic

10
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TABLE I: The equilibrium geometry of the electronic ground state of C(CH3)4 along with the

available experimental data. Theoretical calculations are carried out at the MP2 level of theory

employing the cc-pVDZ basis set. The distances (r) are given in Å and angles (a) are in degrees.

Description This work Experiment [53]
rCC 1.535 1.537
rCH 1.104 1.114
aHCC 110.9 112.2
aHCH 108.0 106.6

ground state (X̃ 1A1) of C(CH3)4. The geometry optimization and calculation of harmonic

vibrational frequencies of C(CH3)4 at the equilibrium geometry of its electronic ground

state (1A1) are carried out at the second-order Møller-Plesset perturbation (MP2) level of

theory employing the correlation-consistent polarized valence double-ζ (cc-pVDZ) basis set

of Dunning [51] with the Gaussian-03 program. [52] The optimized geometry parameters

of the electronic ground state of C(CH3)4 are given in Table I along with the available

experimental results of Ref. [53]. It can be seen from Table I, that the theoretical results

are in good accord with the experiment. [53]

The harmonic vibrational frequencies (ωi) of C(CH3)4 are calculated by diagonalizing the

ab initio force constant matrix. These vibrational frequencies are recorded in Table II along

with their available experimental values. [54]. The symmetry and the dominant nature of

the vibrations are also given in this Table. The mass-weighted normal coordinates of the

vibrational modes are calculated from the eigenvectors of the force constant matrix. These

are then multiplied with
√
ωi (in a0) to obtain the dimensionless normal coordinates (Qi).

The adiabatic ab initio energies of the X̃ 2T2 state of C(CH3)
+
4 have been calculated along

one and two dimensions in the normal mode coordinate space of the neutral C(CH3)4. We

note that using a multi-reference wavefunction based method for calculating the above ab

initio energies turned out to be computationally very expensive due to the high nuclear

dimensionality of C(CH3)4. Therefore, we first calculated the vertical ionization energy

(VIE) of C(CH3)4 at it’s equilibrium nuclear configuration by the Outer Valence Green’s

Function (OVGF) method using the Gaussian 2003 package, [52] complete-active-space self-

consistent-field (CASSCF) method using the Molpro 2010 package [55] and equation of

motion ionization potential coupled cluster singles and doubles (EOM-IP-CCSD) method

using CFOUR package [56] for calibrating the level of the theory for the present study.

CASSCF calculations are carried out with various complete-active-space (CAS) wavefunc-
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TABLE II: Description of the vibrational modes of the electronic ground state of C(CH3)4 computed at the MP2/cc-pVDZ level of theory.

While the theoretical frequencies are harmonic in nature the experimental ones are fundamentals.

Frequency (ωi)/eV
Symmetry Mode This work Experiment [54] Predominant Nature Coordinate

a1 ν1 0.38024 0.36067 CH symmetric stretching Q1

ν2 0.17697 0.17122 CH3 symmetric umbrella motion Q2

ν3 0.09339 0.09088 CC symmetric stretching Q3

a2 ν4 0.02596 0.02455 CH rocking (symmetric) Q4

e ν5 0.39173 0.36637 CH antisymmetric stretching Q5θ, Q5ǫ

ν6 0.18379 0.17990 CH scissoring Q6θ, Q6ǫ

ν7 0.13436 0.12386 CH rocking n Q7θ, Q7ǫ

ν8 0.04103 0.04153 CC scissoring Q8θ, Q8ǫ

t1 ν9 0.39230 0.36885 CH antisymmetric stretching Q9ξ, Q9η, Q9ζ

ν10 0.18285 0.18114 CH scissoring Q10ξ, Q10η, Q10ζ

ν11 0.11822 0.11555 CH twisting Q11ξ, Q11η, Q11ζ

ν12 0.03633 0.02517 CH rocking Q12ξ, Q12η, Q12ζ

t2 ν13 0.3983 0.36687 CH antisymmetric stretching Q13ξ, Q13η, Q13ζ

ν14 0.37945 0.35658 CH stretching (symmetric within CH3 group) Q14ξ, Q14η, Q14ζ

ν15 0.18751 0.18288 CH deformation Q15ξ, Q15η, Q15ζ

ν16 0.17257 0.17011 CH3 antisymmetric umbrella motion Q16ξ, Q16η, Q16ζ

ν17 0.16050 0.15572 H3C-C stretching Q17ξ, Q17η, Q17ζ

ν18 0.11891 0.11468 CC antisymmetric stretching Q18ξ, Q18η, Q18ζ

ν19 0.05119 0.05183 CC umbrella bending Q19ξ, Q19η, Q19ζ
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TABLE III: Theoretical VIEs of the X̃ 2T2 state of C(CH3)
+
4 obtained in various methods, and

CASs and CSFs used in CASSCF method along with the available experimental VIEs. Theoretical

calculations are carried out employing the cc-pVDZ basis set. The VIEs are in eV.

Method CAS CSF VIE
(No. of correlated electrons, No. of active orbitals)

OVGF - - 11.245
CASSCF (5,10) 830 12.522
CASSCF (11,10) 6940 11.774
CASSCF (11,13) 245488 11.827
CASSCF (15,12) 47190 12.395
EOM-IP-CCSD - - 11.158
Experiment[57] - - 10.900
Experiment[58] - - 10.900±0.1
Experiment[36] - - 11.300

tions as references. In all references the C 1s core orbital was closed, but optimized in the

CASSCF step. For the basis set, we have selected cc-pVDZ of Dunning. [51] The calculated

VIEs, CAS and respective number of configuration state functions (CSFs) are given in Ta-

ble III along with the experimental VIEs. It can be seen from Table III that the CASSCF

is overestimating the VIE of C(CH3)4. While the EOM-IP-CCSD results into the closest

value to the experimental observations it severely fails to satisfy the convergence criteria at

distorted geometries from the equilibrium nuclear configuration. Therefore, in the present

work we have employed OVGF level of theory as implemented in Gaussian 03 program. [52]

It provides affordable computational cost and reasonably good accuracy.

The eigenvalues of the above 3×3 diabatic Hamiltonian matrix (excluding the kinetic

energy of the nuclei) have then been fitted to the adiabatic ab initio ionization energies by a

least-squares procedure to derive numerically the various coupling parameters as well as the

adiabatic PESs. We note that the eigenvalues of a 3×3 matrix generically depend nonlinearly

on the fitting parameters even if they appear linearly on each individual matrix element. To

carry out the fit, the Levenberg-Marquardt algorithm [59, 60] has been utilized. It should be

noted that there is no analytic solution for the present least-squares minimization problem.

In the first step, the vertical ionization energy of the X̃ 2T2 electronic state is calculated

along the ith vibrational mode (keeping others at their equilibrium value) at intervals of

0.5 for a range of 0 ≤ |Qi| ≤ 5. The PESs obtained were then used to determine the

various coupling parameters of the one-dimensional potential of the model Hamiltonian

constructed above. In the second step, the vertical ionization energies are calculated for
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TABLE IV: Coupling parameters in Eqs. (3-7f) as obtained from OVGF/cc-pVDZ level of theory.

All values are in eV.

Mode κi/λi/µi γi λii/µ
e
ii µt2

ii bij
ν2 -0.1412 -0.0177
ν3 0.0792 -0.0007
ν7 0.2229 -0.0301 -0.0281
ν16 0.2394 -0.0165 -0.0048 -0.0036 -0.0102
ν17 0.2775 -0.0268 -0.0009 -0.0028 0.0260
ν19 0.0878 0.0015 -0.0041 -0.0017 0.0025

the simultaneous displacements of two coordinates of e mode (both by an equal amount),

two coordinates of t2 modes, and one coordinate of e and one coordinate of t2 modes.

Then all the coupling parameters of the vibronic Hamiltonian of Eq. (6) were fitted to

the ab initio energies obtained from the above displacements of nuclear geometry along the

two dimensional subspace of the nuclear coordinates, keeping the parameters determined

from the one dimensional cuts as the initial guess. The parameters that represent the

best agreement between the model and the calculated ab initio energies are gathered in

Table IV. Table IV immediately shows that not all 45 vibrational degrees of freedom play

significant role in the nuclear dynamics. Therefore, the relevant modes having significant

coupling strengths are retained only in this table for clarity. Such considerations result

13 nonseparable vibrational degrees of freedom are of crucial importance to describe the

potential energy surfaces and the coupling surfaces of the diabatic electronic states.

IV. ADIABATIC POTENTIAL ENERGY SURFACES

In this section, we examine the topography of the adiabatic PESs of X̃ 2T2 electronic state

of C(CH3)
+
4 to understand it’s various static aspects. The model vibronic Hamiltonian used

in the current study [Eqs. (3)-(7f)] is devised to reproduce the calculated adiabatic PESs

under Td symmetry within QVC scheme. As already noted, the various parameters of the

potential matrix of the Hamiltonian are obtained by a least-squares fit of the eigenvalues to

the ab initio data points. Resulting one-dimensional cuts of these multidimensional PESs

along the dimensionless normal coordinate of each vibrational mode are shown in Figures

1, 2 and 3. In each plot, the points represent the computed ab initio adiabatic potential

energies, and the curves superimposed on them are the fitted vibronic model of Section II.
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FIG. 1: Adiabatic potentials for the X̃ 2T2 state of C(CH3)
+
4 along the dimensionless totally

symmetric vibrational modes, ν2 and ν3, respectively. Energy of the ground electronic state of

C(CH3)4 (X̃ 1A1 ) at equilibrium configuration (Q=0) is set to zero. The present vibronic model

is shown by the solid line and the computed ab initio data by the solid dots.

The calculated adiabatic energies of the X̃ 2T2 electronic state along the totally symmetric

vibrational modes of ν2 and ν3 are plotted in panels a and b of of Figure 1, respectively. It can

be seen that the totally symmetric vibrations cannot lift the degeneracy of the X̃ 2T2 elec-

tronic state and the locus of degeneracy of the three components of this state defines the

seam of the threefold JT conical intersections. In a second-order vibronic coupling scheme,

the minimum of these seams occurs at Q0
2 ∼ 0.8865 and Q0

3 ∼ −0.8545 in the space of

ν2 and ν3 vibrational modes, respectively. The energetic minimum of these seams in a 2D

hypersurface, developed from tuning active ν2 and ν3 vibrations, is predicted to be V(c)
min ∼

11.1486 eV.

Similarly, the one-dimensional adiabatic potential energy cuts along both the components

(Q7θ and Q7ǫ) of the doubly degenerate ν7 mode are shown in panels a and b of Figure 2.

As seen from panels a and b of this Figure that the nuclear displacements along the Q7ǫ

component splits the triply degenerate X̃ 2T2 electronic manifold into three nondegenerate

electronic states, while that along the Q7θ component yields a partial lifting, namely one

doubly degenerate and one nondegenerate electronic states. Thus, it is necessary to fit them

simultaneously and the best fitted results are depicted in panels b and a of Figure 2, in the
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FIG. 2: Same as in Figure 1, along both components (θ and ǫ) of the doubly degenerate vibrational

mode, ν7.
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FIG. 3: Same as in Figure 1, along ζ component of the triply degenerate vibrational modes, ν16,

ν17 and ν19, respectively

.

above order. The global root-mean-square errors estimated for the final fits are ∼ 1.5×10−2

eV.

The electronic degeneracy of the X̃ 2T2 state is also split when distortion is along the triply

degenerate vibrational modes of t2 symmetry, and this splitting leads to three nondegenerate
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FIG. 4: Same as in Figure 1, along the simultaneous displacement of two coordinates of e(a) and

t2(b-d) vibrational modes.

state together. We note that any of the three vibrational components (Qξ, Qη and Qζ) lift

the triple electronic degeneracy in a way similar to that for a given t2 mode. Thus we have

shown the adiabatic potential energy cuts only along one component, i.e., Qζ for brevity.

The resulting potential energy cuts along that component of ν16, ν17 and ν19 vibrational

modes are illustrated in panels a, b and c of Figure 3, respectively. It can be seen from the

above figures that the current model mimics well all ab initio data points.

So far we have calculated the adiabatic potential energies only along each of the single

normal mode coordinates and fitted them by diagonalizing the above modeled diabatic vi-

bronic coupling Hamiltonian with high accuracy. In the following, we examine the adiabatic

potential energy cuts along the diagonal of two-dimensional (2D) subspace of the nuclear

coordinates obtained by simultaneously displacing two JT active normal coordinates of e

and t2 symmetries. There are three possibilities: (i) the two coordinates correspond to the

two components of the e mode; (ii) both belong to the t2 mode; (iii) one belongs to the e

mode and the other to the t2 mode. The full matrix is fitted with the ab initio data points

and the results are shown in Figures 4 and 5. As it can be seen from these two figures, our

model Hamiltonian reproduces the diagonal of the various 2D hypersurfaces very well.

It is well established that the symmetry breaking due to JT distortion leads to new

minima on the lowest adiabatic sheet of the X̃ 2T2 electronic manifold. A symmetry breaking
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FIG. 5: Same as in Figure 1, long the simultaneous displacement of two coordinates of one com-

ponent of e mode and one component of t2 vibrational modes.

coordinate, say Qα (where α stands for θ, ǫ, ξ, η, or ζ) will reduce the original group G

to one of its subgroups S ⊂ G. Which subgroup S is accessible by activating a specific

JT active coordinate was discussed based on the group theoretical concept of kernels and

epikernels. [61–63] Such an approach suggests that all the symmetry elements of G will

be destroyed during the distortion except those that leave Qα invariant. Therefore, in the

subgroup S, Qα will be totally symmetric, whereas in the parent group G, Qα is not totally

symmetric and is actually one of the basis vectors describing the multidimensional space of

the JT active vibrations. The representations spanned by these vectors are denoted by Γ.

For Td group, Γ can be e and/or t2. The kernel of a given representation Γ in G, denoted by

K(G,Γ), is the subgroup of G where all the basis functions of Γ become totally symmetric.

Whereas an epikernel of Γ in G, denoted by E(G,Γ), is also a subgroup of G but at least

one basis function of Γ can be chosen to be invariant. [61] Thus, if Γ reduces to Γ′ in the

epikernel subgroup, Γ′ should be reducible and contain totally symmetric basis function at

least once. Therefore, the kernel is minimal epikernel.

In the present case, the kernel of e representation (containing two vibrational coordinates

Qθ and Qǫ) in Td, K(Td, e)=D2, as the e vibrations destroy all Td symmetry elements except

for those belonging to D2. Thus in D2, both Qθ and Qǫ (or any linear combination) have

become totally symmetric. Therefore, D2 is the lowest possible symmetry attainable by e
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vibrations. Whereas in the intermediate D2d group, only the Qθ component of e vibration

is invariant and thus the totally symmetric representation occurs only once in the decent

in symmetry Td → D2d. [64] Therefore D2d is an epikernel E(Td, e) where the T2 electronic

degeneracy splits into two components of B2 and E symmetry. Since E component is doubly

degenerate, it remains JT unstable and undergoes further JT splitting when Qǫ (which is

reduced to b1 symmetry at D2d geometry) coordinate is activated.[64] Energetics of such

a splitting can be discussed by using a force constant approach,[65] where a molecule in a

degenerate state can be said to be subject to a force corresponding to the slope of the energy

curve in the high-symmetry origin. It is also well-known that the sum of the forces over all

the electronic components in the origin is zero. Thus in the present case, the slope of the

B2 component at D2d epikernel is twice as steep as the slope of E component. Therefore

the B2 state will be characterized by the ground state (deepest minimum) and E state will

be the first excited state of the cation at D2d epikernel.

The energy minimum of the Qe space are thus situated in the epikernel (D2d) rather

than in kernel (D2). This is a manifestation of epikernel principle [61–63]. While the

JT theorem is based on the consideration of the forces in a highly symmetric degenerate

state and predicts that the symmetry breaking coordinates moving the system into a lower

symmetric configuration space, the epikernel principle on the contrary is based on the forces

operating on the system in these lower symmetric points. For example the B2 ground state

of D2d epikernel is in principle subject to forces parallel and perpendicular to Qθ axis.

However such a force (B2|∂H/∂Qǫ|B2)=0 since Qǫ is the basis for b1 representation in D2d.

Whereas (B2|∂H/∂Qθ|B2) 6= 0, being Qθ totally symmetric in D2d. Thus, D2d structure will

experience only totally symmetric distortion forces. On the other hand, the forces on D2

structures in Qǫ plane is not restricted to any directions and can adopt arbitrary values.

Similarly the kernel of t2 vibrations in Td group is C1, while the epikernels are C3v, C2v

and Cs as the totally symmetric representation appears once in C3v and C2v, twice in Cs

and three times in C1. [64] The above discussions reveal that the extremal points of the

molecular ground state will be situated in high-symmetry epikernels C3v, C2v as there can

be no forces driving it into surrounding zone of lower symmetry. [16] Therefore, as far as

minima and saddle points are concerned, not only epikernels are preferred over kernels, but

the maximal epikernels are preferred over lower ranking epikernels. [16] Similarly, C2v is the

maximal epikernel in the five dimensional space (Qe, Qt2) of combined (e + t2) vibrations.
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TABLE V: JT stabilization energies for T2⊗e, T2⊗ t2 and T2⊗ (t2+e) distortion on the electronic

ground state of CH+
4 and C(CH3)

+
4 . All the values are in eV.

JT problem resulting maximal epikernel CH+
4 C(CH3)

+
4

T2 ⊗ e D2d 1.1130 0.1849
T2 ⊗ t2 C3v 0.8020 0.6417
T2 ⊗ (e+ t2) C2v 1.1580 0.6199

Therefore, the minimum of the ground electronic state in this space are most likely to be

found in C2v structures.

Thus the epikernel principle implies that the three maximal epikernels of Td geometry of

the X̃ 2T2 electronic state, D2d, C3v and C2v, can all give rise to complete minima. Which

one of the complete minima would be the absolute minimum, depends on the amount of JT

stabilization energy they would gain due to the formation of the above epikernels. We have

estimated the JT stabilization energies within the first-order vibronic coupling scheme. In

view of epikernel principle, first we have calculated the JT stabilization energies for T2 ⊗ e-

and T2 ⊗ t2-JT problem. While the former distortion leading to D2d epikernel by activating

only Qθ, the later yields C3v maximal epikernel by distorting the cation simultaneously and

equally via three components of t2 mode (Qξ, Qη and Qζ). Finally, we have estimated the

JT stabilization energy for T2 ⊗ (t2 + e)-JT problem which leads to C2v maximal epikernel

by activating Qθ and one component of t2 mode, say Qξ. All the results are shown in Table

V. Similar results for CH+
4 are also included in Table V for comparison.

It can be seen form Table V that for C(CH3)
+
4 , the JT stabilization energy due to the

doubly degenerate ν7 vibration is predicted to be
λ2

7

2ω7
∼0.1849 eV and the same due to

the triply degenerate ν16, ν17 and ν19 vibrational modes amounts to
∑

i
2µ2

i

3ωi

∼0.6417 eV

corresponding to newly formed minima on the lowest adiabatic sheet of X̃ 2T2 electronic

manifold of C(CH3)
+
4 . Whereas the JT stabilization energy of the new minimum occurs

on the 11D hypersurface developed from the combination of above e and t2 vibrations is

estimated to be
∑

i
λ2

7
ωi+4µ2

i
ω7

8ω7ωi

∼0.6199 eV only. Therefore the C3v epikernel arises from

T2 ⊗ t2-JT distortion is the absolute minimum occurs on the lowest adiabatic sheet of the

X̃ 2T2 electronic state of C(CH3)
+
4 . Similar results of CH+

4 , shown in Table V, are illustrating

that the D2d epikernel along e mode is preferred over C3v. However, the JT distortion due

to the combination of e and t2 modes further stabilizes the D2d to C2v epikernel.

Additionally, the above discussion reveals that the T2 electronic degeneracy splits into
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two components of B2 and E symmetry at D2d epikernel where B2 is characterized as the

ground state and E as the excited electronic state. Accordingly, the JT active vibrations

e and t2 are reduced to e = a1 + b1 and t2 = b2 + e. Since the excited state is doubly

degenerate it further splits into two nondegenerate states of B1 and B2 symmetry via E⊗ b2

JT coupling, yielding the molecule into a C2v geometry. At C2v geometry, the B2 ground

state of D2d epikernel is transformed to A1 symmetry. Therefore, the earlier reported B1

symmetry of the ground state of the C2v structure of CH
+
4 is clearly connected to the excited

E state of the D2d. Thus a T2 ⊗ (e+ t2) JT coupling distorts the CH+
4 to a C2v geometry in

the ground state. A Similar mechanism for the observed C2v geometry of the CH+
4 is also

suggested by our calculated JT stabilization energies shown in Table V. Whereas in case of

C(CH3)
+
4 , the T2 term of Td geometry is splitted to A1 and E terms at C3v epikernel along

simultaneous and equal displacements of Qξ, Qη and Qζ coordinates of t2 vibrations where

the A1 terms is characterized as the ground state and the E term as the excited state. While

the ground A1 state is JT inactive the excited E state undergoes E ⊗ e JT splitting at this

C3v geometry and the molecule is distorted into a Cs geometry. However a comparison of our

calculated JT stabilization energies (cf., Table V) suggests that the minimum energy of the

lower JT distorted sheet of the excited E state is higher than the minimum energy of the A1

ground state of the C3v geometry. We note that the differences of JT stabilization energies

of T2 ⊗ (e+ t2) vs. T2 ⊗ e for CH+
4 is ∼0.045 eV, and T2 ⊗ (e+ t2) vs. T2 ⊗ t2 for C(CH3)

+
4

is ∼0.0218 eV, respectively, are rather small (3-4%). Therefore, these values are below the

estimated accuracy of the ab initio method employed here. Certainly, more accurate ab

initio calculations are desirable but unfortunately they are very expensive due to the size of

a molecule like C(CH3)4. Furthermore, these values are the relative energies with respect to

the energy of the undistorted Td structure of the respective cations. Therefore, the above

results can suggest that while JT active e and t2 vibrations distort CH
+
4 into a C2v minimum

energy structure, the C3v minimum energy configuration of C(CH4)
+ occurs via t2 vibrations.

Thus our proposed mechanism for the appearance of different geometries of the title cations

on their ground state mimics the experimental observations very well. [19–23, 32].
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V. PHOTOELECTRON SPECTRUM

In this section we present the photoelectron spectrum underlying the X̃ 2T2 electronic

manifold of C(CH3)
+
4 . Such a spectrum obtained by employing the above modeled diabatic

Hamiltonian [(cf., Eqs. (3)-(7f)] is shown in Figure 6 along with the spectrum recorded from

He I photoelectron spectroscopy experiment by Murrell and Schmidt. [36] As discussed in
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FIG. 6: Vibronic band of the X̃ 2T2 electronic state of C(CH3)
+
4 . The intensity (in arbitrary

units) is plotted along the energy (relative to minimum of the X̃ 1A1 state of C(CH3)4) of the final

vibronic states. The inset shows a magnified view for 10.2 ≤ energy/eV ≤ 10.6.

the previous subsections, two a1 (ν2 and ν3), one e (ν7) and three t2 (ν16, ν17 and ν19) modes

may have an important role on the highly overlapping and structureless first photoelectron

band of C(CH3)4. We follow therefore the nuclear dynamics simultaneously on the three

diabatically coupled sheets of the X̃ 2T2 electronic manifold including all the relevant vibra-

tional degrees of freedom. This leads to a Hamiltonian matrix of huge dimension, and the

associated Schrödinger equation cannot be solved by direct diagonalization. Thus, we solve

the Schrödinger equation by propagating WPs within a time-dependent framework using

the MCTDH algorithm, [39–43] and obtain the eigenvalue spectrum. The normal mode

combinations, sizes of primitive and single particle basis to prepare the WP for C(CH3)
+
4

are shown in Table VI.

Three calculations are carried out by initially preparing the WP separately on each com-

ponent of the X̃ 2T2 electronic manifold. The WP is propagated for 200 fs in each calculation.

The time autocorrelation functions from the above three calculations are combined, damped
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TABLE VI: Normal mode combinations, sizes of both primitive and single-particle basis used for

propagating WP on the diabatically coupled electronic manifold employing the complete vibronic

Hamiltonian of Eqs. (3-7f). First column denotes the vibrational degrees of freedom (DOF) which

are combined to particles. Second column gives the number of primitive basis functions for each

DOF. Third column gives the number of single particle functions (SPFs) for each JT splitted

electronic state. Population of the highest natural orbitals are also included in column four.

Normal modes primitive basis SPF basis population of the highest natural orbital
(ν17ξ, ν7ǫ, ν16ζ , ν2) (18, 18, 12, 28) [12, 11, 13] [0.010, 0.010, 0.008]
(ν17η, ν7θ, ν16η, ν3) (18, 18, 12, 24) [12, 13, 11] [0.010, 0.008, 0.012]
(ν17ζ , ν16ξ, ν19η) (18, 12, 12) [10, 10, 11] [0.017, 0.014, 0.008]
(ν19ξ, ν19ζ) (12, 12) [10, 11, 10] [0.018, 0.008, 0.019]

with an exponential function to account for experimental line broadening effects, e−t/τr (with

τr=33 fs), and finally Fourier transformed to calculate the vibronic band of this X̃ 2T2 elec-

tronic state. The value of τr used in the damping function corresponds to a convolution of

the vibronic line spectrum with a Lorentzian function of 40 meV FWHM. The simulated

spectrum envelope displayed in Figure 6, is in good agreement with the experimental spec-

trum. [36] Both the characteristic line structure, spectral intensity and the width of the

vibronic band are well reproduced by the present QVC scheme. Our estimated adiabatic

ionization energy of ∼10.27 eV is very close to the experimental observation of Evans and

coworkers, who found this to be ∼10.25 eV. [35] Additionally, the JT splitting in this pho-

toelectron band amounts to ∼0.45 eV is also in good accord with experimentally recorded

value of ∼0.50 eV. [35]

In the following, we discuss the dominant vibrational progressions underlying this pho-

toelectron band. Precise quantitative information on the vibronic energy levels could not

be extracted from the poorly resolved experimental spectra; [35, 36] however we predicted

them from the current model Hamiltonian. For such a prediction, we first construct various

reduced-dimensionality models in terms of a1, e, and t2 vibrational modes, and examine the

vibrational energy levels separately. These results help to understand the role of various

vibrational modes in the complex vibronic structure of C(CH3)
+
4 (X̃ 2T2). The vibronic en-

ergy eigenvalues are obtained by diagonalizing the Hamiltonian matrix using the Lanczos

algorithm. [44] Resulting three partial spectra due to a1, e and t2 vibrational modes are

shown in panels a, b and c of Figure 7, respectively.

The fundamental and overtones up to third-order are excited for both the totally sym-

metric ν2 and ν3 modes. A corresponding peak spacings of ∼0.1679 eV and ∼0.0930 eV
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FIG. 7: Vibrational energy levels of the X̃ 2T2 electronic manifold of C(CH3)
+
4 : (a) partial spec-

trum computed with the totally symmetric a1 vibrational modes ν2 and ν3, (b) partial spectrum

computed with the JT active doubly degenerate e vibrational mode ν7, and (c) partial spectrum

computed with three JT active triply degenerate t2 vibrational modes ν16, ν17 and ν19. The inten-

sity (in arbitrary units) is plotted as a function of the energy of the final vibronic state. The zero

of energy corresponds to the equilibrium of the electronic ground state C(CH3)4. The theoretical

stick spectrum in each panel in convoluted with a Lorentzian function of 40 FWHM to generate

the spectral envelope.

can be estimated from the calculated partial spectrum (panel a) for the ν2 and ν3 vibra-

tions, respectively. Additionally ν2+ν3, 2ν2+ν3 and ν2+2ν3 combinations are also excited.

A similar spectrum due to the doubly degenerate ν7 vibrational mode (panel b) reveals the

excitations of fundamental and overtones up to fourth-order. A line spacing of ∼ 0.1333 eV

is predicted. The partial spectrum due to triply degenerate ν16, ν17 and ν19 vibrations (panel
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c) reveals an extended progression due to strong JT activity and multimode effects. The

intense lines are ∼ 0.1604 eV, ∼ 0.1410 eV and ∼ 0.0520 eV spaced relative to the band

origin corresponding to the frequency of the ν16, ν17 and ν19 vibrational modes, respectively.

However, the JT activity of the triply degenerate H3C − C stretching ν17 mode is stronger

than the triply degenerate ν16 and ν19 modes and forms the dominant progression under-

lying the partial spectrum obtained due to t2 vibrations. Therefore, the strong excitations

of this vibration yield the C3v minimum energy structures of C(CH3)
+
4 in it’s ground elec-

tronic state. A careful look at the three partial spectra shown in various panels of Figure 7

indicates that the lowest energy transition appears from the t2 vibrations. Furthermore, we

have estimated that the first two peak in the partial spectrum of t2 vibration is due to the

excitations of ν19 vibration. Thus the oscillatory structures observed in low energy region

of the X̃ 2T2 photoelectron band of C(CH3)4 (cf. Figure 6) are due to ν19 excitations.

VI. SUMMARY AND OUTLOOK

A detailed theoretical analysis of the multimode JT interactions for the triply degenerate

lowest electronic state (X̃ 2T2) of C(CH3)
+
4 has been performed to understand the origin of

it’s different structural symmetry compared to CH+
4 as well as to elucidate the highly complex

vibronic structure of the first photoelectron band of C(CH3)4. The necessary Hamiltonian

has been developed from extensive ab initio electronic structure calculations and the un-

derlying PESs have been established through various one- and two- dimensional cuts along

the normal mode coordinate space of C(CH3)4. In order to get them in analytic form, the

various coupling parameters of the vibronic Hamiltonian have been determined by fitting the

eigenvalues of the matrix Hamiltonian to the ab initio calculated adiabatic potential energy

surfaces along all the relevant vibrational modes and their two dimensional combinations

thereof. First principles calculations have then been carried out with time-dependent quan-

tal methods to simulate the nonadiabatic nuclear motion on this coupled electronic manifold.

The theoretical results are in good agreement with the experimental observations. [35, 36].

A careful examination of various theoretical results reveal that: (a) totally symmetric ν2

and ν3 vibrations are strongly excited in the first photoelecton band of C(CH3)4; (b) the JT

activity of the triply degenerate H3C−C stretching vibration, ν17, is stronger than the triply

degenerate ν16 and ν19 vibrations and forms dominant progression in the partial spectrum
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obtained due to t2 mode; (c) the highly diffuse and overlapping first photoelectron band

arises due to strong JT activity of the doubly degenerate ν7 and triply degenerate ν16, ν17

and ν19 vibrational modes within the X̃ 2T2 electronic manifold of C(CH3)
+
4 ; (d) the oscilla-

tory structures observed in low energy region of the X̃ 2T2 photoelectron band of C(CH3)4

are due to ν19 excitations. We have also calculated the JT stabilization energies of the T2⊗e,

T2 ⊗ t2 and T2 ⊗ (e+ t2) distortions in the X̃ 2T2 electronic manifold of C(CH3)
+
4 and found

that such a stabilization energy is highest for T2 ⊗ t2-JT distortion. Similar calculations on

CH+
4 estimates the highest JT stabilization energy due to T2⊗(e+ t2)-JT distortion. [28, 29]

From this observations and applying the epikernel principle, we proposes that while a com-

bination of JT active e and t2 vibrations leading to the C2v minimum energy structure in

case of ground state CH+
4 , the T2⊗ t2-JT distortion yields the ground state C(CH3)

+
4 at C3v

minimum energy configuration.
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[42] M. H. Beck, A. Jäckle, G. A. Worth and H. D. Meyer, Phys. Rep., 2000, 324, 1-105.

[43] Multidimensional Quantum Dynamics : MCTDH Theory and Applications, edited by Meyer,

H. -D., Gatti, F., Worth, G. A., WILEY-VCH, Weinheim, Germany, 2009; 1-446 .

[44] J. Cullum and R. Willoughby, Lanczos Algorithms for Large Symmetric Eigenvalue Problems;
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Lloyd, A. W.; Mata, R. A.; May, A. J. McNicholas, S. J.; Meyer, W.; Mura, M. E.; Nicklass,
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