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 2 

Abstract. 

 

The oxidation kinetics of phyllo(semi)quinone (PhQ), that acts as an electron 

transfer (ET) intermediate in the Photosystem I reaction centre, are described by a 

minimum of two exponential phases, characterised by lifetimes in the 10-30 ns and 

150-300 ns intervals. The fastest phase is considered to be dominated by the oxidation 

of the PhQ molecule coordinated by the PsaB reaction centre subunit ( BPhQ ), and the 

slowest one by the oxidation of the PsaA coordinated PhQ ( APhQ ). Testing different 

energetic schemes within an unified theory-based kinetic modelling approach, 

provides reliable limit-values for some of the physical-chemical parameters 

controlling these ET reactions: i) the value of 0
G∆  associated with PhQA oxidation is 

smaller than ~ +30 meV; ii) the value of the total reorganisation energy ( tλ ) likely 

exceeds 0.7 eV; iii) different mean nuclear modes are coupled to BPhQ  and APhQ  

oxidation, the former being larger, and both being ≥  100 cm-1.  
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 3 

Electron transfer (ET) reactions are the foundations of several key metabolic 

processes, amongst which the most intensively investigated are oxidative respiration 

and photosynthesis. In these processes, electron transfer take places through 

hierarchically organised cofactors chains, coordinated by multi-subunits protein 

complexes. The nature of the redox active prosthetic groups encounter in Nature is 

relatively limited. Therefore, proteins play an important role in controlling the 

physical-chemical properties of the bound cofactors, allowing efficient electron 

transfer to occur over a wide range of distances and electro-chemical potential ranges. 

Amongst the most efficient ET processes occurring in biology are the light-induced 

reactions in photosynthetic reaction centres, which are known to take place with 

quantum yields approaching unity. 

Phylloquinones (PhQ) act as electron transfer intermediates in the electron 

transfer chains of Photosystem I (PSI) 1-5 and refs. therein. The overall oxidation kinetics 

of semi-phylloquinone by the next electron acceptor, the iron-sulphur cluster XF , is 

multiphasic and, at room temperature, it is characterized by two dominant lifetimes in 

the 10-30 ns and 250-350 ns ranges1-5. The two putative electron transfer chains 

present in the PSI reaction centre are both active in electron transfer reactions, 

according to the bidirectional electron transfer model e.g. 1-11. Spectroscopic 

investigations combined to site-selected mutagenesis of the PhQ−  binding niches of 

the two principal reaction centres subunits, PsaA and PsaB, indicate that the fastest 

kinetic component (10-30 ns) is dominated by the oxidation of the PhQ−  cofactor 

coordinated primarily by PsaB (designed as A1B or BPhQ ), whereas the slowest phase 

reflects the oxidation of PhQ−  coordinated by the PsaA subunit1-5, 8 (A1A or APhQ ). 

The lifetimes also display markedly different temperature dependences12-15. The fast 

phase is weakly activated, with apparent activation barrier in the 7-43 meV range12-15. 

The slowest phase shows a more pronounced temperature dependence, in the 100-130 

meV range14, 15. The structural models16, 17 indicate similar arrangements of the APhQ  

or BPhQ  cofactors with respect to the electron acceptor FX that is shared by the two 

electron transfer chains. Subtle differences in the coordination and orientation of the 

APhQ  or BPhQ  moieties within the reaction centre might be present, as recently 

suggested18. However, these are not sufficient to explain the one order of magnitude 

difference in the reported lifetimes. Hence, the kinetic observations have been taken 
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 4 

as an indication of asymmetries in the physical-chemical properties of these cofactors 

induced by protein-cofactor interactions1-5. Different approaches, relying either on 

structure-based quantum-chemical and semi-classical computational methods19-21 or 

on the analysis and modelling of the experimental kinetics1, 14, 22, have been employed 

to address this issue. 

A considerable range of the standard redox potentials ( 0E ) of the 

BPhQ− / BPhQ  and APhQ− / APhQ  couples has been reported from structure-based 

computational methods e.g. 19-21. From this spread of midpoint potentials, the standard 

free energy differences for APhQ−  oxidation by FX (
A

0

XPhQ F
G

→
∆ ) range from –85, 

which is largely exergonic21, to + 175 meV, which is largely endergonic instead19. 

The oxidation of BPhQ−  by FX is generally considered to be thermodynamically 

favourable. However, even the estimate of the free energy coupled to BPhQ−  oxidation 

(
B

0

XPhQ F
G

→
∆ ) varies considerably, ranging from –250 meV21, i.e. a largely exergonic 

reaction, to the –40 - +20 meV range19, i.e. a weakly exer- to ender-gonic reaction. As 

discussed by Karyagina et al.
20 and more extensively by Ptushenko et al.

21, the 

computed values depend on the protein volume taken into account, the number of 

crystallographic water molecules in the vicinity of the PhQ  molecule and the 

approach chosen to describe the dielectric properties of the protein medium. 

Estimation of the 0E  values of APhQ− / APhQ  (
A

0
PhQE ) retrieved from 

experimental data also display a significant spread, ranging from ~ –800 to –530 mV 

(reviewed in refs. 1, 2, 12, 23). Considering the values reported for the FX redox 

potential, –730 <
X

0
FE < –630 mV 1, 3, 12, 23-25, this makes APhQ−  oxidation from largely 

endergonic to substantial exergonic, i.e. ~ –100 <
A

0

XPhQ F
G

→
∆ < +100 meV. This range 

of values is comparable to that obtained from structure-based computational studies. 

With the exception of a single report in which a direct titration of APhQ−  was 

claimed26, in all other cases the 
A

0
PhQE  values were extrapolated from applying 

theories at various level of sophistication to kinetic data1, 12, 14, 22, 27. It is worth 

noticing that the value obtained from the direct electrochemical titration (
A

0
PhQE = –530 

mV)26 falls on the more electro-positive edge of the potential spread. 
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 5 

Hence, whereas there is a general agreement in considering that BPhQ−  

oxidation is largely favourable from a thermodynamic point of view and 
B

0

XPhQ F
G

→
∆ ≤  

–50 meV, the energetic parameters associated to APhQ−  oxidation are much less clear-

cut. Suggestions from the literature can be grouped in three possible energetic 

scenarios: 

i) largely energetically unfavourable (“large uphill”), i.e. 
A

0

XPhQ F
G

→
∆ ≥  

+75 meV, equivalent to ~3 Bk T at room temperature 19, 20; 

ii) associated to a weak driving force, i.e. –40 
A

0

XPhQ F
G

→
≤ ∆ ≤  +40 meV 

1, 20, 22, 23; 

iii) largely energetically favourable, i.e. 
A

0

XPhQ F
G

→
∆ ≤  –75 meV 21, 27. 

Theory-based kinetic modelling of PhQ−  oxidation were interpreted in favour 

of the “weak driving force” hypothesis1. However, since these calculations were 

performed, a substantial amount of novel information has been acquired, both from 

computational and experimental approaches (e.g. ref  3, 5 and reference therein and 

refs. 28-33). Although both computational and theory-based kinetic modelling 

approaches require the choice of parameters not readily accessible in the experiments, 

the “weak driving force” hypothesis has proven to be rather robust as it allowed to 

describe the effect of several mutants of PhQ−  binding niche, including some which 

were produced successively28-30, as well as experiments involving PhQ substitution 

with artificial quinone analogues32-36. 

Recently, Mula et al.
31 performed a detailed re-investigation of the PhQ−  

oxidation temperature dependence including molecular dynamics calculations. They 

suggested that, beside the value of 0
G∆ , a large difference in the angular frequency 

(ω ) of the mean nuclear mode coupled to APhQ−  and BPhQ−  oxidation (
A XPhQ Fω → = 

173 and 
B XPhQ Fω → = 378 cm-1, respectively) is responsible for the one order of 

magnitude faster oxidation of PsaB coordinated redox moiety. Moreover, these 

authors reported the full set of parameters which is required to describe the 

temperature dependence of the electron transfer rate constants, in terms of nuclear 

mediated electron transfer theory37-39. Although in their study the values of 0
G∆  were 
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 6 

not tabulated31, these can be retrieved from the reported activation energies ( *
G∆ ), 

which was, for APhQ−  oxidation, 243 meV 31. From this value, 
A

0

XPhQ F
G

→
∆ = +125 

meV (vide infra), that fall in the large energetically uphill scenario. 

Uncovering the factors controlling ET reactions in photosynthetic RC is of 

central importance both under biological and biotechnological perspective. In fact, the 

extremely high efficiency of light conversions in these complex cofactor-protein 

systems makes them ideal models to study  these processes and  to design  artificial 

and hybrid photovoltaic devices. 

Therefore, in order to obtain a better understanding of the energetics 

associated with PhQ−  oxidation in PSI, and in an attempt to derive a unifying view of 

these ET reactions, the different models advanced in the literature are here 

investigated by comparative kinetic modelling. The theoretical framework for the 

description of electron transfer rates introduced by Hopfield38, 39, which considers 

explicitly a single (mean) nuclear mode coupled to the ET reactions, has been 

employed. The consistency of the thermodynamic scenarios was compared with the 

experimental PhQ−  oxidation kinetics detected both at room temperature and in the 

180-320 K temperature interval.  

We conclude that both the “weak driving force” and the “large driving force” 

energetic scenarios are compatible with the experimental results. The “large uphill” 

energetic is not compatible with the experiments instead.  

 

Experimental procedures 

Theoretical considerations. 

Kinetic modelling. The kinetics of PhQ−  oxidation was modelled in terms of 

the reaction scheme of Figure 1: the oxidation of APhQ−  by XF , is described by the 

rate constants 1k  and 1k− ; the oxidation of BPhQ−  by XF , is described by the rate 

constants 2k  and 2k− ; the oxidation of the reduced form of XF  ( XF− ) by the terminal 

electron acceptors, the iron-sulphur clusters AF  and BF , is described by the rate 

constant 3k , which represent an (irreversible) output from the system. 

The system of ordinary differential equation (ODE) associated to the kinetic 

scheme of Figure 1 is: 
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 7 

 

A
1 A 1 X

B
2 B 2 X

X
1 2 3 X 1 A 2 B

PhQ ( )
PhQ ( ) F ( )

PhQ ( )
PhQ ( ) F ( )

F ( )
( )F ( ) PhQ ( ) PhQ ( )

d t
k t k t

dt

d t
k t k t

dt

d t
k k k t k t k t

dt

−

−

− −


= − +




= − +



= − + + + +


 Eqn. 1 

 

This can be written in matrix form as = ⋅S K S& , where S  and S&  are column 

vectors which have as elements the population evolutions of each cofactor and their 

first derivative with respect to time, respectively. K  is a square matrix having as its 

elements the rate constants, as detailed in equation 1.  

The system in equation 1 has general solutions of the form: 

 

3

1

it

i i

i

c e
γ

=

= ⋅ ⋅∑S V       Eqn. 2 

 

where iV  is the i-th eigenvector of matrix K  and iγ  is the i-th eigenvalue. 

The constants 
ic  depend on the initial conditions ( 0t→S ). The eigenvalues are related 

to the experimental lifetime values ( iτ ) through iτ = 1
iγ
−− , and are unambiguously 

determined once the rate constants which compose the matrix K  are established. The 

eigenvectors are related to the experimental pre-exponential amplitudes in a less 

direct fashion. The elements of 
iV  are not accessed directly in the experiments, it is 

only their sum, weighted by the spectroscopic properties of the cofactor, that it is 

observed. Although the amplitudes will not be discussed in great details in this study, 

we take the assumption, which is well substantiated by experimental evidences e.g. 12, 

25, that the spectroscopic signature of XF  can be considered negligible whereas that of 

APhQ−  and BPhQ−  are dominant and equivalent, i.e. that 
APhQε =

BPhQε >>
XFε , where ε  

is the extinction coefficient. Moreover, the eigenvectors depend on the boundary 

conditions which, in this case, are considered as the relative molar fractions at time 

t=0. We took APhQ (0)− = BPhQ (0)− =0.5 and XF (0)− =0, i.e. equal initial population 

stemming from symmetric statistical utilisation of the two electron transfer branches. 
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 8 

The exact utilisation of the two branches in PSI is still a matter of controversy. A 

rather broad range of figures, ranging from 0.5:0.5 to 0.8:0.2, in favour of the ET 

chain primarily coordinated by the PsaA subunit, is reported in the literature 1-5, 40-44. 

These values depend also on the organism from which PS I was purified or studied e.g. 

40-44. Since we aim for a semi-quantitative description of the experimental evidence, 

and since we focus primarily on the decay lifetimes, the approximation 

APhQ (0)− = BPhQ (0)− =0.5 does not significantly affect any of the conclusions. 

Electron Transfer Rate Constants. The values of the electron transfer rate 

constants, which are the elements of matrix K , were calculated using the approach 

introduced by Hopfield39 when considering a mean nuclear mode coupled to the 

electron donor, D, and the acceptor, A. The rate of electron transfer between a donor-

acceptor pair, D Ak → , is then described by:  

 

22
( )D A DAk H f T

π
→ = ⋅

h
      Eqn. 3 

 

where h  is the Dirac constant, | |DAH  is the electronic coupling element of the 

Hamiltonian. The temperature-dependent Franck-Condon factors are described by the 

( )f T  function:  

 
0 2

2

( )

2 ( )1
( )

2 ( )

tG

Tf T e
T

λ

σ

πσ

∆ +
−

=      Eqn. 4 

 

where, 0
G∆  is the standard Gibbs free energy difference and tλ , the total 

reorganisation energy. The standard conditions, refer to atmospheric pressure and 

equal molar fractions of (reduced) donor and (oxidised) acceptors. These conditions 

are often encountered in RC when considering suitable initial conditions, i.e. at a 

given time following the light excitation. PhQ s are reduced in less than 50 ps 1-5 and 

are oxidised in 10-300 ns, as discussed above. This guarantees that the standard 

conditions are fulfilled. As discussed by Hopfield39, it is possible to assume to a very 

good approximation that contribution of entropy change to the free energy are absent 

or negligible for tunnelling-mediated ET reactions between a Donor-Acceptor 
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 9 

cofactors pair bound to a protein matrix. Therefore, the value of 0
G∆  (which would 

be equivalent to that of an enthalpy/internal energy change) can be considered as 

temperature-independent. The variance, 2σ , is described by: 

 

2 coth
2t

Bk T

ω
σ λ ω= ⋅

h
h ,     Eqn. 5 

 

where, Bk  is the Boltzmann constant, and ω  is the (angular) frequency of the 

mean nuclear mode coupled to electron transfer. This term accounts for the 

temperature dependence of the ET reaction. When 2 Bk T >> ωh , equation 5 reduces 

to:  

 

2 2 t Bk Tσ λ=         Eqn. 6 

 

that, substituted into Equations 3 and 4 yields the formula derived by Marcus 
37, 38:  

 
0 2

B

2 ( )

42

4

t

t

G

DA k T

D A

t B

H
k e

k T

λ
λπ

πλ

∆ +
−

→ =
h

    Eqn. 7 

 

By analogy with the classical Arrhenius treatment of the reaction rate 

temperature dependence, the argument of the exponential of Equation 7 is the 

activation energy, *
G∆ , divided by 

Bk T : 

 

 

0 2
* ( )

4
t

t

G
G

λ
λ

∆ +
∆ =       Eqn. 8 

 

It is emphasized that Equation 8 is valid only under the 2 Bk T >> ωh  

conditions, which are attained if T  is sufficiently high (so-called high temperature 

approximation), and/or when ω  is a mode of sufficient low frequency with respect to 

Bk T . 
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 10 

 

Choice of Parameter Sets. Using the described formalism, the rate constants 

composing the matrix K  depend on a limited set of parameters: i) the standard free, 

0
D AG →∆ , and reorganisation energies, ,t D Aλ → ; ii) the mean frequency of nuclear mode 

coupled to electron transfer D Aω → ; iii) the value of electronic coupling element 
DA

H ; 

where the D A→  subscript indicate a specific donor-acceptor pair. Seldom the values 

for all these parameters have been estimated in a single study. The most complete set 

for both the A XPhQ F− →  and B XPhQ F− →  reactions was reported by Mula et al. 31. 

They gave values for ,t D Aλ → , 
2

DA
H  and *

D AG →∆ , from which, using Eqn.8, 0
D AG →∆  

can be computed (see discussion below and Table 1). The value ,t D Aλ →  = 0.7 eV was 

assumed by these authors for both PhQ−  oxidation reactions. Similar values were also 

utilised in previous kinetic modelling studies 1, 22, 28, 29. On the other hand, the set of 

parameters associated to the X A/BF F− →  reaction was not presented. 

The values of 0
D AG →∆  have been estimated in several studies and by a range of 

approaches (for compilations of values see 1, 3, 12, 19-27). Whereas there is a general 

agreement that 
/

0

x A BF FG →∆ < –100 meV (reviewed in 1, 3, 12), a substantial spread of 

value 0

XPhQ FG →∆  (≅ ±200 meV) has been reported1, 3, 12, 19-31, 45. Therefore the energetic 

associated PhQ−  oxidation still present considerable margin of uncertainty. This 

spread of values depends, partially, on the strategy employed to retrieve the redox 

potentials and free energy difference. For instance, the protonation state of individual 

protein residues and the effect of protein and water molecules were taken into account 

explicitly in electrostatic computations 19-21. Yet the results obtained in the different 

studies are not univocal. Instead, when the parameters are retrieved from the analysis 

of spectroscopic data, residues protonation states, and solvent effects are considered 

macroscopically. Therefore, operational, effective, values, in which the microscopic 

contribution can not be disentangled, are obtained instead. In the present modelling 

study we have used the latter approach and, therefore, the values of 0G∆  should be 

considered as effective ones. However, the parameter values proposed from studies in 

which protonation state and solvation effects, including the effect of bound water, 
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 11 

were considered explicitly, have been also considered performing comparative kinetic 

simulations.  

Therefore, using a minimal kinetic modelling scheme, different energetic 

scenario stemming from literature reports, are tested by comparison with the 

experimental results. Some representative values taken from previous investigation 

and which are used in the present kinetic modelling study are reported in Table 1. 

The other parameters, unless specifically stated, are assumed to have the same 

value for all of the three electron transfer reactions considered. For the total 

reorganisation energy we considered 0.5 <
tλ < 1 eV, an interval covering the most 

probable values retrieved from a survey of electron transfer reactions in redox-active 

enzymes46, 47. The extreme values of tλ  are close to either the estimate of tλ  for 700P+  

reduction by plastocyanin15, 48 or the highest bound of APhQ−  oxidation by XF−  13, 14. 

For the energy of the mean nuclear mode we have considered values in the range of 

2.5 < ωh < 34 meV (i.e. 20-274 cm-1). The highest bound is the average of the values 

reported by Mula et al.
31 whereas the lowest bound represents a “soft” mode which 

closely approaches the high-temperature approximation (Eqn. 7). 

The strength of the electronic coupling element 
2

DA
H  was estimated using 

the approximated expression 38, 39, 46, 47: 

 

2

DA
H =

2
0 exp( )
DA DA

H Rβ⋅ − ⋅    Eqn. 9.  

 

where DAR  is the donor-accepted edge-to-edge distance (corrected for the van 

der Waals radii), β  is a medium-depended damping factor, and 0
DAH  is the maximal 

value attained at full electronic wave function overlap. RDA is derived from the 

crystallographic structural model (pdb entry: 1JB016), an average value of β = 1.34 Å-

1 was estimated in electron transfer proteins e.g. 22, 46, 47 and a reasonable value for 

2
0
DA

H  is ~1·10-3 eV2  33, 34, 46, 47. 

Computations. Kinetic modelling was performed using the Maple 9 

(MapleSoft, Waterloo, Ontario, Canada). 
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 12 

Results and Discussion. 

Kinetic modelling of PhQ−  oxidation reduction at room temperature. 

In order to compare how the midpoint potential estimates for the 

A APhQ / PhQ−  and B BPhQ / PhQ−  redox pairs, retrieved from different analytical 

approaches, reflect on the description of the kinetic of PhQ−
 oxidation at room 

temperature, some of the most representative values for the different scenarios 

previously reported in the literature were considered, within the kinetic modelling 

framework described above. 

Large uphill APhQ−
oxidation. Sets of parameter at different level of detail 

have been presented in previous investigations e.g. 1, 12-14, 19-22. We use, as a starting 

point, the comprehensive estimates given by Mula and coworkers 31 (and Table 1) for 

,t D Aλ → , D Aω → , *
D AG →∆  and 

2

DA
H , which were obtained from the fitting of the PhQ−  

oxidation lifetimes temperature dependences in terms of Eqns. 3-5. From the reported 

values of *
D AG →∆ , those of 0

D AG →∆  can be calculated using Eqn.8 considering that 

,t D Aλ →  was set at 0.7 eV by their study. This, however, involves the solution of a 

second order equation, from which two possible values of 0
D AG →∆  are obtained. We 

have chosen 0

A XPhQ FG →∆ = +125 meV and 0

B XPhQ FG →∆ = –58 meV as the complementary 

solutions are, in both cases, unrealistic. In fact, they exceed the value of –1 eV, which 

would put both phylloquinones 0
E  well above the absorbed photon energy 

corresponding to the excited state of PSI photochemical reaction centre*. 

Mula and coworkers did not report the set of parameters associated with 

X A/BF F− →  electron transfer, as this reaction was not investigated directly in their 

study31. Since these parameters are needed for the present modelling, and in order to 

limit the number of adjustable parameters, we have considered 
/, X A Bt F Fλ →  = , Xt PhQ Fλ → , 

i.e. 0.7 eV. Unless otherwise specified, we will assume the same value of 
tλ  for all 

the reactions considered. The same approach will be adopted for the values of D Aω → . 

                                                
* Considering a larger value of the reorganisation energy, such as tλ =1, the calculated value of 

0

B XPhQ FG →∆  becomes –230 meV and that of 0

A XPhQ FG →∆  becomes –15 meV. The latter value falls in 

what is here defined as “weak” driving force scenario for APhQ−  oxidation, which is discussed further 

on in the text 
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Nonetheless, since different values for 
A XPhQ Fω → = 173 cm-1 and 

B XPhQ Fω → = 378 cm-1 

were reported31, an intermediate value for 
X AF Fω →  of 275 cm-1 was considered. The 

value of the free energy difference 
/

0

X A BF FG →∆  was set at –150 meV. This approaches 

the average of the difference between the reported midpoint potentials of XF  and AF  

(as compiled in refs. 1, 3, 12). Moreover, AF  and BF  are almost iso-potential. 

Simulation for 
/

0

X A BF FG →∆ = –106 meV, which allows direct comparison with the 

calculated potential reported by Ptushenko and coworkers21, are presented in the 

Supplementary information (Figure S1). 

The kinetic simulations performed using the above discussed parameters are 

presented in Figure 2 (panel A) and the parameters describing the cofactors temporal 

evolution are listed in Table 2. In order to compare the simulated kinetics with the 

experimental results it is necessary to consider that, due to the low value of 
XFε∆ , it is 

PhQε∆  which dominates the experimental kinetics. Moreover, since APhQ−  and BPhQ−  

can not be monitored individually, the closest representation of the experiments is 

provided by the sum of the individual semiquinone relaxation kinetics. Hence, 

although the temporal evolution of the each considered cofactor is computed (and 

shown in Figure 2), it is the “overall” A BPhQ ( ) PhQ ( ) PhQ ( )t t t
− − −= +  population 

relaxation that has to be compared with the experiments.  

For the just discussed energetic scenario (“large uphill APhQ−  oxidation”), the 

overall PhQ−  oxidation extends for over 20 µs (Figure 2A), whereas it is completely 

relaxed after ~1–1.5 µs according to the experimental data1-4. The simulated kinetics 

are described by three lifetimes of 2.6 ns, 10 ns, 9.6 µs with associated amplitudes of 

0.18, -0.16, 0.97, respectively (Table 2). The two faster lifetimes fall on the lower 

range of values (faster decay) reported in the experiments, which are more frequently 

observed in PSI isolated from cyanobacteria e.g. 1-3, 12, 31, 40, 41. This is consistent with 

the fact that most of the data analysed in ref. 31 were obtained from PSI of these 

organisms. On the other hand, the largest simulated lifetime of 9.6 µs, which 

dominates overall PhQ−  oxidation kinetics (Figure 2A), is more than 10 times slower 

than the longest-lived experimental lifetime, typically in the 200-350 ns range1-5. It is 

therefore not compatible with the experimental figures. 
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The presence of three components in the kinetics simulations with respect to 

the two most commonly encountered in the experiments, is due to the fact that three 

levels are included in the simulations (Figure 1, Eqn. 1). Nonetheless, when 

considering the “overall” phyllosemiquinone temporal evolution, given by PhQ ( )t− , 

it is also possible to calculate parameters such as the average /av i i i

i i

A Aτ τ=∑ ∑  and 

the mean PhQ ( ) / PhQ ( )t t dt t dtτ − −= ⋅∫ ∫  lifetime, that describe the population de-

excitation in a fashion which is less dependent on the number of lifetimes considered.  

For the simulation shown in Figure 2A, avτ = 9.4 µs and τ = 9.6 µs (Table 2). 

Both exceed by over 30 times the values of the same parameters estimated from the 

experimental results, which are in the 150< avτ <280 ns and 235< τ <350 ns ranges, 

respectively. Unsatisfactory descriptions of the experiments are also obtained for 

simulation considering values of –200 <
/

0

X A BF FG →∆ < –106 meV (Figure S1), 20 

x AF Fω →≤ ≤  550 cm-1 (Figure S2), and 0.5 < tλ < 1 eV (Figure S3), which are presented 

in the Supplementary information. These are the only parameters for which a 

somewhat arbitrary (i.e. not taken from ref. 31) value was adopted in the calculations 

of Figure 2A. 

Thus, an energetic scenario involving a large uphill electron transfer between 

APhQ−  and XF  is unlikely, indicating that the value of 0

A XPhQ FG →∆  is smaller than +125 

meV. In this respect, the above discussed values of the slowest time constant and the 

overall PhQ−  oxidation kinetics are similar to those induced by the PsaA-F689N 

mutation in the PSI of C. reinhardtii
30, which was interpreted in terms of an up-shift 

of 0

APhQE  of ~100-120 meV and those obtained in quinone substitution experiments32-

36 for redox moieties having comparable difference in their 0
E  with respect to the 

naturally occurring PhQ.  

Moreover this conclusion is supported also by the simulations performed using 

the calculated midpoint potential reported by Ishikita and Knapp19, from which 

(+)119 < 0

A XPhQ FG →∆ < 174 meV, considering that –705 <
X

0
FE < –650 mV (Figure S4). 

For these energetic scenarios, the simulated kinetics of PhQ−  oxidation are 
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characterised by 6.4 < avτ < 51 µs (Supplementary information), that are also not 

compatible with the experimental results. 

It has been discussed that the number of crystallographic water molecules 

included in electrostatic calculations affects the estimate of the phylloquinones 

standard potential20, 21. The 0E  values shifted toward more electro-negative values by 

about 100 mV taking into account an extended water network20 with respect to that 

considered initially in ref. 19. Thereby, for the same interval for the XF  standard 

redox potential discussed above, it results that (+)21 < 0

A XPhQ FG →∆ < 76 meV. Whereas 

the most positive values of 0

A XPhQ FG →∆  are inconsistent with the experimental results 

(Figure S5), those which would put 0

A XPhQ FG →∆ ≅ Bk T  (with T=290 K) reasonably 

approaches the experimental kinetics. On this basis, we suggest that 0

A XPhQ FG →∆ ≅ 30 

mV is an upper boundary for this parameter, especially considering, as discussed in 

the proceeding, that value of tλ = 0.7 eV represents a lower limit for the total 

reorganisation energy. 

Since energetic models involving a large uphill energy transfer between APhQ−  

and XF  is inconsistent with the experimental kinetics, we have then compared the 

other two scenarios discussed in the literature involving either i) “weak” driving 

forces coupled to APhQ−  oxidation, as initially proposed by Brettel49 in the uni-

directional electron transfer framework and successively extended to the bi-

directional model1 or ii) “large” driving forces, as derived from the values reported by 

Ptushenko et al.
21 from the electrostatic calculation accounting for non-isotropic 

values of the protein dielectric constant. 

Large driving force coupled to APhQ−
 oxidation model. Figure 2C shows the 

kinetic simulation obtained when the energetic scenario stemming from the values 

reported by Ptushenko and coworkers21 is considered. The 
X

0
FE  potential computed in 

ref. 21 is on the lower edge of experimentally determined distribution for this 

parameters1-5, 12, resulting in 0

X AF FG →∆ = –106 meV (Table 2). Hence, the simulation 

including the mean experimental value of 0

X AF FG →∆ = –150 meV was also performed 

(Figure 2D). The latter value allows direct comparison with previous kinetic 

modelling1, 22 and the other scenario investigated here. Identical values of tλ = 0.7 eV 
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and couplings with mid-frequency nuclear modes characterised by ω = 150 cm-1 were 

considered for all the reactions. Since this nuclear mode is relatively “soft”, the high 

temperature approximation is valid at room temperature. Therefore these calculations 

are representative of any value of ω < 150 cm-1. 

For these parameters, the PhQ−  oxidation kinetics is described by lifetimes of 

0.7, 8.9 and 102 ns (Table 2) for 0

X AF FG →∆ = –150 meV, and 0.7, 8.9 and 199 ns for 

0

X AF FG →∆ = –106 meV (Table 2), from which 
avτ = 8.5 and 12 ns, respectively, and 

τ = 53 and 127 ns, respectively. The simulated oxidations of PhQ−  are significantly 

faster than the experimental ones, for both the 0

X AF FG →∆  considered. This is largely 

due to the two faster components (which have almost identical value for the two cases 

considered) that account for more than 90% of the overall PhQ−  population (Table 2). 

These lifetimes, particularly those in the range of ~10 ns, are compatible with values 

retrieved from experiments performed on cyanobacterial PS I 1-5, 12, 23. This is 

noteworthy since the electrostatic calculations were based on the structural model of 

PSI purified from Synechococcus. elongatus. Thus, the scenario in which both APhQ−  

and BPhQ−  oxidation reactions are largely favourable, does not describe successfully 

the overall PhQ−  oxidation when tλ = 0.7 eV. This might however stem from the 

particular value of 
tλ  adopted in the simulations of Figure 2C and 2D. This will be 

discussed further in the following, where simulations performed for different values 

of tλ  and ω  are presented. 

Weak driving force coupled to APhQ−
 oxidation model. Figure 2B shows the 

simulations performed considering the same set of parameters as in the calculations of 

Figure 2C, but with values of 0

XPhQ F
G

→
∆  similar to those previously reported in the 

framework of weak driving forces coupled to PhQ−  oxidation1, 5, 28-30, i.e. 2 Bk Tm . 

Since nuclear modes coupled to the electron transfer were not considered explicitly in 

previous kinetic modelling1, 5, 28-30, an adjustment of the values of 0

XPhQ F
G

→
∆  is 

introduced resulting in 0

A XPhQ F
G

→
∆ = +10 meV and 0

B XPhQ F
G

→
∆ = –50 meV (Table 1), 

which both fall in the interval of values previously deemed to be compatible with the 
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experimental observation1. We stress that the reported values for 0

XPhQ F
G

→
∆  were not 

intended to accurate estimates, as their estimate depends on the choice of parameters 

set. The value of 0

XPhQ F
G

→
∆  should have been considered as reasonable 

approximations and the same should hold true for the values reported in the present 

study. 

The overall PhQ−  reduction kinetics is then described by lifetimes of 11, 22 

and 289 ns (Table 2), yielding values of avτ = 191 ns and τ = 287 ns. These values 

closely resembles those determined experimentally, particularly those observed in PS 

I of green algae1-5, 7, 8, 29, 30. These simulations confirm that an energetic model 

considering asymmetric driving forces for XF  reduction, with the reaction involving 

BPhQ−  thermodynamically favourable and the one involving APhQ−  being coupled to a 

shallow thermodynamic drive, is compatible with the experimental PhQ−  oxidation 

kinetics at room temperature. 

The more satisfactory match to the experimental values for the “asymmetric 

weak driving force” with respect to the “asymmetric large driving force” model does 

not rule out the possibility that a scenario similar to that resulting from the 

computational studies by Ptushenko et al.
21 can appropriately describe the 

experimental observations, after appropriate choice of reorganisation energy and, to a 

lesser extent, of the mean nuclear mode frequency. The inclusion of a relatively weak 

nuclear mode ω = 150 cm-1, which is the only noticeable difference with respect to 

previous simulation studies1 considering a “weak driving force” scenario, was not 

expected to change significantly the values of 0

XPhQ F
G

→
∆  needed to simulate the 

kinetics at room temperature, as these were already chosen to yield a semi-

quantitative description1. 

 

Dependency of the “weak driving force” and “large driving force” models for 

PhQ−
 oxidation by XF  on the value of the reorganisation energy tλ . 

To explore the validity of the energetic models considered to be compatible 

with the experimental results and their robustness with respect to the chosen 

parameter sets, kinetic simulations were performed considering two different values 
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for the reorganisation energy: tλ = 0.5 eV, or tλ = 1 eV (see Experimental 

procedures). 

When 
tλ = 0.5 eV, with all the other parameters being the same as those used 

so far, the calculated PhQ−  oxidation kinetics are too rapid with respect to 

experimental results for both the energetic scenarios considered (Figure 3A and B). In 

both cases, the simulations deviate further from the experimental data with respect to 

those obtained for tλ = 0.7 eV (Figure 2C, 2D). Considering a larger values of the 

nuclear mode, ω >150 cm-1, as suggested by molecular dynamics calculations31, 

would lead to a further increase in the electron transfer rate and, thereby, in even 

faster lifetimes retrieved from kinetic modelling. Thus, it can be concluded that the 

reorganisation energy associated with both APhQ−  and BPhQ−  oxidation is larger than 

0.5 eV. 

Increasing the value of tλ  from 0.7 to 1 eV, the energetic model suggested by 

Ptushenko and coworkers21 resulted in a good description of the experimental results 

(Figure 3C). The PhQ−  decay shown in Figure 3C is characterised by lifetimes of 13 

ns, 227 ns and 4.9 µs (Table 3). More than 90% of the PhQ−  is accounted by the two 

faster lifetimes, and the calculated avτ = 294 ns is in a good agreement with the 

experiments. Instead the first moment of the decay distribution, τ = 3.1 µs appears 

to exceed the experimental value. Yet, this is determined by the larger weight that the 

low amplitude 4.4 µs component has in the calculation of τ  with respect to avτ . 

Hence, the slower electron transfer rates resulting from larger reorganisation energies 

provide a closer match to the experimental results for a model which involves large 

driving force for APhQ−  oxidation (i.e. 0

A XPhQ FG →∆ < –50 meV). 

On the contrary, the kinetic description resulting from the “weak driving 

force” energetic scheme for tλ = 1 eV (Figure 3D), are characterised by lifetimes of 

211 ns, 426 ns and 5.1 µs. The corresponding values of avτ = 3.1 µs and τ = 5.1 µs 

exceed by a factor of ten those determined experimentally. This is a less satisfactory 

than that obtained for tλ = 0.7 eV. 
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Hence, with an appropriate choice of tλ , both energetic models are capable of 

describing the room temperature PhQ−  oxidation kinetics, even under the rather 

restrictive condition that ,t D Aλ →  assumes the same value for all the considered 

reactions. Whereas the assumption , A Xt PhQ Fλ →  ≅ , B Xt PhQ Fλ →  is reasonable due to the 

identical chemical nature of the cofactors involved and the overall similarity of the 

polarisable protein medium comprising the two phylloquinone binding niches, it is 

more likely that the value of 
/, X A Bt F Fλ →  is different and probably 

/, X A Bt F Fλ → > , Xt PhQ Fλ → . 

As the values of , Xt PhQ Fλ →  and 
XPhQ Fω → , as well as those of 0

XPhQ FG →∆ , 

determine the temperature dependence of the rate constants (see Experimental 

procedures), it is informative to compare and test the two energetic schemes which 

describe satisfactorily the room temperature kinetics, with the experimental 

temperature dependence of PhQ−  oxidation. 

 

Simulations of PhQ−
 oxidation temperature dependence. 

Whereas there is a large body of literature treating the room temperature 

kinetics of PhQ−  oxidation, studies of the reaction temperature dependence are far 

less abundant. This is particularly the case for the B XPhQ F− →  reaction which has 

been investigated only, to our knowledge, by Agalarov and Brettel14, Santabarbara et 

al.
15 and Mula et al.

31. In the first two studies the temperature range sampled was 

relatively limited, while a broader range was explored by Mula et al.
31. A broad 

temperature range was also investigate by Schlodder et al.13. However, only the 

A XPhQ F− →  reaction was considered as the functionality of BPhQ  in electron transfer 

was not proven at that time. The experimental analysis of the temperature dependence 

of electron transfer reaction is, in most cases, reported in terms of lifetimes (or their 

inverse) as a function of the observation temperature, as these are the parameters 

which are directly accessible from fitting of kinetic traces. For instance, the 

parameters set used in the simulations of Figure 2A (and reported in Table 1) are 

taken from ref. 31, in which the analysis was performed in terms of Equations 3-5, 

under the approximation 1
etkτ −= . Yet, this approximation is valid only when the rate 

of forward electron transfer is much larger than that of the corresponding backward 
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reaction, i.e. when 0
DAG∆ ≤~ – 100 meV. As discussed already, from the reported 

value of *
DAG∆  and tλ  we obtain 0

A XPhQ FG →∆ = +125 meV (Table 1). In this case, the 

1
etkτ −=  approximation ceases to be valid. For this reason the parameter set reported 

by Mula et al.
31 are inappropriate at describing the room temperature PhQ−  oxidation 

kinetics. 

At the same time it should be noted that, whereas the outcome of kinetic 

modelling is also in terms of lifetimes (the ODE eigenvalues, see Experimental 

Procedures), their temperature dependence is determined by that of the individual 

electron transfer rate constants (the elements of the rate matrix, K ). Each of these 

elements is described by Equations 3-5, that consider a single nuclear mode couple to 

each ET reaction. Although, this represents a simplified theoretical framework, it was 

shown to be rather solid (e.g. 46, 47). Moreover, considering several nuclear modes 

will lead to a steep increase in the number of adjustable parameters in the simulations, 

because, to our knowledge, these quantities have not been estimated either 

experimental or computationally. 

Thus even considering these simplifications, the approach adopted here allows 

to compare the description of the lifetimes temperature dependence, which are the 

only parameters accessible experimentally, with the modelled lifetimes, which are the 

modelling outcome. Yet, the temperature dependences of the modelled lifetime stems 

from the actual rate constants temperature dependence, for which the theory applies 

more strictly. This represent, in our opinion, a significant improvement with respect to 

the standard analysis employed in previous studies.† 

 

Definition of the acceptance confidence bounds of PhQ−
 oxidation 

temperature dependence. For the reasons discussed above, the parameter sets reported 

by Mula et al.
31 can be considered as a realistic empirical description of the 

temperature dependence of the oxidation lifetimes, rather than the reaction rate 

constants. This macroscopic lifetime temperature dependence can then be used for a 

                                                
† Since it is not expected that the uncertainties associated with each parameters are either all 

over- or under- estimated at the same time, these estimated confidence acceptance bound are, in all due 

respect, rather generous. 
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comparison with the kinetic simulation preformed at different temperatures (Figure 4 

and 5). This defines what we will refer to hereafter as the “straight” extrapolation of 

the lifetime temperature dependence. 

We notice that the computed lifetimes using the parameters from ref. 31 at 290 

K are 9.5 and 361 ns for the fast and slow phases of PhQ−  oxidation, which fall in the 

lower and higher limits of the values reported in the experiments1-5. These values are 

close to the lifetimes most commonly reported for PS I isolated from cyanobacterial 

sources. Therefore, we have opted also to compare the simulations with extrapolations 

of temperature dependence, rescaled to yield values of 20 ns and 250 ns, at RT, 

respectively, which are instead closer to the values retrieved from the analysis of PS I 

from green algae1-5. This is equivalent to vary only the value of 
2

DAH  and defines 

what we will refer to hereafter as the “rescaled” extrapolation of the lifetime 

temperature dependence. We consider that this would yield a more general breath to 

the simulation results, since species-specific differences in the details of the 

parameters controlling this ET reaction might exist43, 44. 

Finally, there is a margin of uncertainties associated with the reported 

parameters and it is reasonable to assume that the confidence level is, at least, about 

5%, that of the best-fit values. Thereby upper and lower boundaries defining an 

“acceptable” range towards which the simulation are tested were also computed 

(dashed lines in Figure 4 and 5). These estimated uncertainty bounds define the 

acceptance spread within which the simulated lifetime temperature dependences are 

expected to fall§. 

 

Large driving force model. In Figure 4A the temperature dependence of the 

three lifetimes resulting from kinetic simulations performed utilizing the same 

parameters as in Figure 3C (i.e. tλ = 1 eV and ω = 150 cm-1) for the large 

(asymmetric) driving forces (Table 1) are compared with the experimental 

extrapolation. The same results are also presented in Figure 4B as the Arrhenius plot. 

The simulations performed at 290 K (Figures 2C, D and 3A, C) indicate that 

PhQ−  oxidation is described almost exclusively by the two faster lifetimes ( 1τ  and 

2τ ), whereas the slowest one ( 3τ ) is primarily associated to the oxidation of XF . 

Hence it is the value of the two faster lifetime which should be compared with the 

Page 21 of 47 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



 22 

values extrapolated from the experiments. The temperature dependence of the fastest 

lifetime 1τ  (Figure 4A, open circles) is close to the extrapolated upper acceptance 

limit, and slightly outside it for T < 220 K. Moreover, the simulated apparent 

activation (we use apparent as the actual activation is that associated with the rate 

constants, and which is presented in Figure S6 of the Supplementary Information, 

rather than the lifetimes) is larger than that extrapolated from the experiments. Still, 

the larger deviations occur at temperature where the fast phase of PhQ−  was not 

experimentally detectable. On the other hand, the temperature dependence of 2τ  

(Figure 4A, open squares) falls on the lower limit of the estimated acceptance spread. 

The apparent lifetime activation behaviour is well reproduced by the kinetic 

simulations. 

Figure 4C (and D for the Arrhenius plot) shows the comparison between the 

simulated lifetimes and the “rescaled” experimental temperature dependence. In this 

case, both the simulated 1τ  and 2τ  lifetimes temperature dependences fall in the range 

compatible with the experimental results. This congruency is particularly relevant 

taking into account both the modelling approximations and the uncertainties 

associated to the experimental values. 

The most obvious deviation from the experimental extrapolation is the steeper 

apparent activation of the fast oxidation PhQ−  phase ( 1τ ) in the simulation. The 

temperature dependent profile is determined by the parameters in the Frank-Condon 

factors that, besides the standard free and reorganisation energies, involves also the 

mean nuclear mode coupled to the electron transfer reactions. Molecular dynamics 

computation31 indicated that 
B XPhQ Fω →  is about two times larger than 

A XPhQ Fω →  (Table 

1), because of differences in hydrogen bonding to the two phylloquinones present in 

PS I. Therefore, kinetic simulations for the large driving force model were performed 

also considering 
B XPhQ Fω → = 378 cm-1 and 

A XPhQ Fω → = 173 cm-1. For the value of 

X AF Fω →  which was not reported, we used, as above, an intermediate value of 275 cm-

1. These simulations yield a closer agreement between the then modelled fastest 

lifetime ( 1τ ) and the experimental extrapolation of its temperature dependence (Figure 

4A, solid circles); 1τ  becomes faster and less dependent on temperature, as expected 

for a relatively large value of ω . Yet, whereas the simulated 1τ  temperature 
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dependence fell within the confidence band derived from the parameter of ref. 31 

(Figure 4A), the comparison with the “rescaled” expectancy bounds (Figure 4C) 

suggest that 1τ  is slightly underestimated. Instead, the temperature dependence of 2τ  

is much less affected when considering 
A XPhQ Fω → = 173 cm-1. This is because the latter 

value does not differ significantly from the 150 cm-1 (for all the ET reactions) used so 

far. It falls slightly outside the lower edge of the confidence limits obtained using the 

parameters straight from the study of Mula et al.
31, whereas it is on the lower 

boundary limit of the acceptable range after “rescaling”, indicating that the reaction 

rate constant is overestimated, irrespectively to the system to which it is compared. 

Thus, in this simulation both lifetimes, 1τ  and 2τ , are on the lower edge of the 

acceptance spread, with 2τ  being slightly outside it, but, on the other hand, the 

apparent temperature dependence is quite nicely reproduced. Moreover, irrespectively 

of the value of 
X AF Fω →  considered, 3τ , that primarily described the oxidation of XF− , is 

the slowest process in this energetic scenario at all the temperature considered. 

 

Weak driving force model. The comparison between the lifetime temperature 

dependence obtained for the weak driving simulations and the extrapolation of the 

experimental lifetimes is shown in Figure 5, also as the Arrhenius plot. Values of tλ = 

0.7eV and a mean nuclear mode of ω = 150 cm-1 were considered, as in simulations 

of Figure 2B. For this energetic scenario, PhQ−  oxidation is described primarily by 

the fastest and slowest lifetimes 1τ  and 3τ , whereas 2τ  has small amplitude (Table 2). 

At odds with the large driving force model, it is not possible to assign a specific 

lifetime to the oxidation of XF−  which decay is overlapped temporally to that of APhQ−  

(Figure 2B). Thus, it is the temperature dependence of 1τ  and 3τ  that should be 

compared with the acceptance spread of extrapolated experimental values. The rate 

constants temperature dependence for this model is presented in Figure S6 of the 

Supplementary Information instead. 

When assuming ω = 150 cm-1 for all reactions, 1τ  falls within the confidence 

limit at temperature higher than 250 K, but exceeds the upper bounds at lower 

temperatures (Figure 5A, open circles). A less significant deviation is observed when 

considering the “scaled” experimental extrapolation (Figure 5C). This is consistent 
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with the simulations preformed at RT for the same energetic scenario which resulted 

in a description more close to the experimental value retrieved in PSI of green algae 

rather than of cyanobacteria. However, even in this case, the apparent activation is 

larger than the experimental extrapolation. The value of 3τ  is also within the 

confidence bounds for temperature higher than 250 K, but tends to deviate from the 

extrapolated acceptance spread at lower temperatures, where the simulation predicts 

more rapid kinetics than the experimental values. In general, for this energetic model, 

3τ  shows a smaller apparent activation than that observed for the 2τ  resulting from 

the large driving force model, and with respect to the extrapolation of the 

experimental results. 

Simulations considering nuclear modes of frequencies 
B XPhQ Fω → = 378 cm-1 

and 
A XPhQ Fω → = 173 cm-1 and an intermediate value for 

X AF Fω → = 275 cm-1 were also 

performed for the weak driving force energetic scenario (Figure 5A, solid symbols). A 

decrease in the values of 1τ  and a closer agreement with the experimental 

extrapolation is obtained, although on the lower edge of the acceptance interval 

(Figure 5A, solid circles). The apparent 1τ  activation was damped and it becomes 

only slightly smaller than that predicted from the experiments extrapolations. The 

value of 3τ  also became faster, as expected from increasing the values of the electron 

transfer rates. Similar to the simulations performed for an homogeneous value of ω = 

150 cm-1, the values of the slowest lifetime, 3τ , fell within the range that we consider 

compatible with the experimental results, at least above 250 K, especially when 

compared to the rescaled experimental extrapolation (Figure 5C), but some deviations 

occur at lower temperatures. Hence, the activation of the slow phase of PhQ−  is 

described less precisely by the weak driving force compared to the large driving force 

model. Since these calculations do not involve any attempt at the optimisation of the 

parameters, both these energetic models can be considered compatible with the 

experimental results. 

To a semi-quantitative level some general conclusions can be drawn:  

i) It is likely that a mean nuclear mode of mid-high frequency, i.e. close 

to 378 cm-1, the value predicted by the molecular dynamics, is coupled 

to the B XPhQ F− →  reaction. Considering a lower frequency mode, for 
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values of –259 < 0

B XPhQ FG →∆ < –50 meV and values of 0.7 <
tλ < 1 eV, 

resulted in too large activations of the fast phase. Such deviation was 

amended once the mid-high frequency mode was considered. On the 

other hand, this led to value of the lifetimes associated with the fast 

phase of PhQ−  which were on the lower limit of the experimental 

spread. 

ii) The value of the total reorganisation energy 
tλ = 0.7 eV is likely a 

lower bound. In fact, the temperature dependence of 3τ , obtained for 

the shallow equilibrium model which considered such figure, appeared 

weaker than those extrapolated from the experiments, indicating that 

tλ  might be underestimated. 

iii) The predictions of a mid-soft mode of ~170 cm-1 coupled to 

A XPhQ F− →  represents an higher bound for this parameter. 

Independently of the other values considered, the simulated values of 

the slower PhQ−  lifetime tend slightly toward the upper limit of 

reported values (i.e. 200 ns, compared to the experimental values of 

250-350 ns) and the apparent activation is, if anything, less pronounced 

than in the experimental extrapolations. 

 

Comparison of the “weak” and “large” driving force models at room 

temperature when considering unequal values of 
XPhQ Fω → . 

In this conclusive session, the description of PhQ−  oxidation and XF  

oxidation-reduction kinetics at room temperature, in the framework of semi-optimised 

“weak” and “large” driving-forces models, will be discussed. For semi-optimised we 

intend using the same set of parameters which yield the closer agreement to the 

experimental data for each model (as in Figure 1-4 and tables 1-3), but including 

asymmetric values of 
XPhQ Fω →

31, as this was shown to improve the description of the 

lifetime temperature dependence (Figures 4 and 5). 

The time evolutions obtained by the simulations are presented in Figure 6. For 

the weak driving force model  the predicted lifetimes are 5.1, 18 and 220 ns, yielding 

an average lifetime avτ  = 144 ns and τ  = 220 ns. For the large driving force 
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scenario the kinetic simulations yield lifetimes of 4.7, 152 ns and 2.0 µs, yielding an 

average lifetime 
avτ  = 151 ns and τ  = 1.1 µs. 

Although for both energetic scenarios the simulated lifetimes are close to the 

lower limit of the spread reported for experimental values, they can be considered to 

be in fair semi-quantitative agreement. A closer match between simulation and 

experimental results could be obtained by an appropriate choice of the parameters 

describing the ET rates. Yet, this would involve the optimisation of too many 

microscopic parameters that have not been directly or indirectly assessed either 

experimentally or computationally. Therefore, we consider a semi-quantitative 

description and discussion more appropriate. Even on such semi-quantitative basis, 

differences in the simulated ET kinetics based on the two energetic models considered 

in this section, are apparent: 

i) in the large driving force model, the oxidation of APhQ−  and BPhQ−  

are relatively separated in time (Figure 6B), each being dominated 

by one of the retrieved lifetimes. For the weak driving force model 

(Figure 6A) the oxidation of both phyllo(semi) quinone is biphasic, 

even though each is dominated by either the fastest ( BPhQ− ) or 

slowest ( APhQ− ) lifetimes. This makes the temporal evolution of the 

two species more overlapped in time with respect to the large 

driving force model. 

ii) In the large driving force model, the relative amplitude associated to 

each kinetic phase is essentially determined by the initial population 

of APhQ−  and BPhQ− , that has been assumed to be equal in these 

calculations (Figure 6B). On the other hand, for the weak driving 

force model, the relative amplitude of the two phases differs from 

the initial population (Figure 6A). The slow phase increases in 

amplitude as a result of a net population transfer from BPhQ−  to 

APhQ− , mediated by XF , which has previously been discussed5, 29,30. 

iii) In the large driving force model, the slowest lifetime and, as a result, 

the slowest decaying species is the one associated with the XF  

cofactor, which is predicted to be reduced with an average time of 
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78 ns and oxidised with a mean time of 2.0 µs (Figure 6B). On the 

other hand, for the weak driving force model, the oxidation of 

APhQ−  and that of XF−  overlaps, as the latter is predicted to be 

populated in 5 ns and decay with an average lifetime of 140 ns 

(Figure 6A). 

Experimental determination of the lifetime characterising the X A/BF F− →  

electron transfer reaction are not abundant. This is because its detection is technically 

challenging, due to the weak extinction coefficient and the broad and relatively 

unstructured band-shape of the absorption spectrum of these cofactors, that have the 

same chemical nature. Nonetheless, most experimental evidences indicate that this ET 

reaction takes place in 100-300 ns 1, 6, 12, 23, 50-54, which is closer to the estimate 

obtained for the weak driving force model. However, there has been no attempt here 

at optimising the ET reactions involving XF  for the large driving force model: the 

simulation results from parameter sets which best describe the PhQ−  oxidation 

kinetics. Taken this into account this discrepancy does not represent a sufficient 

argument to discard the large driving force energetic scenario when concerning the 

PhQ−  oxidation reactions. Yet, for X A/BF F− →  to become significantly faster, as 

observed in the experiment, the energetic model would require either a much larger 

value of 
/x A BF Fω →  and/or 

/

0

x A BF FG →∆  (the latter was taken from ref. 21), or a 

significantly smaller value of tλ , which appears less likely by virtue that this ET 

reactions involves metal centres. 

 

Conclusions 

In this study we have tested different energetic models and set of parameters 

describing the electron transfer rates associated with the PhQ−  oxidation reactions by 

XF  in PS I. From our modelling analysis we conclude that two energetic models, one 

considering asymmetric low driving forces for APhQ−  ( 0

A XPhQ FG →∆ ≅ 10 meV) and 

BPhQ−  ( 0

B XPhQ FG →∆ ≅ –50 meV) oxidation1, the other considering larger driving forces 

for APhQ−  ( 0

A XPhQ FG →∆ ≅ –100 meV) and BPhQ−  ( 0

A XPhQ FG →∆ ≅ –250 meV) oxidation21, 

are compatible with the experimental kinetics at 290 K, assuming values of the total 
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reorganisation energy, tλ , equal to 0.7 and 1 eV, respectively. Both energetic models 

were also shown to be consistent with the temperature dependence of the PhQ−  

oxidation lifetime extrapolated from the experiments. 

This analysis indicates that more in-depth experimental characterisation of the 

PhQ−  oxidation kinetics is still necessary to uncover the molecular properties 

underpinning this crucial electron transfer step in the PS I electron transfer chain. 

Understanding of the energetic properties associated with these ET transfer reactions 

is significant because it has been proven that PSI shows remarkable plasticity to 

alterations of the PhQ binding site1-5: the overall PhQ−  oxidation rate e.g. 1-5, 8, 28, 31, 51, 

52 and fractional utilisation of the two functional cofactor chains e.g. 1-5, 30, 40-43. 51, 52 can 

be modulated by single amino acid substitutions without significant losses in the 

reaction centre quantum yield30,52. These aspects are therefore important under 

evolutionary point of view, since this plasticity allows for changes in the functionality 

of the system when maintain its functional robustness30, and under biotechnological 

perspective, since PSI appears to be particularly suited to be engineered for tailored 

applications, particularly to hybrid photovoltaics e.g. 55-57. To this end a better 

understanding of the factors controlling the reactions is required. It is to be foreseen 

that a detailed investigation of the temperature dependence of mutants which affects 

PhQ−  oxidation over a sufficiently broad temperature range, in combination with 

refined kinetic modelling of the kind presented here and quantum 

chemical/electrostatic calculations, as performed in previous studies, would be 

beneficial and might lead to a throughout comprehension of these processes. 
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Table 1. Parameters controlling the electron transfer rates associated with PhQ−  

and XF oxidation/reduction according to different energetic model scenarios. 
 
        

Reaction 0
G∆   

(eV 10-3) 

2

DAH  

(eV2 10-6) 

ω  
(cm-1) 

1
etk
−  

(ns-1) 

*
G∆  

(eV 10-3) 
  

Large uphill APhQ−
 oxidation 

a   

A XPhQ F
− →  125 1.04 173 361 243   

B XPhQ F
− →  -58 0.54 378 9.5 147   

/X A BF F
− →  -150 0.028 275 73 108   

        
Large driving force for APhQ−

 oxidation 
c   

A XPhQ F
− →  -86 0.81 150 9.27 135   

B XPhQ F
− →  -259 0.95 150 0.70 69   

/X A BF F
− →  -106 0.028 150 192 126   

        
Weak driving force for APhQ−

 oxidation 
b   

A XPhQ F
− →  10 0.81 150 50 180   

B XPhQ F
− →  -50 0.95 150 14 150   

/X A BF F
− →  -150 0.028 150 98 108   

        
 

Compilation of parameter sets associated with oxidation/reduction of A/BPhQ  

and XF , used in kinetic modelling for different energetic scenarios, which are shown 

in Figure 2. The simulations outcome in terms of amplitudes and lifetimes is 

presented in Table 2. The values of 
/

0

A B XPhQ F
G − →

∆  are taken from ref. 31 (a), this study 

(b), ref. 21 (c). The (total) reorganisation energy tλ  was 0.7 eV in all cases.  
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Table 2. Parameters describing the PhQ−  oxidation kinetics resulting from 

simulations considering different energetic scenarios. 

Large uphill APhQ−
 oxidation 

a   

 Lifetime (ns)   
APhQ

A −  
BPhQ

A −  
XF

A −  
totPhQ

A −    

1τ  2.6   0.17 0.007 -0.19 0.18   

2τ  9.9   -0.65 0.49 0.18 -0.16   

3τ  9612   0.97 0.0007 0.007 0.97   

          

avτ  (ns) τ  (ns)      fast

PhQ
A − : slow

PhQ
A −    

9366 9613      0.03:0.97   

Weak driving force for APhQ−
 oxidation 

b
    

 Lifetime (ns)   
APhQ

A −  
BPhQ

A −  r
XF

A  
totPhQ

A −    

1τ  11   0.28 0.31 -0.67 0.59   

2τ  22   -0.39 0.13 0.33 -0.26   

3τ  289   0.61 0.052 0.34 0.66   

          

avτ  (ns) τ  (ns)      fast

PhQ
A − : slow

PhQ
A −    

191 287      0.34:0.66   

Large driving force for APhQ−
 oxidation 

c   

/

0

X A BF FG →∆ = –106 meV         

 Lifetime (ns)   
APhQ

A −  
BPhQ

A −  r
XF

A  
totPhQ

A −    

1τ  0.70   0.001 0.50 -0.50 0.50   

2τ  
8.9 

  
0.46 

-2E-
05 -0.48 0.46 

  

3τ  199   0.04 4E-05 0.99 0.04   

          

avτ  (ns) τ  (ns)      fast

PhQ
A − : slow

PhQ
A −

*   

11.9 127      0.96:0.04   
          

/

0

X A BF FG →∆ = –150 meV          

 Lifetime (ns)   
APhQ

A −  
BPhQ

A −  r
XF

A  
totPhQ

A −    

1τ  0.70   0.001 0.5 -0.50 0.50   

2τ  
8.9 

  
0.46 

-2 E-
05 -0.50 0.46 

  

3τ  102   0.04 4 E-05 1 0.04   

          

avτ  (ns) τ  (ns)      fast

PhQ
A − : slow

PhQ
A −

*   

8.5 53      0.90:0.04   
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 Amplitude ( iA ) and lifetimes ( iτ ) describing the oxidation/reduction kinetics 

of with A/BPhQ  and XF  resulting from different energetic models, presented in Figure 
2. The models input parameters are listed in Table 1 and taken from ref. 31 (a), this 
study (b), ref. 21 (c). 

totPhQ
A − =

A BPhQ PhQ
A A− −+ , avτ  is the average lifetime 

( /i i i

i i

A Aτ∑ ∑ ), τ  is the mean lifetime ( ( ) / ( )t f t dt f t dt⋅∫ ∫ ) and fast

PhQ
A − : slow

PhQ
A −  is the 

normalised fractional amplitude of fast and slow PhQ−
 oxidation phases, with slow

PhQ
A −  being 

the sum the PhQtot

−  amplitudes associated with iτ > 80 ns.  
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Table 3. Parameters describing the PhQ−  oxidation kinetics resulting from simulations considering different reorganisation energies. 

Large driving force for APhQ−
 oxidation 

a  

 
tλ =0.5 eV        

tλ =1 eV        

 Lifetime 
(ns) 

  
APhQ

A −  
BPhQ

A −  
XF

A −  
totPhQ

A −   Lifetime 
(ns) 

  
APhQ

A −  
BPhQ

A −  
XF

A −  
totPhQ

A −   

1τ  0.14   0.002 0.50 -0.50 0.50  12.6   0.001 0.50 -0.50 0.50  

2τ  1.4   0.46 -2E-05 -0.48 0.46  227   0.46 -2E-05 -0.48 0.46  

3τ  31   0.04 4.E-05 0.99 0.04  4916   0.037 4E-05 0.99 0.04  

 
avτ  (ns)      fast

PhQ
A − : slow

PhQ
A −   

avτ  (ns)      fast

PhQ
A − : slow

PhQ
A −   

 1.9      0.50:0.50  294      0.50:0.50  
Weak driving force for APhQ−

 oxidation 
b  

 
tλ =0.5 eV        

tλ =1 eV        

 Lifetime 
(ns) 

  
APhQ

A −  
BPhQ

A −  
XF

A −  
totPhQ

A −   Lifetime 
(ns) 

  
APhQ

A −  
BPhQ

A −  
XF

A −  
totPhQ

A −   

1τ  1.5   0.28 0.32 -0.67 0.59  211   0.28 0.31 -0.67 0.59  

2τ  3.0   -0.39 0.13 0.32 -0.25  426   -0.39 0.14 0.33 -0.25  

3τ  42.5   0.60 0.05 0.35 0.66  5154   0.618 0.051 0.34 0.66  

 
avτ  (ns)      fast

PhQ
A − : slow

PhQ
A −   

avτ  (ns)      fast

PhQ
A − : slow

PhQ
A −   

 28.0      0.34:0.66  3431.69      0.34:0.66  
Amplitude ( iA ) and lifetimes ( iτ ) describing the oxidation/reduction kinetics of with A/BPhQ  and XF  resulting from the “large” (a: ref. 21) and 

“weak” (b: this study) driving force models, for different values of tλ . The simulated kinetics are shown in Figure 3. All other model input 
parameters are listed in Table 1. All symbols are in the legend of Table 2. 
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Figure Legends. 

Figure 1. A: Schematic representation of the cofactors involved in secondary electron 

transfer reactions in Photosystem I. PhQA (red), PhQB (blue), FX (gold) and FA/B 

(yellow). Also shown is the reaction scheme considered in kinetic simulations, as in 

the ordinary differential equation system of Eqn. 1 . B: Schematic representation of 

the spread of standard redox potential for A APhQ / PhQ−  with respect to X XF / Fr . The 

dashed box indicate energetic scenarios in which the reaction can be considered as 

largely uphill (red), coupled to a weak driving force (orange) or coupled to a large 

driving force (violet).  The red tick line are values from ref. 31, and the violet think 

line from ref. 21. Orange think lines highlights the interval of more likely values 

suggested in ref. 1.  

 

Figure 2. Simulations of PhQ−  oxidation kinetics at room temperature (T= 290 K) 

for different energetic configuration of the redox cofactors involved in secondary 

electron transfer reactions in PSI. A: “large uphill electron transfer” using the 

parameters reported by Mula et al. (31) and listed Table 1. B: “weak-driving-force” 

scenario, modified from Santabarara et al. (1) and Table 1. C: “large-driving-force” 

model, using the parameters reported by Ptushenko et al. (21) and Table 1; D: “large-

driving-force” model, using the parameters reported by Ptushenko et al. (21) for the 

A/BPhQ  but considering a larger driving force for FX oxidation by FA/B (Table 1). The 

value of the total reorganization energy tλ  was 0.7 eV for all simulations presented in 

this figure. [ APhQ ( )t− ], dashed-dotted red-line; [ BPhQ ( )t− ], dash-dotted blue line; 

[ XF ( )t− ], dash-dotted golden line; [ totPhQ ( )t− ], solid black line.  

 

Figure 3. Comparison of the simulations of PhQ−  oxidation kinetics at room 

temperature (T=290 K) for the “large-driving-force” (A, C) and “weak-driving-force” 

(B, D) models, considering different values of total reorganization energy: tλ = 0.5 

eV (A, B) and tλ = 1 eV (C, D). All the other parameters as in Table 1 and Figure 1. 

[ APhQ ( )t− ], dashed-dotted red-line; [ BPhQ ( )t− ], dash-dotted blue line; [ XF ( )t− ], dash-

dotted golden line; [ totPhQ ( )t− ], solid black line.  
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Figure 4. Temperature dependence of the lifetimes associated to PhQ−  oxidation 

simulated considering the “large-driving-force” configuration. tλ =1 eV and either 

XPhQ Fω → =
/X A BF Fω → = 150 cm-1 (open symbols) or 

A XPhQ Fω → =  173 cm-1, 
B XPhQ Fω → = 

378 cm-1 (31), and 
X AF Fω → = 275 cm-1 (closed symbols). The data are compared with 

the extrapolation of the experimental results from the parameters reported in ref. 31 

(A) or those which have been scaled to give a closer description of the room 

temperature values (C). Red solid lines: “fast” phase; black solid lines: “slow” phase. 

The dashed lines represent the confidence interval estimated from a 5% error bound 

on the parameter estimation of ref. 31 (see text for further details). Lifetimes, 1τ : 

circles, 2τ : squares, 3τ : diamonds. Panels B and D shows the results of the 

simulations and the comparison with the extrapolation of the experimental results in 

terms of Arrhenius plots. 

 

Figure 5. Temperature dependence of the lifetimes associated to PhQ−  oxidation 

simulated considering the “weak-driving-force” configuration. tλ =0.7 eV and either 

XPhQ Fω → =
/X A BF Fω → =150 cm-1 (open symbols) or 

A XPhQ Fω → = 173 cm-1, 
B XPhQ Fω → =378 

cm-1 (31), and 
X AF Fω → =275 cm-1 (closed symbols). The data are compared with the 

extrapolation of the experimental results from the parameters reported in ref. 31 (A) 

or those which have been scaled to give a closer description of the room temperature 

values (C). Red solid lines: “fast” phase; black solid lines: “slow” phase. The dashed 

lines represent the confidence interval estimated from a 5% error bound on the 

parameter estimation of ref. 31 (see text for further details). Lifetimes, 1τ : circles, 2τ : 

squares, 3τ : diamonds. Panels B and D shows the results of the simulations and the 

comparison with the extrapolation of the experimental results in terms of Arrhenius 

plots. 

 

Figure 6. Comparison of the simulations of PhQ−  oxidation kinetics at room 

temperature (T= 290 K) for the “weak-driving-force” model, tλ =0.7 eV (A) and the 

“large-driving-force” model, tλ =1 eV (B) with 
A XPhQ Fω → = 173 cm-1, 

B XPhQ Fω → = 378 
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cm-1 (31), and 
X AF Fω → = 275 cm-1 for both energetic scenarios. All other parameters as 

in Table 1, see text for further detail. [ APhQ ( )t− ], dashed-dotted red-line; [ BPhQ ( )t− ], 

dash-dotted blue line; [ XF ( )t− ], dash-dotted golden line; [ totPhQ ( )t− ], solid black line. 
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Figure 1 
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T.O.C. Image. 

 

Page 47 of 47 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t


