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2 Theoretical Framework of Domain Aver-

aged Fermi Holes

The electronic wave function, obtained as an (approximate)
eigenfunction of the Hamiltonian operator, contains all informa-
tion on the electronic structure of a molecule, including the cor-
related behaviour of electrons. As is well-known, by going from
classical to quantum mechanics and given a proper (approximate)
wave function, the joint probability of finding two electrons at
coordinates x1 and x2 differs from the product of the individ-
ual probabilities for each electron separately. It is in this de-
parture from classical behaviour that the chemical bond finds its
roots. The exchange-correlation hole matrix hxc(x1, x2; x

′
1
, x

′
2
) is

a two-electron measure that reflects this non-classical behaviour,
defined here as:

hxc(x1, x2; x
′
1, x

′
2) = ρ(x1, x

′
1)ρ(x2, x

′
2)−2ρ(2)(x1, x2; x

′
1, x

′
2) (1)

In equation (1), ρ(xi, x
′
i) is the first order density matrix where

xi stands for the collection of both spatial and spin coordinates of
electron i (xi = riσi) and ρ(2)(x1, x2; x

′
1
, x

′
2
) is the second order

density matrix. Note that hxc(x1, x2; x
′
1
, x

′
2
) is an extension23 of

the more often encountered exchange-correlation hole to a matrix
formulation to allow obtaining properly defined eigenvalues and
eigenvectors. Also note that often slightly different expressions
may be found depending on the normalisation considered in the
definition of the second order density matrix ρ(2)(x1, x2; x

′
1
, x

′
2
)

(here N(N−1)
2

with N the number of electrons) and depending
on the sign chosen in hxc(x1, x2; x

′
1
, x

′
2
). hxc(x1, x2; x

′
1
, x

′
2
) clearly

integrates to N and captures the essence of chemical bonding
even already at the level of single determinant theory. No-
tably, an electron with given spin σi “digs a hole” around itself
where the probability of finding another electron with the same
spin is strongly reduced24. Based on this observation, Ponec et
al.25,26 derived the so-called Domain Averaged Fermi Hole anal-
ysis where first one limits hxc(x1, x2; x

′
1
, x

′
2
) to the case where all

electronic coordinates have the same spin. This results in a spin-
less gxc(r1, r2; r

′
1
, r

′
2
):

gxc(r1, r2; r
′
1, r

′
2) = ∑

σ1,σ2

∫

dω1 dω2 δσ1σ2
h(xc)(r1σ1, r2σ2; r

′
1σ1, r

′
2σ2) (2)

This way, one can examine, given a specific spin and position of
one of the electrons (say r1 = r

′
1
), the exchange correlation hole

as a function of the position of the other electron with the same
spin (say r2 = r

′
2
). gxc(r1, r2; r

′
1
, r

′
2
) may be split in an α and a β

part depending on the spin involved but for simplicity and given
that all systems treated here are closed shells, we do not makes
this distinction. The second, key idea in DAFH is to condense the
functions derived from the holes gxc(r1, r2; r

′
1
, r

′
2
) to some spatial

domain Γ in the molecule. The resulting gxc
Ω (r2; r

′
2
) are obtained

through integration of gxc(r1, r2; r
′
1
, r

′
2
) over, say, electron 1 in

a specific domain Γ in the molecule, often a single atom in the
molecule (AIM):

gxc
Ω (r2; r

′
2) =

∫

gxc(r1, r2; r
′
1, r

′
2)wΩ (r1)δ

(

r1 − r
′
1

)

dr1 dr
′
1 (3)

In Eq. (3) the integration is assumed to be expressible in terms of
a 3D-domain in position space using a domain weight function wΩ

although equivalent expressions can be derived in Hilbert space to
yield a Mulliken27 type DAFH.25,26 Moreover, also in 3D position
space defined AIM, different results may be found23 depending
on whether one uses e.g., QTAIM28–30 or Hirshfeld-I31–34. The
latter differences are, however, fairly limited and in the remainder
we use QTAIM throughout. Eq. (3) becomes particularly simple
at the single Slater determinant level of theory, as in Hartree-
Fock theory, thanks to the Löwdin relationship between density
matrices of increasing order.35,36 The same equations result from
a Kohn-Sham Density Functional Theory approach although one
should take in to account that there the Slater determinant can
not be considered to stand on the same footing as in Hartree-Fock
theory. Nevertheless, experience37 has shown that very useful
insight may be obtained from Kohn-Sham based delocalization
indices which are based on DAFH. At the single determinant level,
the following expression is found:

gxc
Ω (r2; r

′
2) =

occ,α

∑
i j

φi(r2)S
Ω,α
i j φ∗

j (r
′
2)+

occ,β

∑
i j

φi(r2)S
Ω,β
i j φ∗

j (r
′
2) (4)

Here φ are the spatial parts of the spin orbitals and the integration
was performed over a domain Ω that may be a single atom or a
union of atoms. We also split the sum in two parts for spin α

and spin β and sum only over the occupied orbitals with that
spin. S

Ω,σ
i j is an element of the so-called Domain Overlap Matrix

(better known as Atomic Overlap Matrix if the domain contains
only a single atom):

S
Ω,σ
i j =

∫

φ∗
i (r1)wΩ (r1)φ j(r1)dr1 (5)

where AOM for spin α and β can be distinguished depending on
whether the {φ} are the spatial parts of α or β spin orbitals. The
matrix gxc

Ω (r2; r
′
2
) can then be expressed in diagonal form using a

unitary transformation:

gxc
Ω (r2; r

′
2) = 2

occ

∑
i

ϕi(r2)G
Ω
ii ϕ∗

i (r
′
2) (6)

Costales et al. emphasized the analogy to the natural orbital
decomposition of a density matrix by naming the new basis of
single-particle functions ϕ “domain natural orbitals (DNOs)”38

and the corresponding eigenvalues as “occupation numbers”. As
a matter of fact, the choice of atomic basins as domains re-
sults in chemically intuitive DNOs like “core orbitals” (GΩ

ii = 2),
“lone pairs” (GΩ

ii ≈ 2) and “broken valences” (or “bond orbitals”,
GΩ

ii < 2) with the corresponding occupation numbers (e.g. 3).
Note, however, that again like in density matrices, one can in-
dependently diagonalize the α and β spin matrices of Eq. (2).
Given that in the present work we only consider closed shell sin-
glet molecules , both matrices are equal and we consider both
together.

For the DAFH analysis as applied in this work, the hypervalent
bonding region is divided into domains Ω, covering the central io-
dine atom and the (ipso-) atoms directly bound to it (ΩI and ΩH

in 3). Based on the form and occupation numbers of the DNOs,
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lences of the iodine domain ΩI have to reach into both domains
of the trans-coordinated ligands (see e.g. Figure of abstract). This
is the case for both model compounds before the localization pro-
cedure (left part of 6a & b). In comparison to IH3, the iodine
valence DNOs of IF3 show remarkably low occupation numbers
because of its very polar I−F bonds. As a matter of fact, for IF3
the localization procedure appears to give a fundamentally dif-
ferent picture of the bonding pattern (3). On the other hand, a
weak response of the 3-center orbitals upon isopycnic transforma-
tion implies that the multicenter nature of the DNOs is intrinsic.
Obviously, IH3 represents a perfect model for the 3c-4e bond, as
its orbitals are barely modified (see 3 and 6).

For IF3 we observe that the isopycnic transformation leads to
two equivalent and perfectly localized 2-center bonding orbitals
oriented along the 3-center axis. The two bonds are very po-
lar and the corresponding occupation numbers GΩ

ii indicate to-
tal absence of coupling (0.31+ 1.67 = 1.98 electrons per broken
valence pair). At the same time, the broken valences of IH3
only add up to close to four electrons, when considering all of
the 3-center DNOs (1.06+ 1.27 = 2.33 and 0.25+ 1.27 = 1.52 for
the 3cb and 3cbnb pair, respectively). Thus, by separately sum-
ming up the occupation numbers of the 3cb and 3cbnb contri-
butions, we can relate the DAFH analysis directly to the 3c-4e
picture. In addition, computation of the 3-center index reveals
that for IH3 (kΩIΩ

eq.Ω′eq. = −0.089) a negative value is found, in-
dicating the presence of a 3c-4e bond. Given the index of IF3
(kΩIΩ

eq.Ω′eq. = −0.045) this indicator confirms that the 3c-4e bond
is weaker.

The index for IH3 is much smaller than the ideal value postu-
lated by Ponec et al.46. The reference values in the latter work
should be treated with care, however. First, the ideal value by
Ponec et al.46 is based on a Mulliken formulation and, second,
their work does not consider all permutations (even though for
three centers this merely scales the values). Hence, our values
can differ significantly. The basis set dependence of the Mulliken
approach, leads to a 3-center index for FHF– being already ten-
fold smaller when computed using a larger basis set compared
to a minimal basis set46. This basis set dependence is confirmed
in our own calculations using Eq. (10), so considering all per-
mutations does not alleviate this problem. QTAIM analysis is far
less basis set dependent and we therefor computed QTAIM based
3-center indices (see Eq. (10)) for both the allyl cation and an-
ion, used by Ponec et al.46 as references for respectively a 3c-2e
bond and 3c-4e bond. Our B3LYP/aug-cc-pVTZ calculations con-
firm that the 3-center index indeed results positive for a 3c-2e
bond and negative for a 3c-4e bond. Especially noteworthy is
the value for the allyl anion, reference for a 3c-4e bond, where
a QTAIM value of -0.112 is found. Compared to this value, IH3
would indeed exhibit a fairly strong 3c-4e bond. We therefor use
the indices of IH3 and IF3 as reference for respectively a strongly
and a weakly expressed 3c-4e bond in the case of hypervalent
λ 3-iodanes.

These observations can be connected to the PJT effect, which
is the driving force determining the geometrical arrangement of
the ligands.3 The starting point of the Jahn-Teller distortion is
the D3h high symmetry configuration with the ligand atoms ar-

ranged in trigonal fashion around the iodine center resulting in
a Y-shape structure. By distortion towards a T-shape C2v configu-
ration, a symmetry induced orbital mixing is observed stabilizing
the lower symmetry geometry (see Figure 9 in reference [3]). The
total stabilization amounts to 33.80 kcal/mol in total energy for
IH3, much larger than the 11.17 kcal/mol computed for IF3. In
fact, particularly the 3cbnb orbital profits from increasing cova-
lence, which manifests itself in the reduction of s-character upon
descending towards the T-shape configuration. For IF3, the more
pronounced hybridization defect of iodine leads to less PJT stabi-
lization. At the same time, the isopycnic transformation results in
three equivalent and very polar 2-center orbitals, while in IH3 the
bond DNOs are largely conserved (see 7).

In the end, IF3 exhibits only a small change in the QTAIM
charges of the fluorine atoms upon distortion, as electron-
withdrawing ligands enforce localization of the iodine valence
orbitals towards their own domain for both configurations. Actu-
ally, already the low population of 0.09 electrons of the canonical
3cbnb DNO of IF3 refers to less pronounced multicenter bonding
(3), and the “decoupling” of the 3-center bonds is in stark contrast
to the CMO picture.

4.3 Diaryliodane Series

In general, only λ 3-iodanes with at least one aromatic group
have sufficient stability to be experimentally isolated.1 Hence,
the most commonly used compounds are diaryliodanes derived
from iodonium salts.22 In this section, we investigate a represen-
tative series of 4-methoxyaryl-phenyl-iodanes (1b), some of them
already studied under a different focus in previous work.3,21 The
4-methoxyaryl ligand is often used as directing group, govern-
ing the selectivity of the reductive elimination reaction.60 Here,
the goal is to establish a relationship between 3-center bonding
and the structural parameters. Therefore, the series of the iodane
compounds is such that it covers a broad spectrum of substituents
X (1b). The most important results of the DAFH analysis, as well
as the barriers of the reductive elimination and the isomerization
reactions (∆G◦

red.
and ∆G◦

isom.
), are listed in 4.

Concerning general trends, we start by visual inspection of
the iodine bond DNOs. For illustration, the 3cb and 3cbnb or-
bitals of two representative compounds are depicted in 8. The
response to a localization procedure of these molecules is quite
different. The shape of the bond orbitals of triphenyl iodane
(8a) keeps significant delocalized 3c-4e bond character, while in
bromo-4-methoxyaryl-phenyl-iodane the DNOs localize into sep-
arate 2-center bonds. To relate these observations to the 3c-4e
picture, we need to separately sum up the occupation numbers
GΩ

ii of the 3cb and 3cbnb contributions (see 4). If such a “broken
valence pair” population deviates considerably from ∑Ω GΩ

ii = 2,
the two electron pairs are considered as coupled. This is ob-
served for almost all compounds presented. Only with strongly
electron-withdrawing substituents the two pairs are nearly decou-
pled. Still, given the negative values of kΩIΩXΩC3

all diaryliodanes
express 3c-4e bonding (last column in 4).

Closer inspection of the isomerization barriers confirms that the
most stable compounds of the series are iodanes coordinated by

8 | 1–11
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