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equations

−1 = −
i

h̄
V̄ (ρ̃21 − ρ̃12)−

1

τ1

ρ̃11

0 =
i

h̄
V̄ (ρ̃21 − ρ̃12)−

1

τ2

ρ̃22

0 =
i

h̄
V̄ (ρ̃22 − ρ̃11)−

1

Td

ρ̃12 +
i∆o

h̄
ρ̃12 (9)

0 = −
i

h̄
V̄ (ρ̃22 − ρ̃11)−

1

Td

ρ̃21 −
i∆o

h̄
ρ̃21

which after a bit of algebra gives a rate constant of the form

k = 2
V̄ 2

h̄2

Td

(Td∆o/h̄)2 +1
(10)

The average rate vanishes in the limit of rapid decoherence (Td →

0). This is the quantum Zeno effect whereby rapid quantum mea-

surements on the system by the environment at a rate given by

T−1

d
collapses the quantum superposition formed due to the in-

teractions and thereby suppresses transitions between states. On

the other hand, transient coherences can facilitate quantum tran-

sitions between otherwise weakly coupled states.

For the sake of connecting this to the photophysical dynamics

of a OPV heterojunction, let us assume that one state corresponds

to a CT state and the other corresponds to a CS state. When the

fluctuations are weak, V̄ ≪∆o, the original kets |CT 〉 and |CS〉 pro-

vide a good zeroth description of actual eigenstates of the system

and the coupling can be treated as a weak perturbation. How-

ever, when the off-diagonal couplings are comparable to the av-

erage gap, even low-lying CT states may be brought into strong

coupling with the CS states.

The implication of this heuristic model is that one can obtain

the input to the rate equation (Eq. 10) from mixed quantum

classical simulations that take into account the excited state pop-

ulations. Here we report on such simulations of a model OPV

system consisting of a blend of fullerene and polyphenylene viny-

lene oligomers as depicted in Fig. 2. Our simulation method em-

ploys an atomistic description of the nuclear dynamics described

by a force-field that responds to changes in the local π electronic

structure of a sub-set of molecules with in the simulation cell. We

restrict the excited state population to the lowest π −π∗excitation

as to simulate the long-time fate of a singlet CT state prepared

via either photoexcitation or charge recombination. By analysing

the energy gaps between electronic adjacent states and the char-

acter of the excited states in terms of electron-hole configuations

we can deduce how small vibronic motions of the polymer chains

modulate the electronic coupling and induce charge-separation.

2 Methods.

Our simulations employ a modified version of the TINKER molec-

ular dynamics (MD) package31 in which the MM332 intramolec-

ular bonding parameters were allowed to vary with the local

π-electronic density as described by a Parisier-Parr-Pople (PPP)

semi-empirical Hamiltonian.33,34 Specifically, we assume that the

internal bond force constants, bond-lengths, bond angle, bend-

ing potentials, and bond torsion parameters are linear functions

of the local bond-order. We specifically chose 1 PCBM and 3

nearby PPV oligomers to represent a model bulk-heterojunction

in order to study the penetration of extended intramolecular elec-

tronic states into the bulk region. The remaining molecules in

the simulation were treated using purely classical force-field. At

each step of the simulation, we compute the Hartree-Fock (HF)

ground-state for the π system and use configuration interaction

(singles) (SCI) to describe the lowest few π → π∗ excitations. In-

termolecular interactions within the active space were introduced

via non-bonding Coulombic coupling terms and static dispersion

interactions contained within the MM3 forcefield.

Fig. 2 shows a snapshot of the periodic simulation cell contain-

ing 50 PCMB molecules and 25 PPV oligomers following equili-

bration at 100K and 1bar of pressure using classical molecular

dynamics (MD) within the NPT ensemble∗. The molecules sur-

rounding the 4 π-active molecules serve as a thermal bath and

electronic excitations are confined to the π-active orbitals. In to-

tal, our π-active space included a total of 172 carbon 2pz orbitals

and we used a total of 10 occupied and 10 unoccupied orbitals

to construct electron/hole configurations for the CI calculations.

During the equilibration steps, we assume the system to be in

its electronic ground state, after which we excite the system to

the first SCI excited state and allow the system to respond to

the change in the electronic density within the adiabatic/Born-

Oppenheimer approximation. It is important to note that the ex-

cited state we prepare is not the state which carries the most

oscillator strength to the ground nor do we account for non-

adiabatic surface hopping-type transitions in our approach.35–37

Our dynamics and simulations reflect the longer-time fate of the

lowest-lying excited state populations as depicted in step (d) in

Fig. 1. The combination of a classical MD forcefield with a semi-

empirical description of a select few molecules within the system

seems to be a suitable compromise between a fully ab initio ap-

proach which would be limited to only a few molecules and short

simulation times and a fully classical MD description which would

neglect any transient changes in the local electronic density21. In

spite of the relative simplicity of our model, the simulations re-

main quite formidable.

3 Results

Over the course of a 50 ps simulation, the lowest lying SCI exci-

tation samples a variety of electronic configurations ranging from

localised PCBM excitons to charge-separated and charge-transfer

states with varying degrees of charge separation. In Fig. 3a, we

show the lowest few SCI excitation energies following excitation

at t = 0 fs to the lowest SCI state for one representative simu-

lation. The labels refer to snap-shots taken at 50fs intervals to

visualize the various electronic configurations sampled by our ap-

proach in Fig. 4. First, we note that following promotion to the

lowest lying SCI at t = 0 there is very little energetic reorganiza-

tion or relaxation compared to the the overall thermal fluctua-

tions that modulate the SCI eigenvalues. This can be rationalized

∗PCBM:Phenyl-C61-butyric acid methyl ester, PPV: Polyphenylene vinylene

4 | 1–7
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grees of freedom correspond to C=C bond stretching modes im-

plying that small changes in the local lengths have a dramatic role

in modulating the electronic couplings between excited states.

Since kT ≪ h̄ω for these modes, they should be treated quan-

tum mechanically rather than as classical motions. Generally

speaking, including quantum zero-point effects into calculation

of Fermi golden-rule rates leads to slower transition rates than

those computed using classical correlation functions which im-

plies that the values estimated here are the upper bounds for

the actual transition rates. The results presented here corrobo-

rate recent ultrafast experimental evidence suggesting that free

polarons can form on ultrafast timescales (sub 100fs) and un-

derscore the dynamical nature of the bulk-heterojunction inter-

face.4,7,8,17,22,24,29,38,39
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