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to enhanced configurational freedom and a higher degree of dis-

order in the molecular backbones. In short, attaining a balance

between molecular flexibility and structural stability is a funda-

mental aspect of molecular engineering. One way to achieve this

balance is by considering the fundamental forces that drive SA at

the molecular level.

Many of the basic features of alkylthiol SAMs were also ob-

served in other molecular systems. Experimental work revealed

SA patterns ranging from one-dimensional arrays41–43 to cyclic

networks,14 to pentagonal and hexagonal aggregates.1,44–47 The

specifics differ from case to case, but a few factors appear to be

essential in determining the outcomes of surface patterning: the

size and shape of building blocks, the surface geometry and its

geometric compatibility with the adsorbate, and intermolecular

interactions. The latter are often a combination of dispersive ef-

fects from alkylthiol chains, π-stacking interactions and molecu-

lar dipole moments created by polar groups and heteroatoms. All

these properties are tools that could potentially be used to direct

the SA process, provided a thorough understanding of the under-

lying chemistry and physics is developed. The greatest challenge

in this comes from the complexity with which the many variables

interact with one another in any particular system. Given the sub-

tle interplay of intermolecular forces, relatively simple systems,

such as small organic molecules on metal surfaces, can give rise to

unpredictable patterns. A change in one parameter of the system,

such as the symmetry of the surface, the position of a functional

group, or annealing temperature, can have a dramatic effect on

SA.

One approach to tackling this complexity at a fundamental

level is by examining the various contributions to the free en-

ergy of self-assembly, using statistical approaches.15,48–50 Dis-

tinct formalisms have been developed for supramolecular and

block copolymer bulk self-assembly,15 as well as surface-bound

molecules.50 Thermodynamic and kinetic aspects of the process

have been examined in an approximative or qualitative fash-

ion, including the role of entropy,15,51 polymorphism,51 pair in-

teractions50 and cooperativity.52,53 Molecular features were de-

scribed using approximate partition functions and equilibrium

constants,50,54 and parallels were drawn to instances where

designed self-assembly was achieved experimentally.15,51 These

studies have made significant inroads in the formal understand-

ing of self-assembly processes, at a qualitative or semiquantitative

level, but research still has to bridge the length and complexity

scales between this level of theory and the variable space in which

experiments take place.

Molecular modeling of systems of ever-increasing complexity

are an attempt to bridge this gap. In simple model systems, the

variable space that a given system exists in is reduced, and the

outcome of the self-assembly process can often be traced directly

to its structural or interactional causes. Here, we use a series

of molecular models to investigate how the competition between

dipole-dipole interaction and steric/geometric effects gives rise

to a variety of surface assembly patterning on surface. These in-

teractions are in a sense a first-order approximation for surface

SA, since these are the minimum requirements for ordered phase

formation. By tuning the molecular and surface parameters in

systems comprised of multiple two- to six-atom molecules and a

substrate, we attempt to understand how the interplay of these

parameters gives rise to complex equilibrium patterning.

2 Methods and Models

2.1 Parallel Tempering Monte Carlo (PTMC) in the Canoni-

cal Ensemble

When dealing with systems evolving on complicated potential en-

ergy surfaces (PESs), the main problem is entrapment in local

minima, an undesirable effect when aiming for thermodynamic

control. The problem manifests particularly at low temperatures

and high densities, and is addressed experimentally by prepara-

tion methods such as repeated annealing. In simulations, sev-

eral options are available to overcome trapping on complex PESs.

One such methodology is the parallel tempering algorithm, which

has radically improved sampling in the Metropolis MC method-

ology.55–58 The method involves simulations of several copies, or

replicas, of the system, each evolving in a distinct thermodynamic

state (at different temperatures, for example). Occasionally, a

swap of configurations between two replicas is performed. The

parallel tempering formalism is thus a Markov chain consisting of

two types of moves: standard MC moves, where the configuration

of a given replica is changed randomly, with acceptance probabil-

ities given by the Metropolis criterion, and swap moves between

two distinct replicas of the system, i and j, where i is selected at

random and normally j = i+ 1. Swaps between replicas that are

in similar thermodynamic states have higher acceptance proba-

bilities. In temperature-based PTMC, the temperature grid is de-

termined either automatically or manually, by the overlap of the

energy histograms corresponding to pairs of neighboring replicas.

After an equilibration interval, in which the state of the system

depends on the starting configuration, sampling in each replica

becomes representative of equilibrium behavior in that thermo-

dynamic state.

2.2 Models and potentials

In the present work, molecular models were designed to interact

through a Lennard-Jones-electrostatic (LJe) potential, in a simu-

lation box containing a surface. The LJe potential is given by

Uab =
nat

∑
i, j=1

[

4εi j

(

(

σi j

ri j

)12

−
(

σi j

ri j

)6
)

+
qiq je

2

4πε0ri j

]

(1)

where a and b are the two interacting molecules and nat is the

number of atoms in a given molecule. The LJ energy parame-

ter εi j is the depth of the potential energy well, and σi j is the

finite distance at which the potential is zero. ri j is the dis-

tance between the two atoms, qi is the partial charge on atom

i, e is the electrostatic charge and ε0 is the dielectric constant

of vacuum. Mixed Lennard-Jones parameters were obtained us-

ing the Lorentz-Berthelot mixing rules: σi j = (σii + σ j j)/2, and

εi j =
√

εiiε j j. All molecules and the surface were rigid, i.e. all

bond lengths, bond angles and torsion angles were held fixed,

and no surface atom vibration or surface reconstruction were al-

lowed.
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2.4 Numerical details and surface model

Each simulation followed either 80 (in simulations of models C,

D, L and G) or 100 (models A) molecules, using a PTMC proce-

dure over a range of temperatures. Preliminary calculations for

models A and C with 30, 50, 80 and 100 molecules indicated a

switch between edge-driven properties and bulk-driven proper-

ties around 50 molecules (see ESI Figure 1†, for example). Two

square surface layers were considered from the (100) facet of the

FCC crystal, totaling 1156 atoms (for a simulation box length of

25 reduced units). Box sizes were chosen such that a low den-

sity two-dimensional phase was created, and condensed patterns

were not affected by variation of box size. Periodic boundary con-

ditions were found to have no impact on simulation outcomes in

these circumstances, and were not employed in any of the re-

ported results. Evaporative events (particles leaving the simula-

tion box) were forbidden, by rejecting moves that lead to evapo-

ration.

Preliminary calculations using slightly larger (σs = 1.2) surface

atoms and (111) facets produced results qualitatively similar to

those reported here, with (σs = 1.2) and (100) facet. The change

in surface atom density, whether by larger surface atoms or by a

more compact (111) layout, was reflected mainly in the increase

of overall surface-molecule interaction strengths, and was quali-

tatively equivalent to an increase in the surface potential parame-

ter. This mirrored our previous experience with purely dispersive

substrates.55,60 In consequence, the results presented below were

obtained with a (100) substrate.

Simulations were run for at least 109 MC steps, until struc-

tural and energy convergence was observed. Averages were col-

lected post-equilibration over another 109 MC steps. The temper-

ature range was, in all cases, large enough to sample the config-

urational space thoroughly, with the highest temperature always

leading to gaseous phase. Between 35 and 70 replicas were nec-

essary for the various systems, with attempted swaps performed

in 5% of the moves. The target acceptance ratio for temperature

swaps was 10%, and the number and spacing of replicas was ad-

justed to attempt to meet it. As a rule, systems with a sharper

potential energy surface (created by stronger electrostatic poten-

tials) required larger numbers of replicas to equilibrate.

2.5 Order Parameters

To investigate the degree of order in the systems, three order pa-

rameters, S1, S2 and S4 were chosen. These are statistical quanti-

ties given by:

S1 = 〈cosθi j〉

S2 =
〈3cos2

θi j −1〉
2

(2)

S4 =
〈35cos4

θi j −30cos2
θi j +3〉

8

where θi j is the angle between the dipoles of molecule i and j

and averaging is performed over all distinct pairs of molecules

in the system, then over MC steps. The quantities S1, S2 and S4

can vary between 0 and 1 and are measures of long range align-

ment in the system. For systems with parallel alignment, i.e. all

molecules having the same orientation and dipole moment direc-

tion, all three quantities converge to 1. In a perfectly disordered

system all three are 0. A perfectly antiparallel dipolar alignment

would also yield an S1 value of 0. Thus S1 alone is unable to dis-

criminate between a disordered and an antiparallel state. On the

other hand, a high value of S2 can be attributed to either parallel

or antiparallel orientation. By using the two parameters together

one can distinguish between disordered, parallel and antiparallel

states effectively. The S4 order parameter can provide partial in-

formation about perpendicular ordering in the system: S4 close

to 1 indicates, but does not discriminate between, parallel and

antiparallel alignment. Instead, S4 tends towards a value of 0.6

in systems with both parallel and perpendicular alignment: note

that in an extended system with full perpendicular organization,

50% of particles will lie in one direction (thus be parallel to each

other), and the rest will lie along a perpendicular direction.

To quantify the degree to which molecules group in monolayer

and multilayer structures, we calculated the fraction of molecules

and the fraction of atoms which contact the surface. The molecule

fraction is always lower than that of atoms, since at least one

atom touches the surface when a molecule touches the surface,

but is directly related to the definition of a monolayer or a multi-

layer. We report the fraction of molecules touching the surface in

the following pages.

3 Results and Discussion

At the simplest level, surface SA represents the outcome of the

coupling between inter-molecular and molecule-surface interac-

tions. In one limit, the surface acts as mere support, with SA being

dictated by the three-dimensional crystalline structure adopted

by molecules in the absence of the surface. In the other limit,

the substrate-molecule interaction can be so strong as to strongly

impact the geometry of the monolayer. Between these two ex-

tremes, entirely new phases with varying degrees of order may

become energetically favored. We examine these effects in the

following sections.

3.1 Surface potential, dipole strength and order

Diatomic, dipolar molecules are a first-approximation model for

self-assembling systems. The simplicity of the model allowed us

to isolate steric (excluded-volume) effects, important in close-

packed environments, from the effect of Coulombic interactions.

We know that alkylthiol self-assembly, for example, is greatly di-

rected by the bulky alkyl group, from the organization of laying-

down phases, to the tilt and phase behavior of upright monolay-

ers. We will add some of that complexity later on, but first, what

would the headgroup, or polar substituents like to do, if they were

allowed to adsorb alone on the substrate?

The series of models A1-A3 are diatomic molecules with par-

tially charged atoms. We considered partial charges ranging from

almost neutral to high, and both strongly and weakly-attractive

surface atoms (see Table 1). In these simple systems, the in-

terplay between intermolecular and molecule–surface forces re-
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(a) (b)

(c) (d)

Fig. 2 Pattern formation in simple dipolar adsorbates. Snapshots of

A-series molecules adsorbed on a surface with two different LJ energy

parameters ε
∗
ss are presented. Panels (a) and (b) show condensed

phase snapshots for A1 and A3, respectively, when surface interaction is

relatively weak (ε∗ss = 1). An insert in (b) shows a side view of the crystal.

Panels (c) and (d) show snapshots for molecules A1 and A2,

respectively, at ε
∗
ss = 3. Panels present replicas at T ∗=0.1-0.2.

sulted in structures spanning a range between surface-driven and

intermolecular interactions-driven adsorption.

Strong lateral interactions dominated the self-assembly pro-

cess, with small regard given to the surface attraction or ge-

ometry. In the case of molecule A3, for example, multi-layer

crystalline structures were observed, similar to dipolar crystals

formed in gas phase. At times, crystals formed above the sur-

face without adsorption, particularly at higher temperatures. As

shown in Figure 2(b), the multilayer structure exhibited sharp

corners, indicative of a crystalline state. At the other extreme,

weak intermolecular forces in systems with low polarity led

to surface-directed patterning, where molecules commensurated

with the surface to a degree determined by strength of the surface

attraction. Figures 2(a) and (c), for example, show snapshots ob-

tained for normal and strong surface attraction, respectively. In

Figure 2 (c), in particular, molecules moved apart from van der

Waals distances in order to commensurate with surface pit sites.

This led to molecular axes aligned on [110] or [-110] directions,

along the lines of pit sites, with large intermolecular distances. In

the case of molecule A1, polarity was too weak to even enforce

intermolecular alignment at the larger intermolecular distances.

These effects were reflected in the values of order parameters for

these systems (see Table 2).

In the intermediate regime, a competition of the two driv-

ing forces ensued. As shown in Table 2 for molecule A2, lat-

eral interactions of intermediate strength did not necessarily en-

hance ordering over weakly interacting molecules. Stronger in-

teractions biased the structures towards close-packed arrange-

Table 2 First, second and fourth order parameters S1, S2 and S4.

Molecule S1 S2 S4

A1∗ 0.00 0.05 0.10

A1§ 0.00 0.18 0.31

A2∗ -0.01 0.01 0.26

A2§ 0.00 0.17 0.28

A3 -0.01 0.03 0.50

C1−l 0.00 0.15 0.33

C2−l 0.00 0.10 0.28

C3−l 0.01 0.20 0.26

C4−l 0.02 0.23 0.25

C1−h -0.01 0.01 0.24

C2−h -0.01 0.00 0.03

C3−h 0.64 0.43 0.10

C4−h 0.75 0.58 0.23

D1 -0.01 0.01 0.24

D2 -0.01 0.01 0.03

D3 -0.01 0.10 0.08

D4 0.00 0.19 0.22

L1 -0.01 0.03 0.03

L2 0.00 0.23 0.24

L3 0.00 0.23 0.27

G11 − l‡ 0.00 0.17 0.12

G12 − l -0.01 0.27 0.36

G13 − l 0.06 0.31 0.37

G14 − l 0.04 0.29 0.35

G21 − l 0.00 0.12 0.03

G22 − l 0.00 0.13 0.01

G23 − l 0.17 0.18 0.07

G31 − l 0.01 0.12 0.10

G32 − l 0.04 0.08 0.15

G33 − l 0.12 0.05 0.12

G34 − l 0.13 0.05 0.11

G11 −h -0.01 0.11 0.21

G21 −h -0.01 0.01 0.04

G31 −h 0.00 0.03 0.08

∗S values for ε
∗
ss = 1 are shown here. §S values for ε

∗
ss = 3.

‡Parameters for biaxial molecules reported for the correlation of

dipole axes. Order parameters for backbone axes are presented

in the ESI Table 1†.

ments, whereas surface-molecule interactions favored a more

sparsely-spaced commensurated structure. The mismatch led to

frustration in conditions of comparable lateral interactions and

molecule-surface interactions. When a stronger surface poten-

tial was imposed, molecules A2 formed a commensurate mono-

layer, with dipolar alignment enforced by the molecules’ stronger

charge [see Figure 2(c)].

One note must be made at this point regarding the relationship

between dipolar ordering and the values of the order parameters

S1 and S2: crystalline order does not necessarily lead to order pa-

rameters that are close to unity. As revealed by close examination

of the highly ordered snapshots in Figures 2(b) and (d), pairs of

molecules arranged in two types of relative orientations: the well-

known antiparallel arrangement, and a perpendicular, “L-shaped”

arrangement that also optimizes Coulombic interactions between

1–11 | 5
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charges systems with more than 2 molecules.

At a given surface potential, simple diatomic dipolar molecules

can thus be assembled in patterns ranging from partially ordered

monolayers, to disordered multilayers, to aggregates and ordered

crystalline structures by varying the intensity of the molecular

dipoles (Figure 2). Many experimentally relevant systems have

also been found somewhere between the two limiting cases of

polarity-determined and surface-determined SA. Often times, or-

ganic molecules form SAMs by interacting strongly with the sur-

face while having some geometric feature that directs how pat-

terns are formed. For example, in two-dimensional arrays of 4-

aminobenzoic acid on Cu(110), molecular positions were largely

determined by the interaction between the surface and the ben-

zene rings, and relative molecular orientations were determined

by the molecular dipole moments.61 Conversely, surprising close-

packed structures due to strong lateral interactions have been ob-

served even at low coverage adsorption. For example, 2,4- and

2,6- dinitrotoluene formed close-packed domains on Au(111),

with molecules aligned in parallel, surface-normal orientations,

as a result of strong dipole-dipole and π-stacking interactions.62

In this case, the surface played only a secondary role, by immo-

bilizing the layer. Beyond the simple dipole model, however, in

most experimental SA studies, including the two mentioned here,

steric (geometric) traits play important roles in determining SA

outcomes. We explore below, with the use of series D, C, L and G,

fundamental aspects of molecular geometry effects in surface SA.

3.2 Molecular length, dipole length, charges and order

In general terms, longer molecules experience enhanced paral-

lelism due to van der Waals interactions between constituent

atoms, as well as excluded volume effects. Long molecules can

more efficiently pack in parallel configurations, a fact well un-

derstood through decades of liquid crystal research and needle-

like models.63–65 The interplay between molecular length effects

and dipole strength and length was examined here in some detail

through series D, C and L.

3.2.1 Equal dipole moments, different molecular lengths.

The effects of a weakly interacting backbone in molecules with

similar dipole moments were examined in models D1-4. Here,

dipole length was increased by addition of spacer atoms, while

holding constant the overall dipole moment by modifying end

group charges accordingly (see Figure 1 and Table 1). Whereas

the diatomic D1 molecules formed three-dimensional crystals

[see Figure 3(a)], the behavior of the longer D2-4 molecules

changed systematically, as longer molecules were driven to align

parallel to the surface. The spacer groups served to enhance

surface-molecule interactions, but also inhibited L-shaped align-

ment within the condensed phase. As a result, fairly disor-

dered multilayer structures were observed in condensed phases

of molecules D2 and to some extent D3 [Figure 3(b) and (c),

respectively]. System-wide order was only observed again in as-

semblies of D4, where stronger molecule-surface interactions led

to monolayer formation. Within the monolayer, molecules ac-

quired antiparallel orientations, with the formation of connected

domains. Here, adjacent antiparallel domains organized along

roughly perpendicular directions, as molecules aligned along the

lines of surface hollow sites [e.g., Figure 3(d)].

(a) (b)

(c) (d)

Fig. 3 Effects of molecular length on SA structure. Snapshots of

dominant low-temperature phases corresponding to series D1 (panel a),

D2 (panel b) and D3 (panel c), and an intermediate-temperature

antiparallel phase for D4 (panel d) are presented.

These phase changes were reflected in the temperature depen-

dence of the three order parameters: Figures 4(a)-(c) show de-

creased order at all temperatures in the shorter molecules D2

and D3, over D1 and D4. D4 molecules exhibited an appar-

ent enhancement of their order parameter values around T ∗=3.

The increase paralleled an enhancement of monolayer charac-

ter in the T ∗=2.5–3.5 temperature range, where thermal ener-

gies became competitive with electrostatic interactions [see Fig-

ure 3(d)]. At lower temperatures, D4 molecules satisfied their

electrostatic interactions by multilayer structures, where multiple

molecules could bring their charges into contact more effectively.

This was reflected in a lower fraction of molecules in contact with

the surface at low temperatures [see Figure 4(d)]. On the other

hand, standard deviations of the S2 values for D4 were significant,

as a result of the various packing arrangements of the antiparallel

phase (as illustrated in the ESI Figure 2†), and the S2 maximum

at T ∗=3 in Figure 4(b) is uncertain. A metastable nematic phase,

discussed in the following section, further complicates the picture

in these systems.

In a nutshell, the preferred tail-to-tail antiparallel configura-

tions of dipolar systems can be disfavored in larger molecules,

because of stronger surface-molecule interactions, and the need

to match substrate geometries. However, in many cases, any

series of molecules employed in surface SA experiments would

have ever more complex geometries with binding substituents de-

signed for a specific type of interactions, and that do not change

in nature as the molecular backbone is increased. Such molecules
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Fig. 4 Temperature dependence of order parameters in systems D. S1,

S2 and S4 are shown in panels a-c, respectively. The fraction of

molecules in contact with the surface is presented in panel d. Black

lines, red dashes, blue dots and green dot-dashed lines represent

systems D1-4, respectively.

often form highly ordered, stable monolayers, with defect-free

phases extended over tens and hundreds of nanometers. We em-

ployed series C to examine these effects.

3.2.2 Equal partial charges, different molecular lengths.

We considered molecules of varying lengths with polar groups

were located in similar, accessible locations, by using models C.

Here, dipole length and dipole moment increased proportion-

ally, as charges on end groups were held constant. Strongly and

weakly polar molecules were examined using two sets of charges:

series C−h had high charges similar to D1, so that C1−h and D1

were identical, while series C−l had lower charges, so that C4−l

and D4 were identical (see Table 1).

The more polar series C−h exhibited a strong tendency to-

wards the formation of three-dimensional crystalline structures,

as lateral interactions overwhelmed surface-molecule attraction.

C−h molecules generally formed multilayer structures to satisfy

this preference [see ESI Figure 5(b)†], although longer molecules

were more likely to have an extensive surface layer. C3−h and

C4−h molecules were mostly lying parallel to the surface, with

charged groups engaged in crystal-like stacking (see, for example,

Figure 5). Unlike their D counterparts, molecular backbones in

the C3−h and C4−h condensed phase structures were not aligned

in tail-to-tail rows, but rather stacked like logs in a rail fence, al-

lowing charged groups to interact with several opposite charges

simultaneously, to the detriment of backbone dispersive interac-

tions. Large values of S1 and S2 (Table 2), indicate that most

molecular dipoles were pointing in the same direction in these

systems.

The weakly-polar C−l analogues exhibited dramatically differ-

ent temperature-dependent behavior (see Figure 6). Weaker elec-

Fig. 5 Strong alignment for long, high-charge molecules. A

low-temperature snapshot C4−h is shown

trostatic forces allowed for a mostly single-layer distribution of

the molecules on the surface. Because of greater balance between

electrostatic and dispersive contributions to the potential energy

surface, a more complex phase behavior characterized systems

C−l, as illustrated by the temperature dependence of the S2 order

parameter [Figure 6(a)]. Simple 2-D crystal ordering in the short

C1−l molecule gave place to antiparallel domain formation upon

addition of spacer atoms in C2−l and C3−l [see Figure 6(b)].

At higher temperatures, mainly antiparallel rows were observed

[Figure 6(c)].

Entropic effects and lateral dispersive interactions in the long-

backbone molecule C4−l/D4 led to two polymorphs in this sys-

tem: a metastable nematic phase,66–70 found often at higher

condensed-phase temperatures [Figure 6(d)], and the stable

antiparallel-domains phase discussed in relation to Figure 3(d)

above. Lengthy PTMC runs (over 5×1010 steps) eliminated com-

pletely the nematic phase, but its persistence throughout the sim-

ulation is worth noting. The presence of the two polymorphs (the

nematic and antiparallel states), with distinct order parameters,

led to a bimodal distribution for all of the order parameters for

model C4−l/D4, and ill-defined averages for these parameters.

This is illustrated at some length in the ESI Figures 2-4†: The fig-

ures provide a comparison between the fully converged D4 model

(ESI Figure 2), the metastable C4−l/D4 polymorph (ESI Figure

3) and G12 − l (ESI Figure 4). The latter did not exhibit polymor-

phic behavior. Whereas S2 for G12 − l showed a statistical spread

around the 0.3 average at T∗=1.4 and S1 for the same system was

0, both order parameters oscillated around two distinct values in

the case of the metastable C4−l/D4 (around 0 and 0.9 for S1,

and around 0.2 and 0.9 for S2). As the nematic state is not sam-

pled at any temperature in the fully converged D4 system (see ESI

Figure 2†), it appears that the state is kinetically trapped for the

C4−l/D4 simulation.

Applications of surface functionalization can be based on a

variety of patterning motifs, from two dimensional arrays, to

surface-supported clusters, to the formation of independent, self-

contained domains on the surface. For example, sensing appli-

cations may require organized surface-supported clusters, het-

erogeneous catalysis or device applications need extended, well-
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Fig. 6 Complex phase diagrams in low-charge systems. In (a), the

temperature dependence of S2 for systems C1−l, C2−l, C3−l and C4−l

is shown with solid black, dashed red, dotted blue and dot-dashed green

lines, respectively. A low temperature snapshot showing C2−l in

antiparallel configuration is shown in (b). High ordering in antiparallel

rows was observed for C3−l at intermediate temperatures - T∗=2.5 is

shown in (c). An example of the medium temperature nematic phase at

T∗=2.5-3.5 is given in (d) for C4−l/D4.

organized two-dimensional arrays of specific densities, while

nanofabrication of molecular wires requires sufficiently separated

neighboring wires.

In the latter case, molecules have to interact specifically in one

direction while resisting interaction in the other directions. Posi-

tioning the partial charges on the outer atoms enables molecules

to maximize dipole-dipole interaction by head-tail and lateral

alignment. This ensures that a two-dimensional layer is preferred

over one-dimensional domains. One way to partially restrict the

dipole-dipole interaction to one direction is by embedding the

partial charges within the molecule, with unreactive molecular

ends.

3.2.3 Varying the molecular location of charged groups.

Embedded charge models were represented in the current study

by series L (see Figure 1). The series comprised three molecu-

lar models, with equal length, equal dipole moment, but vary-

ing charges and charge separation. In model L1, charges were

located in the middle of the molecule in neighboring positions,

with relatively large dispersive groups on each side. Model L1

exhibited amphiphilic behavior at low-to-medium temperatures:

clusters or chains, with charges grouped on the inside and bulky

groups pushed to the outside can be seen in Figure 7(a). As

side substituents decreased and eventually disappeared, models

L2 and L3 formed mainly antiparallel structures, as shown in Fig-

ure 7(b). Moreover, the long, end-group-polarized L3 exhibited

polymorphism similar to that discussed for D4, but with molecu-

lar rows in the nematic phase arranged in a standard tail-to-tail

distribution [Figure 7(b) and (c)].

(a) (b)

(c)

Fig. 7 The effects of relative positioning of charged atoms within

molecules. Snapshots of simulations corresponding to models L1 at low

to intermediate temperatures (a), L3 in its antiparallel phase (b), and L3

in a compact nematic - [panel (c)] configuration.

3.3 Asymmetry

Molecular asymmetry was introduced in series G by using bulky

substituents and non-linearity. Both modifications were expected

to interfere with the close-packed arrangements discussed above

for linear molecules. Models G−h have a pair of strong partial

charges and one bulky substituent, arranged at different angles

versus the dipole direction. A low-charge series, G−l, was also

considered, as were longer tailgroups of the lower-charge series.

Beside geometric asymmetry, these models consider an additional

aspect of asymmetry of the charge distribution: whereas models

C, D and L presented oppositely charged atoms placed symmet-

rically within the molecule, models G have their charge distri-

bution concentrated on one side of the molecule (a headgroup),

with the other side being uncharged and exclusively dispersive

(a tailgroup). As observed for symmetric models with strong

charges (A, C−h), models G−h formed strongly crystalline struc-

tures. However, the presence of bulky groups in G−h impeded

crystal growth in one or two directions, which resulted in the for-

mation of crystalline wires, with bulky groups pushed towards

the outside of the chain [see, for example, Figure 8(a). Similar

results were obtained for G2−h and G3−h].

As charged groups were stacked in a variety of ways within

these molecular wires, low values of the order parameters

were observed, despite strong dipolar ordering in these systems.

Sharper molecular angles were harder to accommodate in con-
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Fig. 8 The effect of asymmetry on self-assembled structures.

Low-temperature snapshots from simulations corresponding to models

G1−h, G11 − l and G31−l are presented in panels a-c, respectively. The

graph in panel d shows the fraction of molecules in contact with the

surface for the G−h series (above) and the G−l series (below). Black

solid lines, red dashes and blue dots correspond to systems G1, G2 and

G3, respectively.

densed phases, leading to a relative loss of dipolar alignment in

condensed phases of G3−h and −l.

As before, weaker charges led to an increased dominance of

surface-molecule interactions in the resulting structures. Chain-

like structures in high-charge models became surface bound [see,

for example, Figure 8(b) and (d)] in low-charge models, and

monolayers exhibited atomic localization at pit surface sites, as

observed previously for strongly-attractive surfaces. Figure 8(c)

for example, shows how dipolar alignment and surface attraction

can be reconciled in model G31 − l, for example, by locating the

bulky, uncharged atom above the dipolar plane.

In effect, the case presented in Figure 8(c) is one where

the dipolar attraction overcame the surface-tailgroup interaction,

leading to compact phases where the dipoles could interact with

multiple neighbors. In contrast, molecule G11− l had no opportu-

nity to push its tailgroup out of the way and form compact dipolar

structures, leading to the formation of planar antiparallel chains.

A different situation arose when longer molecular backbones lead

to stronger tail-tail and tail-surface interactions, and tailgroup-

directed assembly. Systems GN − l where N = 2,3,4 provide il-

lustrations of tail-driven assembly. Figure 9 presents two systems

where compact, planar arrangements of the tailgroups were the

dominant feature, with dipolar interactions determining the rela-

tive arrangement of molecular rows (aligned or antiparallel). In

long-tail systems with two distinct interaction directions, it was

useful to quantify the alignment of the second relevant direction.

(a) (b)

Fig. 9 Tail-driven assembly in asymmetric molecules. Low-temperature

snapshots from simulations corresponding to models G13 − l and

G34 − l are presented in panels a and b, respectively.

As shown in ESI Figures 6 and 7†, tailgroup alignment was more

regular than dipolar alignment in systems with tailgroup-directed

assembly (see also the dipole-based and tailgroup-based order pa-

rameter values presented Table 2 and ESI Table 1†, respectively).

Most molecules of interest to SA scientists are asymmetric in

nature, often exhibiting distinct polar and apolar molecular re-

gions. Despite more complex interaction patterns, similar effects

have been observed in experimental studies seeking a fundamen-

tal understanding of the dipole/steric interplay in SA systems.

For example, thiophenes substituted with long (C18) alkylamide

groups adopted distinct alignment strategies depending on the

binding location of the alkylamide group to the thiophene ring.41

The long alkyl chains, π − π interactions, the availability of hy-

drogen bonds and the polarity of the amido group provided a

strong blueprint for the formation of self-assembled structures on

graphitic surfaces. However, the overall pattern changed signifi-

cantly depending on the molecular polarity, modified by varying

the binding location of the alkyl amide group on the thiophene

ring. When the C18-amido group was bound at the position 2 of

the thiophene ring, the alkyl backbone and the dipole moment

were roughly perpendicular, as in our G33 − l and G34 − l mod-

els, whereas in the 3-substituted thiophene, the two entities were

roughly collinear, in a fashion similar to the trends explored by

our G13 − l models. The overall effect was that the 2-substituted

thiophenes assembled in a head to tail packing with a paral-

lel alignment, whereas 3-substituted ones adopted head-to-head

packing and an antiparallel alignment, similar to those shown in

Figure 9(b) and (a), respectively.

4 Conclusion

In the present work, we examined some of the basic molec-

ular variables controlling the emergence of order from disor-

dered phases in surface self-assembly, by following several sim-

ple molecular models. We found that although simple dipoles

formed the expected crystalline structures at low temperatures,

modulation by the surface interaction and substituent effects sig-

nificantly altered adsorbed structures. Longer molecules expe-

rienced stronger (cumulative) surface attraction and tended to

form monolayers with lateral alignment in parallel (nematic) or

antiparallel configurations. Stronger molecular dipoles led to
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multilayer aligned phases, in which many polar groups could be

found in close vicinity. Limiting the availability of contact points

by substituent effects, in addition to the steric effect of such apo-

lar substituents further altered self-assembled structures, with the

formation of molecular wires, stabilized on or off the surface by

the relative strength of the interactions, in a number of cases.

Clearly, intermolecular interactions in experimental systems

span a significantly broader range than those considered here,

although, as shown in the current work, fundamental features

can often be captured through simple models. We are cur-

rently studying structure formation in experimentally-relevant

molecules such as substituted polar acenes, using a combina-

tion of classical PTMC and density functional theory. However,

at the base of all types of supramolecular interactions lay fun-

damental electrostatic and geometric effects. The present work

explored the wealth of self-assembled phases generated by their

interplay and provided an understanding of how these effects can

be exploited to alter molecular behavior upon adsorption. Further

model-based studies will focus on the availability of multiple con-

tact points, both between molecules and with the surface, as well

as on solvent effects, bringing the complexity of the theoretical

model closer to experimentally-relevant molecular systems.
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