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ABSTRACT  

For the first time, this work reports an analysis on the performance of Density Functional 

methods for studying acid gases capture (CO2 and SO2) by ionic liquids (ILs). The considered 

functionals were selected as representatives of the available families: pure GGA (PBE and 

BLYP), hybrid (PBE0 and B3LYP), hybrid meta-GGA (M06, M06-2X and M06-HF), long 

range corrected (LC-PBEPBE, CAM-B3LYP, ωB97X) and dispersion corrected (PBE-D2, 

B3LYP-D2 and ωB97XD). Likewise, HF and MP2 were also applied. Binding energies of 

cation-anion interacting pairs as well as IL-CO2 and IL-SO2 systems were calculated for a set 

of 54 ILs and compared against MP2/aug-cc-pvDZ. Unlike previously reported DFT 

benchmarks on ILs, which calculated binding energies through single point calculations on 

fixed geometries, properties in this work were calculated for geometries optimized at each 

theoretical level. DFT functionals that are suitable for describing ion-ion and ion-gas 

interactions were identified, considering both coulombic forces and dispersion interactions. 

The reported results allowed to infer relationships to the rational design of ILs for acid gas 

capture.  
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1. INTRODUCTION 

Ionic liquids (ILs) have emerged as a new generation of solvents because of their 

physicochemical properties, such as wide liquid range, high thermal and chemical stability, 

high ionic conductivity, non flammability or good solvent capabilities for organic, inorganic, 

organometalic and polymeric compounds. Nevertheless, the most important property of ILs is 

the possibility to design task-specific solvents, i.e., the tuning of physicochemical properties 

through the suitable combination of ions.1, 2 Such properties show ILs as potential solvents for 

their application in very different technologies such as lubrication, polymers, chemical 

synthesis or materials development. One of the most relevant applications of ILs is their use 

as solvents for acid gases adsorption and separation.2, 3 Acid gases, such as carbon dioxide 

(CO2) and sulfur dioxide (SO2), are mainly emitted from fossil fuels combustion being the 

most relevant atmospheric pollutants, with a pivotal role in anthropogenic climate change.4 At 

the same time, SO2 is a useful source for many intermediates in chemical synthesis.5 

Therefore, there is a general interest in the design and improvement of suitable methods for 

CO2 and SO2 capture. The most common capturing technologies for acid gases capture are 

based on absorption with aqueous amine solutions,6 which are also considered as reference 

methods in comparison with other alternatives.7 Unfortunately, amine-based procedures have 

important drawbacks such as amine degradation,8 equipment corrosion,9 large energy 

consumption for solvent regeneration10 and high operational costs,11 which show the need of 

new technologies such as those based on ILs. 

The design of ILs with improved features for gas acid capture needs a deep 

understanding on those factors governing absorption process and their relationship with the 

molecular structure. However, the larger number of possible ILs (~ 106 if only pure ILs are 

considered, which can be extended to ~ 1018 when mixed ILs are included) hinders to carry 

out systematic experimental studies. This is a context where molecular simulations are a 

powerful tool to provide a rational approach to a relevant technological problem, in this case 

for obtaining a molecular level description of acid gases adsorption by ionic liquids.  Most of 

the literature dealing with acid gas capture by ILs using molecular simulations is mainly 

focused on the use of Molecular Dynamics (MD), which allows a realistic approach to 

macroscopic properties such as density, viscosity or diffusion coefficients as well as for the 

nanoscopic characterization of the adsorption mechanisms.12-14 Regarding to molecular 

simulations based on Density Functional Theory (DFT), although effects such as long range 

interactions in ILs are despised, they provide a more direct knowledge at the molecular level 

on parameters such as charge distributions, binding energies or frontier molecular orbitals.  
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DFT studies on acid gas capture are mainly referred to CO2,13, 15-17 although some 

studies  on SO2 capture have also been reported.16, 17 In both cases, most of them employ 

traditional B3LYP18-20 functional along Pople’s basis sets. At the molecular level, 

intermolecular interactions (cation-anion and ion-gas) are the key parameters related with acid 

gases capture using ILs. Although, anion-cation interactions are mainly driven by coulombic 

interactions, other interactions such as intermolecular hydrogen bonds between ions could be 

non-negligible and have strong effects on equilibrium geometries and related properties. DFT 

- based approach for studying intermolecular interaction in ILs have to be done with caution. 

For example, it is well known that dispersion interactions are poorly described using DFT 

methods,21 or DFT  generally overestimate charge transfer interactions.22 Unfortunately, 

publications dealing with systematic applications of DFT and ab initio based methods to ILs 

are scarce.23-27  Moreover, there are not studies on the systematic application of DFT methods 

(as well as ab initio) to acid gas capture by ILs. Therefore, a systematic study on the 

comparison of DFT and ab initio methods for acid gases capture by ILs is required. Gas 

adsorption at the molecular level is mainly carried out through dispersion interactions 

between ions and gas molecules, with anion···CO2/SO2 interactions playing the main role.13, 

15-17 In addition, for anion···SO2 interactions there is a charge transfer between the anion 

specie and SO2.28  Thus, a systematic application of DFT methods to assess the main 

molecular parameters related with acid gas capture by ILs, i.e. cation-anion interactions and 

IL-CO2/SO2, is reported in this work. Several DFT methods based on pure, hybrid, hydrid 

meta-GGA, long range or empirical dispersion corrected functionals, as well as Moller-

Plesset perturbation theory second-order (MP2)29 and Hartree Fock (HF) methods have been 

applied. For this purpose, a set of 54 ILs (Fig. 1 and Table 1), which are expected to provide 

high acid gases solubility, has been selected according to a previous study using B3LYP 

functional.30 The reported results have allowed to obtain information on the functionals 

suitability for describing anion···cation interactions, extending the number of considered 

functionals previously analyzed by Izgorodina, Zahn, Grimme et al.,23-27 and for those 

properties related with acid gases capture for the first time.  

 

2. METHODS 

 2.1. DFT and Ab Initio Methods. All theoretical methods here described have been 

applied as implemented in Gaussian 09 (Rev. D01) package.31
 In this work, selected DFT 

methods span the gamut of modern functionals, which could be classified in at least five large 

families:  
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i) Pure GGA functionals with 0% HF exchange: PBE32 and BLYP,18, 20 which are 

among the most common pure GGA functionals.21 One of the main characteristic 

of PBE functional is the absence of empirical parameters.32 

ii) Hybrid functionals, which include some % HF exchange into the functional. In this 

group we have selected B3LYP18-20  and PBE033 (also known as PBE1PBE) 

functionals. B3LYP (20% HF exchange) is a three parameters functional, which 

shares the same correlation expression18 and part of the exchange functional20 than 

BLYP. Although this functional is widely employed, its good applicability is 

derived of some cancelation of errors.21 PBE0 functional is obtaining from PBE 

functional taking into account a 25% of HF exchange. PBE0 is also empirical 

parameters free.   

iii) Meta-GGA functionals. GGA functionals (pure or hybrid) only includes the 

density and its first derivative in the exchange-correlation potential, while meta-

GGA functionals also incorporate the Laplacian (second derivative) of the density 

or the kinetic energy density. In turn, meta-GGA functional can be pure meta-

GGA or hybrid meta-GGA.34  These functionals are parameterized  some extent 

according with experimental data.21 Truhlar et al. have developed several 

functionals (e.g. M05-class and M06-class) with improved accuracy over popular 

B3LYP functional.34  M06, M06-2X and M06-HF hybrid meta-GGA functionals, 

which have 27%, 54% and 100 % HF exchange, respectively,34-36 were selected in 

this work. These functionals show promising performance for non-covalent 

interactions.35 In the case of M06-2X functional, the “medium-range” electron 

correlation would be enough for describing the dispersion interactions in systems 

near their equilibrium geometries.35 

As said, dispersion forces (such as hydrogen bonds or van der Waals interactions) play a 

key role for ion-ion and ion···CO2/SO2 interactions. Anion-cation and anion···SO2 charge 

transfers are also important parameters. DFT methods do not describe dispersion interactions 

properly,21 and charge transfer interactions  tend to be overstimated.22 Likewise, the 

importance of van der Waals forces in providing the correct qualitative description of charge-

transfer interactions has been reported,37 but the suitability of different DFT methods for 

describing charge transfer in ILs has not been studied in the literature. Nonetheless, it is well 

known that charge transfer processes in ionic compounds are strongly affected by self-

interaction errors (SIE) due to artificial charge transfer from the anion to the cation.38 SIE is 

derived from a qualitatively incorrect asymptotic potential description for the exchange 
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correlation functional.21 In this sense, M06-HF has a full HF exchange, which eliminates SIE 

at long range.36 

iv) Long Range Corrected (LRC) functionals minimize the SIE through the splitting 

of the Coulomb repulsion energy into long-range and short-range terms.39 LC-

PBEPBE and CAM-B3LYP functionals were selected, which allowed to obtain 

information on long range correction effects on pure (PBE) and hydrid functionals 

(B3LYP). LC-PBEPBE is obtained from PBE functional through the long range 

correction of Hirao et al.,40 while CAM-B3LYP is a long range corrected version 

of B3LYP using the Coulomb-attenuating method.41  ωB97X42 functional was also 

chosen because it considers a small fraction of the short range HF exchange, as 

well as long range corrections, leading to improved accuracy in thermochemistry, 

kinetic and non-covalent interactions in comparison with common hybrid density 

functionals.42  

v) Dispersion corrected functionals. Although there are several approximations, the 

most common approach is based on force field potentials developed by Grimme,43 

with the form Vij(R) = -C6,ijfd,ij(R)/R
6, for two atoms i and j at a distance R, whose 

coefficients C6,ij rely on atomic polarizability data. The damping function, fd,ij(R), 

minimizes double counting of “short range” correlation effects captured by the 

density functional. Among the schemes developed by Grimme, D2-approach 

(DFT-D2)43 is used in this work. Thus, PBE-D2 and B3LYP-D2 functionals, 

obtained by applying D2-approach on PBE and B3LYP functionals, were selected. 

ωB97XD,44 which is a re-optimization of ωB97X functional to include dispersion 

corrections according to D2-approach, was also employed. Thus, information 

about dispersion effects (D2) on different kind of functionals, i.e. pure, hybrid and 

LRC, may be inferred. Further, calculated energies after dispersion corrections are 

comparable with more reliable values, such as those obtained at MP2 level.45 In 

addition to D2 approach, Grimme et al. have also developed other improved 

dispersion correction schemes, commonly known as D346 or D3BJ.47 Both 

approaches are available for PBE and B3LYP functionals, as well as ωB97X-D3 

functional has been developed by Lin et al.
48 Unfortunately, ωB97X-D3 functional 

is not available Gaussian 09 (Revision D.01) package, so we selected D2 scheme 

for pure, hybrid and LRC functionals.  

The selected functionals are representative of most families of currently adopted 

functionals. Double Hybrid (DH) functionals incorporate the correlation energy as a 
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perturbation term computed at MP2 level. Based on PBE0 and B3LYP functional, PBE0-

DH49 and B2PLYP-DH50 have being extensively studied in the literature. Nevertheless, 

Adamo et al. showed that the behavior of both DH functionals is parallel to the corresponding 

hybrid ones,51 but at a higher computational cost (due to MP2 contribution), and thus, they 

were not considered in this work.  

HF and MP2 methods were also considered. MP2 is a good alternative to high 

correlated methods for studying non-convalent interactions, outperforming many DFT 

methods. MP2 describes intermolecular interactions in ILs with similar accuracy than coupled 

cluster calculations (e. g. CCSD).23, 52, 53 High level calculations (such as CCSD) with a 

complete basis sets would be the best option as reference methods. Nonetheless, the 

application of coupler cluster theory with a moderate computational cost is only limited to 

small molecular systems. As matter of fact, the high computational cost required for CCSD 

calculations leads to scarce studies of ILs, which are mainly limited to imidazolium based 

ILs.23, 25, 54 For instance, Izgorodina et al.,24 applied CCSD calculations to small ionic liquids 

containing over 12 non-hydrogen atoms, which allowed the use of CCSD as benchmark 

method with a moderate computational cost. The available information shows that MP2 could 

provide a suitable reference data, without considerable deviation from CCSD, but at a lower 

computational cost, to study non covalent interactions.45, 52, 55. In fact, Tsuzuki et al. shown 

that MP2 lead to similar accuracy that CCSD(T) for studying intermolecular interactions in 

ionic liquids.56 For the sake of the computational cost (in this paper a great effort has been 

invested in optimizing molecular geometries at each theoretical level), MP2 method in 

combination with aug-cc-pvDZ basis set was established as reference method. Even though, 

some calculations were carried out at CCSD/aug-cc-pvTZ theoretical level for [EMIM][BF4] 

ionic liquids (IL 1) as well as their complexes with CO2 and SO2 gases, whose binding 

energies were computed as described below. For IL 1, obtained results at MP2/aug-cc-pvDZ 

are in good agreement with values computed at CCSD/aug-cc-pvTZ, leading to energy 

deviation not larger than 3.9% Kcal mol-1.  

Basis set should also have a relevant role in calculated properties, the use of incomplete 

basis sets will not reflect the performance of selected method.57 As said, this work main 

pursues to assess the performance of selected functionals, and thus, only few basis, including 

polarization and diffuse functions, were chosen aimed at obtaining some information about 

basis set effects: 6-31G*, 6-31+G**, 6-311+G** and aug-cc-pvDZ basis set. The latter could 

be considered the highest quality basis set.  
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 2.2. Computational Protocol. All DFT, HF and MP2 calculations were done using 

Gaussian 09 (Revision D.01) package. Firstly, all studied systems (those composed by one 

isolated molecule, i.e. isolated ions, CO2 and SO2, as well as those composed by both ions and 

one acid gas molecule) were optimized at B3LYP/6-31G* level. For isolated ions, previously 

to the optimization, we have carried out (when needed) a conformational search based on the 

torsional barriers around chemical bonds. For those simulations wherein two or more 

molecules are present, different starting points were considered for studying different relative 

arrangements, but the study was limited to the configuration of minimal energy. Once 

identified the structures of minimal energy, they were confirmed as a real minimum through 

their vibrational frequencies. All systems were re-optimized at PBE, BLYP, PBE0, B3LYP, 

LC-PBEPBE, CAM-B3LYP, ωB97X, PBEPBE-D2, B3LYP-D2, ωB97XD, M06, M06-2X, 

M06-HF  and HF in combination with 6-31G*, 6-31+G**, 6-311+G** and aug-cc-pvDZ 

basis sets. Iodine atoms were described through a small core Stuttgart-Dresden-Bonn effective 

core potential (SDB-cc-pVTZ).58   Previously reported DFT benchmarks on ILs are based on 

SP calculations over fixing geometries,23-25, 27 this approach could be very useful to asses 

energy-related changes derived from the selected functional, avoiding geometrical effects. 

However, the ability of the functional to provide suitable geometries is not tested. Most of the 

computational effort required in the calculation is used in the optimization process, and thus, 

to reduce the high computational cost derived from MP2 calculations, only SP were done for 

MP2/basis over B3LYP/basis optimized geometries.  

 The performance of DFT methods has been mainly evaluated through the binding 

energy (∆E), which is defined as the energy difference between the energy sum of the 

different monomers and the total energy of the cluster system. Therefore, binding energy for 

ILs pairs was estimated as: 

∆EIL = (Ecat + Eani) – EIL                                     (1) 

where EIL, Ecat and Eani stand for the energies of ILs pairs (anion plus cation complex), cation 

and anion, respectively. For IL···CO2/SO2 complexes, the binding energies were calculated in 

two ways; i) according to eq. 2:    

∆Ecat-ani-CO2 = (Ecat + Eani + ECO2) - EIL-CO2          (2) 

where the coulombic interaction between ions is the largest contribution; ii) Considering the 

IL as a whole, eq. 3: 

 ∆EIL-CO2 = (EIL + ECO2) -EIL-CO2                          (3) 

where EIL-CO2 and ECO2 are the energies for IL-CO2 and CO2 systems, respectively. The latter 

allows a direct comparison between different ionic liquids regardless of the strength of the 
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coulombic interaction between ions. Basis set superposition error (BSSE) was considered for 

all the calculated energies, which were corrected according to counterpoise method.59
  

 

3. RESULS AND DISCUSSIONS 

A total of 60 method/basis set combinations have been evaluated through the analysis of 

binding energies of isolated 54 ionic liquids,  36 cation-XO2 (XO2 = CO2, SO2), 32 anion-XO2 

and 108 IL-XO2  systems. From these data, root-mean square deviations (RMSD) with respect 

to MP2/aug-cc-pvDZ theoretical level were calculated. The discussion is divided into three 

sections aimed to assess the performance of selected DFT methods on the study of acid gases 

capture (CO2 and SO2) by ionic liquids. The first and second sections provide a detailed 

analysis of the effects of selected DFT method on the predicted cation···anion and 

IL···CO2/SO2 binding energies, with binding energies at each theoretical level were computed 

using the corresponding structures optimized at the same level. Hence, energy deviations can 

be also influenced by geometrical factors, and thus, DFT effects on optimized geometries 

have been also discussed paying attention on the intermolecular distances corresponding to 

the main interaction between ions, or between ions and gas molecules.  The last section 

reports an insight into the relationship of IL-CO2/SO2 binding energies with anion-cation and 

ion-CO2/SO2 as well as the capability of selected ILs as acid gas capture agents based on 

binding energies. 

3.1. Cation···Anion Interactions in Ionic Liquids. Studies on the performance of DFT 

methods for describing cation···anion interactions in ILs are scarce in the literature. Zahn et 

al.
26 performed a comparison between several functionals (including two D2-corrected 

functionals) and MP2 method for [BMIM][DCA] (IL 45 in our paper). Compared with 

standard functionals, dispersion corrected functionals led to an improvement of the results, 

reducing the mean absolute deviation to less than 2.5 Kcal mol-1. Izgorodina et al.
24 carried 

out a similar study (although also including more recent DFT methods such as M05 or M05-

2X) for pyrrolidinium based ionic liquids paired with anions such as [Cl]-, [BF4]-, [PF6] or 

[SO3CF3]. These authors advanced in their previous studies considering a larger number of 

ILs as well as DFT methods, including DH functionals, showing suitable performance of 

dispersion corrected functionals  when compared with CCSD calculations, and DH 

functionals behaving similarly to GGA methods.25  Grimme et al.27 used standard hybrid, 

GGA and dispersion-corrected  (D3BJ) functionals according to Grimme's method but also 

these authors considered  non-local van der Waals functionals on ILs based on imidazolium 

and alkyl-phosponium cations with [Cl]-, [DCA] - and acetate anions.27  The analysis of the 
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available literature information shows that dispersion-corrected functionals are the most 

suitable option for studying cation-anion interactions in ILs. Nevertheless, all the available 

studies considered binding energies estimated over fixed geometries (generally optimized at 

B3LYP level), which does not allow to infer the advantages (or disadvantages) of studied 

functionals for the prediction of equilibrium geometries. Likewise, it is known that standard 

DFT methods fail due to SIE but any of the available studies have tested long range corrected 

functionals, which minimize the SIE.    

The set of 54 ILs was selected because of expected  high acid gases solubilities (Fig. 1 

and Table 1),30 and thus, the considered ILs allow the study of DFT performance on different 

types of ILs beyond classical ILs such as imidazolium-based ones. The studied set contains 

cations such as imidazolium, pyridinium, piperazinium, cholinium, ethylamonium or 

triethylsulfonion paired with [BF4]-, [PF6]-, [NTf2]-, diacianamide, triflate, phosphate, sulfate, 

thiocianate or halide anions. The average value of cation-anion binding energies (∆EIL,av) at 

each theoretical level is reported in Fig. 2a. Binding energies are in the 77.08 Kcal mol-1 (for 

BLYP/6-31+G*) to 89.54 Kcal mol-1 (for M06HF/aug-cc-pvDZ) range. The results in Fig. 2b 

show that all selected theoretical levels leads to suitable accuracy against MP2/ aug-cc-pvDZ 

binding energies. Except M06HF/aug-cc-pvDZ level, all selected functionals yields RMSD ~ 

0.70 Kcal mol-1. In particular, the lowest RMSD are obtained for LRC functional 

independently of the selected basis set. LRC functionals present a variable percentage of HF 

contribution, which should be useful for an improvement of the description of charge transfer 

process from the anion to the cation but the reported results show that increasing HF 

contribution does not lead to smaller error. B3LYP (20% HF) and PBE0 (25% HF) yield 

similar ∆EIL,av and RMSD values in comparison with pure BLYP and PBE functionals. 

Likewise, the increasing HF contribution of M06, M062X and M06HF functionals (from 27% 

up to 100%) only has slight effects on RMSD values. Literature studies24-27 have showed that 

dispersion-corrected functionals lead to small deviations in comparison with reference data. 

However, the use of D2 approach with PBE and B3LYP functionals increases RMSD 

deviations. This is confirmed in this work where for example RMSD = 0.65 Kcal mol-1 for 

B3LYP/6-31+G* and RMSD = 0.83 Kcal mol-1 for B3LYP-D2/6-31+G* are obtained. The 

analysis of the optimized structures associated with PBE -PBE-D2 and B3LYP - B3LYP-D2 

functionals revealed a slight shortening of the intermolecular distances such as hydrogen 

bonds, which in addition to the dispersion energy due to D2-approach leads to an increase of 

the binding energy. ωB97XD is a LRC functional that incorporates D2 correction, but the 

computed cation-anion binding energies and RMSD using ωB97XD are similar to those 
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estimated with ωB97X functional. It can be concluded that LRC funcionals provide the best 

performance to describe cation-anion interactions. In addition, long range correction in 

ωB97XD functional is able of correcting over-estimated binding energies due to shortened 

intermolecular dispersion interactions. This functional provides an adequate description of 

charge transfer process in ILs even in combination with modest Pople’s basis sets, which 

provides a good choice for studying ILs.  

A detailed  analysis of the largest deviations with reference data at M06HF/aug-cc-

PVDZ level reveals that charge transfer between ions (according ChelpG method60) in ILs 35-

39 (which are based on imidazolium cations paired with [SO3CF3]-) is overestimated 

according with charge transfer estimated at MP2/aug-cc-PVDZ theoretical level.  

The effect of theoretical level on optimized geometries is reported in Fig. 2c. For 

simplifying purposes, the analysis is limited to the shortest distances between ions. RMSD 

deviations were calculated considering the sum of the corresponding van der Waals radii as 

reference values. For example, for IL 1 ([EMIM][BF4]), the shortest distance between both 

atoms (instead of the selected methods) is always those one between H atom at position 2 of 

imidazol cation and one F atom of tetrafluoroborate atom. In this case, the sum of van-der 

Waals radii (2.55 Å) of both H (1.20 Å) and F (1.35 Å) was used as reference. It was found 

that all measured distances are smaller than the sum of van-der Waals radii, thus large / low 

RMSD deviations correspond to short / large intermolecular distances between ions. Overall, 

6-31G* and aug-cc-PVDZ basis set perform larger RMSD than 6-31+G** or 6-311+G** 

basis sets. PBE / B3LYP functional in combination with 6-31+G** basis set led to RMSD = 

0.084 Å / 0.083 Å. The inclusion of dispersion corrections (PBE-D2 / B3LYP-D2) yielded 

RMSD = 0.082 Å / 0.076 Å, while RMSD = 0.079 Å / 0.080 Å for LC-PBEPBE / CAM-

B3LYP functionals. Both long range and dispersion corrections led to shortened anion-cation 

distances. Although LRC functionals provide a similar description on the intermolecular 

interactions in comparison with dispersion corrected ones, their improved charge transfer 

description led to lower energy deviations. Although the inclusion of D2 approach in 

ωB97XD also resulted in shorter intermolecular distances, changes on energy deviations and 

intermolecular distances are not inferred in comparison with ωB97X. Therefore, a good 

charge-transfer description plays a more important role than an adequate description of 

dispersion interactions when analyzing anion-cation pairs.  

3.2. Ion···CO2/SO2 Interactions.  The analysis of ion··· CO2/SO2 binding energies was 

carried out for rationalizing the behavior of IL···CO2/SO2 systems. Figures 3 and 4 collect 

average values of cation-CO2 and cation-SO2 binding energies (∆Ecat-CO2,av, ∆Ecat-SO2,av,) and 
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RMSD deviations in comparison with MP2/aug-cc-pvDZ theoretical level. For cation-CO2/ 

anion-SO2 systems binding energies between 2.51 Kcal mol-1 (at BLYP/6-31+G**) and 4.85 

Kcal mol-1 (at B3LYP-D2/aug-cc-pvDZ)/ 5.57 Kcal mol-1 (at BLYP/6-31+G**) and 9.87 

Kcal mol-1 (at B3LYP-D2/aug-cc-pvDZ) were obtained. These values are in agreement with 

weak cation-gas interactions.16 ∆Ecat-CO2,av, ∆Ecat-SO2,av follow the same trend as a function of 

the theoretical level. In general, hybrid meta-GGA (M06, M06-2X and M06-HF) and 

dispersion corrected functionals as well (PBE-D2, B3LYP-D2 and ωB97XD) provide the 

largest deviations against MP2/aug-cc-pvDZ reference level, whereas the smallest RMSD 

values are obtained by using CAM-B3LYP and LC-PBEPBE functionals.  

For cation-CO2 systems, most of the selected functionals provide RMSD in the 0.15 

Kcal mol-1 to 0.20 Kcal mol-1 range, regardless of the selected basis set. The percentage of HF 

contribution has different effects as a function of the selected functional. For instance, PBE / 

BLYP functionals in combination with 6-31+G** yield  RMSD = 0.14 Kcal mol-1/ 0.38 Kcal 

mol-1, with negligible effect of the basis set, whereas both PBE0 and B3LYP functionals leads 

to RMSD ~ 0.20 Kcal mol-1. The increasing HF percentage in selected hybrid meta-GGA 

functionals has minor effects on RMSD values, which increase from 0.15 Kcal mol-1 (M06/6-

31+G**) to 0.23 Kcal mol-1 (M06-HF/6-31+G**). LC-PBEPBE and CAM-B3LYP offer the 

worst choice for estimating binding energies of cation-CO2 systems (RMSD ~ 0.36 Kcal mol-

1). However, RMSD deviations calculated using ωB97X functional are roughly 0.18 Kcal 

mol-1. In general, the inclusion of D2-approach allows a slight improvement of RMSD values. 

RMSD changed from 0.14 Kcal mol-1 (PBE/6-31+G**) / 0.20 Kcal mol-1 (at B3LYP/6-

31+G** level)/ 0.18 Kcal mol-1 (at ωB97X /6-31+G** level) to 0.16 Kcal mol-1 (PBE/6-

31+G**) / 0.16 Kcal mol-1 (B3LYP/6-31+G**) / 0.16 Kcal mol-1 (ωB97X /6-31+G**). 

Cation-CO2 interactions are mainly driven by dispersion-forces, and thus, dispersion corrected 

functionals would be the best option for studying cation-CO2 systems. As previously noted, 

ωB97X and ωB97XD functionals are the less affected by the basis set election.  

RMSD for cation-SO2 systems follow the same qualitative trends than cation-CO2 ones, 

but cation-SO2 values are more affected by the selected basis set. The largest deviations for 

binding energies of cation-SO2 systems are obtained by using BLYP functional, where 

considering HF contribution (B3LYP) allows an improvement on estimated cation-SO2 

binding energies. Corrected dispersion functionals (PBE-D2, B3LYP-D2 and ωB97XD) 

provide worse results (RMSD ~ 0.28 Kcal mol-1) than their corresponding uncorrected 

dispersion partners (RMSD ~ 0.30 Kcal mol-1).  
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 The results obtained from anion-CO2 and anion-SO2 systems are displayed in Figures 5 

(∆Eani-CO2,av, ∆Eani-SO2,av) and 6 (RMSD). In the analysis of anion-XO2 interactions, it should 

be remarked their prevailing role for acid gases capture.13, 15-17 The studied anions provide 

larger gas affinities than the considered cations. The mechanism of anion-XO2 interaction is 

characterized by dispersion forces but also by charge transfer from the anion to the gas 

molecule, due to their acid character. This charge transfer is stronger for SO2 than for CO2 

and proportional to the anion basicity, playing an important role on gas adsorption capacity.28 

CO2 and SO2 molecules do not follow the same pattern with regard to the applied theoretical 

level. For anion-CO2, RMSD < 0.80 Kcal mol-1 for PBE, B3LYP, PBE0, B3LYP, M06, LRC 

and dispersion corrected (as well as HF method) functionals. The increasing % HF for hybrid 

meta-GGA family (M06, M06-2X and M06-HF) leads to an increment of the RMSD from 

0.71 Kcal mol-1 to 1.29 Kcal mol-1 (using 6-31+G** basis set). LRC functionals provide 

RMSD ~ 0.80 Kcal mol-1, except LC-PBEPBE for which RMSD = 0.48 Kcal mol-1. For PBE 

and B3LYP, the inclusion of dispersion corrections leads to less accurate description of ion-

CO2 binding energies. However, ωB97XD functional yields RMSD = 0.48 Kcal mol-1.  

Regarding to anion-SO2 binding energies, the largest RMSD are obtained at M06-

HF/aug-cc-pvDZ, which is due to an overestimation of charge transfer from triflate anion. 

LC-PBEPBE functional provides the lowest RMSD with regard to MP2 method, and the 

inclusion of dispersion terms in ωB97XD also leads to improved RMSD values. Hence, long 

range corrections as implemented in LC-PBEPBE and ωB97X functionals are needed for a 

good description on anion-SO2 systems, mainly due to the presence of charge transfer 

process. Nevertheless, functionals with high % HF contribution (hybrid meta-GGA 

functionals) do not provide a good description of charge transfer process.  Likewise, although 

ωB97XD functional does not lead to the lowest RMSD, the inclusion of long range and 

dispersion corrections improve standard hybrid functionals.  

The performance of  selected DFT methods for predicting ion-gas binding energies was 

studied considering RMSD values for a set composed by all ion-gas systems, i.e., 18 cation-

CO2 + 18-cation-SO2 + 16 anion-CO2 + 16-anion-SO2 (Fig. 7). The profiles reported in this 

Figure are mainly driven by anion-SO2 interactions. ωB97XD functional provides lower 

RMSD values than standard hybrid functionals, whereas its performance is only improved by 

LC-PBEPBE functional.  In our opinion, ωB97XD functionals brings together two essential 

requirements for an adequate description of the studied ion-gas systems: i) D2 approach for 

the description of cation-gas interactions (mainly driven by weak dispersion interactions), and 

ii) long range correction for describing charge transfer process (also present in anion-gas 
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systems). Moreover, long range corrections also led to a suitable description of cation-anion 

interactions. Therefore, previously to study IL-gas systems, ωB97XD with any basis set is a 

suitable option for studying CO2/SO2 capture by ionic liquids.  

3.3. Ionic Liquid···CO2/SO2 Interactions.  Binding energies of IL-XO2 systems were 

estimated through eqs. 1 and 2 (∆Ecat-ani-XO2 and ∆EIL-XO2, respectively). Figures 8/10 and 9/11 

collect average values of IL-XO2 binding energies according to eq. 2 (∆Ecat-ani-XO2,av) /eq. 3  

(∆EIL-XO2,av) and their RMSD against MP2/aug-cc-pvDZ level. Regarding to ∆Ecat-ani-XO2,av,  

this binding energy has three contributions: cation-anion, cation-gas and anion-gas 

interactions, with the largest contribution rising from cation-anion interactions but ion-gas 

interactions play the main role in the gas adsorption process.13, 15-17 Figures 8 and 9 display 

similar qualitative profiles than Figures 2a and 2b. Roughly, similar conclusions can be 

obtained from the analysis of Fig. 9, being the smallest differences due to IL-XO2 

interactions.  

 LRC functionals provided an adequate description on the cation-anion interactions 

with energy deviations in the low limit. For IL-CO2 systems, RMSD obtained by using LC-

PBEPBE / CAM-B3LYP / ωB97X functionals in combination with 6-31+G** basis set are 

0.51 Kcal mol-1/ 0.56 Kcal mol-1/ 0.66 Kcal mol-1. These lower values in comparison with 

other standard functionals such as B3LYP, hybrid meta-GGA or dispersion corrected 

functionals could be attributed to a better charge transfer description. HF contribution in 

hybrid functionals (PBE0 and B3LYP) leads to smaller energy deviations. This effect is due 

to a better description of anion - XO2 interactions using functionals with some HF 

contribution such as PBE0 and B3LYP, Fig. 6. The increasing % HF in hybrid meta-GGA 

functionals (from 27% up to 100%) leads to RMSD in the 0.68 Kcal mol-1 to 0.97 Kcal mol-1 

range (using 6-31+G** basis set for IL-CO2 systems). The inclusion of D2 approach on PBE 

and B3LYP functionals has similar effect than those previously noted for cation-anion 

interactions. For example at B3LYP/6-31+G* for IL-CO2 systems, RMSD = 0.78 Kcal mol-1, 

whereas RMSD = 0.94 Kcal mol-1 at B3LYP-D2/6-31+G* level. ωB97XD yields similar 

values than its partner without D2 approach (ωB97X). For ωB97XD/6-31+G* level, RMSD 

are 0.63 Kcal mol-1 / 1.05 Kcal mol-1 whereas RMSD = 0.65 Kcal mol-1 / 1.09 Kcal mol-1 at 

ωB97X/6-31+G* theoretical level, for CO2 / SO2 capture.  

Regarding to binding energies estimated according with eq. 3 (Figures 10 and 11), they 

allow the analysis of IL-gas interactions.  The effects of HF contribution in PBE0 and B3LYP 

functional (in comparison with pure PBE and BLYP functionals) as well as hybrid meta-GGA 

functionals upon increasing HF contributions are similar to those previously described for 
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anion-gas interactions. For IL-SO2 systems in combination with 6-31+G** basis set, LC-

PBEPBE / CAM-B3LYP yield RMSD = 0.79 Kcal mol-1 / 0.96 Kcal mol-1, which are larger 

than RMSD values (0.77 Kcal mol-1 / 0.48 Kcal mol-1) for their parent functionals without 

long range correction. Surprisingly, dispersion corrections (PBE-D2 /B3LYP-D2) leads to 

RMSD = 1.07 Kcal mol-1 / 1.06 Kcal mol-1. As concerns to ωB97X and ωB97XD, RMSD = 

0.88 1.07 Kcal mol-1 and 0.85 Kcal mol-1 are obtained. Therefore, long range and dispersion 

corrections have different effect on energy deviation depending on the scheme of selected 

functional.  

Fig. 12 displays RMSD values of ∆EIL-XO2 taking into account both IL-CO2 and IL-SO2 

families. The profile of Fig. 12 is very similar to those reported in Figures 6 and 7, which 

agrees with the fact that anion-XO2 interactions play the main role in acid gas capture.  The 

combination of both long range (allowing an adequate treatment of charge transfer processes) 

and dispersion corrections (suitable for describing weak interactions such as hydrogen 

bonding) in ωB97XD functionals seems a good choice for describing acid gas capture by 

ionic liquids at the molecular level. This study is focused on systems in which only cation-

anion and ion-gas interactions are analyzed. Nonetheless, other interactions such as alkyl-

alkyl side chain interactions or π-π stacking between aromatic ions could be also present in 

the IL bulk. Hence, dispersion corrections should be also considered for a proper treatment of 

such interactions.  

Results reported in Figures 11 and 12 show that 6-31+G** and 6-311+G** basis sets 

provided higher energy deviations than 6-31G* basis set. Likewise, the effects of the selected 

functionals on optimized geometries also play an important role (Fig. 13). There are not 

remarkable changes in the relative arrangement between ion upon XO2 presence, only the 

main IL-XO2 distances were considered  against the sum of van der Waals radii 61 as 

reference values. 6-31G* and aug-cc-PVDZ basis sets led to larger RMSD than 6-31+G** or 

6-311+G** basis sets. PBE/6-31+G** theoretical level led to RMSD = 0.035 Å / 0.106 Å for 

IL-CO2/SO2 optimized geometries. Dispersion corrections (PBE-D2) led to RMSD = 0.043 Å 

/ 0.111 Å for IL-CO2/SO2. Long range corrections (LC-PBEPBE) also yields larger deviations 

(RMSD = 0.053 Å / 0.123 Å for IL-CO2/SO2). Those effects were also inferred for B3LYP 

functional with RMSD = 0.036 Å / 0.108 Å, whereas CAM-B3LYP and B3LYP-D2 yielded 

RMSD = 0.044 Å / 0.108 Å and 0.039 Ǻ / 0.107 Å, for IL-CO2/SO2. Likewise, ωB97X and 

ωB97XD functionals shown RMSD = 0.044 Å / 0.108 Å and 0.039 Å / 0.106 Å for IL-

CO2/SO2. Most of measured IL-XO2 distances are anion-XO2 related with a charge transfer 
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interaction. Hence, conclusions here obtained are somewhat similar than those ones derived 

from cation-anion interactions.   

3.4. CO2/SO2 Capture by ILs. The next objective in this work was to find suitable 

relationships between cation-anion, anion-XO2 interactions and IL-XO2 binding energies, 

which would allow to analyze the ability of selected ILs for acid gases capture purposes. 

Results in previous sections shown three key factors for the study of IL-XO2 systems: i) 

cation-anion interactions (which are the greatest contribution); ii) cation-XO2 interactions; iii) 

anion-XO2 interactions (which play a main role in the acid gas capture). Therefore, the 

development of mathematical relationships between the most relevant parameters 

characterizing these factors and gas capture efficiency is of great relevance. The simplest 

correlation would link ∆EIL-XO2 with cation-XO2 and anion-XO2 binding energies: 

∆EIL-XO2 = a∆Ecat-XO2 + b∆Eani-XO2                                            (4) 

where a and b are adjustable parameters giving account of the contribution from each ion.  

This equation would be able to predict gas capture efficiency through the optimization of only 

cation-XO2 and anion-XO2 systems. However, cation-anion interactions are the strongest 

forces even in the presence of gas molecules. ∆EIL-XO2 can be expressed as: ∆EIL-XO2 = ∆Ecat-ani-

XO2 - c∆EIL. This assumption is only valid when the cation-anion binding energy is barely 

affected upon gas presence, and thus, c (which is also an adjustable parameter) should be ~ 1. 

Eq. 4 can be rewritten as follows:  

∆Ecat-ani-XO2 = a∆Ecat-XO2 + b∆Eani-XO2 + c∆EIL                          (5) 

Parameters a, b and c were estimated through statistical fits at each theoretical level, Tables 2 

(CO2) and 3 (SO2). RMSD and R2 values (between ∆Ecat-ani-XO2 estimated through Eq. 4 

against binding energies from quantum chemistry calculations at the same level) have been 

also collected. Most methods yield parameters a ~ 0, and c ~ 1, while b is much larger than a. 

These results are in agreement with conclusions from previous sections, i.e.  cation-anion 

interactions are not importantly affected by gas molecule (c ~ 1), and anion-XO2 interactions 

are the main force in acid gas capture by ionic liquids (a ~ 0). Following the aim of obtaining 

simple relationships, we repeat the statistical fit according to eq. 6: 

∆Ecat-ani-XO2 = b∆Eani-XO2 + ∆EIL                                                 (6) 

where it is assumed that the interaction between both ions is not affected in presence of 

CO2/SO2 molecule (c=1), and anion-XO2 interactions are the main parameter related with gas 

capture efficiency at the molecular level (a=0).  Eq. 6 allows estimating ∆Ecat-ani-XO2 only 

through the optimization of anion-XO2 and cation-anion systems, which is useful for the 

rational design of ILs for acid gases capture, Tables 2 and 3.  On average, selected methods 
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led to RMSD = 0.25 Kcal mol-1 / 0.71 Kcal mol-1 and R2= 0.9596 / 0.7734 for CO2 / SO2 

capture, which could be considered as reasonable values because of the diversity in the 

chemical structure of selected ILs (e. g. ∆Ecat-ani-XO2 are ranged between 80 and 130 Kcal mol-

1). In spite of the pivotal role of anions for acid gas capture, the quality of the reported fits is 

lower for SO2 than for CO2 capture, which points out to factors such as cation-gas interactions 

or weakening of cation-anion interactions also influencing acid gases capture. Therefore, 

simple relationship (as those defined by Eq. 6) could be very useful in the rational design of 

task specific ionic liquids for acid gas capture. For example, the general trends for big 

families of ILs could be analyzed only based on the study of anion-XO2 and anion-cation 

systems, avoiding the study of IL-XO2 systems (which would need the largest computational 

effort).  

The analysis of parameter b estimated at each theoretical revel could be also used for 

the assessment of DFT methods and of the trends followed by the studied ILs. At MP2/aug-

cc-pvDZ reference level, b = 0.87 / 0.77 for CO2/SO2 capture. In combination with 6-31+G** 

basis set (although similar conclusions may be inferred for any basis set). PBE and BLYP 

functional pure functionals provide b = 0.18 / 0.75 and 0.24 / 0.50, while b = 0.66 / 0.74 and 

0.63 / 0.72 for hybrid functionals (PBE0 and B3LYP) for CO2/SO2.  For hybrid meta-GGA 

functionals, b lies between 0.83 and 1.11 / 0.94 and 0.96 for CO2/SO2. In general, the 

presence of HF contribution leads to growing b values, which is related with increasing 

contribution from ∆Eani-XO2 to the total ∆Ecat-ani-XO2 energy values. Similar conclusions are 

obtained for LC-PBEPBE (b = 1.02 / 1.01), CAM-B3LYP (b = 0.90 / 0.94) and ωB97X (b = 

0.93 / 0.90) functionals. Dispersion corrected functionals also led to b ~ 1.0. In short, high HF 

contribution, long range corrections as well as D2 approach brings larger b values than MP2 

reference level. Despite the variation in b values, all selected methods yields acceptable fit 

results according to eq. 6. Therefore, any of the studied DFT methods in this work could be 

used to study the trends between different ionic liquids. As example, Fig. 14 displays ∆EIL and 

∆EIL-XO2 values estimated for each selected method in combination with aug-cc-pvDZ basis 

set (similar qualitative profiles are obtained for Pople’s basis sets). In general, BLYP and HF 

methods provide the lowest binding energy values, although BLYP/aug-cc-pvDZ led to some 

negative ∆EIL-XO2 values. The largest difference between selected DFT methods and MP2 

reference level are noted for ∆EIL-SO2 values, concretely for IL 40-54 (which are based on 

imidazol cation paired with [SCN]-, [DCA]- or halides anions). Nonetheless, the studied DFT 

methods yielded the same profile with low RMSD values for the whole set of ILs (Fig. 11). 
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HF method provides the largest deviations from reference level both in energy values and 

patterns.  

ωB97XD functional fulfils two basic requisites for an adequate treatment of acid gases 

capture by ILs at the molecular level: i) long range corrections, providing suitable charge 

transfer description (from the anion to the cation or from the anion to the XO2 molecule), and 

ii) the use of dispersion corrections, which also brings an improvement on the description of 

ion-XO2 interactions. Moreover, dispersion corrections also provide a proper treatment of 

other relevant interactions for certain types of ions  such as alkyl-alkyl side chain interactions 

or π-π stacking between aromatic ions. This functional was also able to provide low RMSD 

values for modest basis set such as 6-31+G**.  

The suitability of the studied ILs for acid gas capture is analyzed using ωB97XD/6-

31+G** level (Fig. 15). The comparison of calculated  binding energy values with 

experimental data was done using  IL 22 ([EMIM][NTf2]), which was selected because of its 

CO2 capture performance demonstrated experimentally.14 IL 22 yields ∆EIL = 79.04 Kcal mol-

1, while ∆Ecat-ani-CO2 = 81.08 Kcal mol-1 and ∆EIL-CO2 = 2.04 Kcal mol-1. This energy could be 

considered as a low limit, from which higher values would be adequate to provide high gas 

affinities. Based on our results, most of the ILs studied in this work could be considered as 

candidates for acid gases capturing purposes with improved efficiencies. ILs 14 

([EMIM][Et2PO4]), 19 ([EMIM][Ac]), 34 ([B4MPy][NTf2]), 37 ([HMIM][SO3CF3]), 41 

([EMIM][DCA]) and 46 ([EMIM][Cl]) yielded high binding energies for both CO2 and SO2 

gases, and thus, they could be used for the simultaneous capture of both acid gases. Further 

studies should be adequate to elucidate the most suitable ion combinations for obtaining high 

binging energies. Nevertheless, the suitability of any IL for capturing acid gas with 

technological applications also depends on other properties related with the macroscopic 

fluids' behavior such as melting point, density, viscosity or diffusion coefficients as well as 

the effect of absorbed gases on these properties, which is far from the aim of this paper. 

Nevertheless, the selection of ILs with high gas affinities through DFT could be the first step 

in the rational design of IL for acid gases capture purposes.  

4. CONCLUSIONS 

In this paper, we assess the performance of a range set of several density functional 

methods to study binding energies related with acid gas capture (CO2 and SO2) by ionic 

liquids (ILs). Different approximations such as pure GGA (PBE and BLYP), hybrid meta-

GGA (M06, M06-2X and M06-HF), long range corrected (LC-PBEPBE, CAM-B3LYP, 

ωB97X) and dispersion corrected (PBE-D2, B3LYP-D2 and ωB97XD) functionals, as well as 
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HF and MP2 methods were also applied. Thus, the performance of 15 different methods in 

combination with four basis sets (6-31G*, 6-31+G**, 6-311+G** and aug-cc-pvDZ) was 

evaluated based on MP2/aug-cc-pvDZ reference values for a set of 54 ILs. There are key 

factors in the study of gas acid capture by ILs at the molecular level: i) cation-anion 

interactions (which are the greatest contribution); ii) cation-XO2 interactions; iii) anion-XO2 

interactions. Hence, binding energies of cation-anion interacting pairs as well as IL-CO2 and 

IL-SO2 systems were calculated.  Our simulations have shown that an appropriate description 

of charge transfer process (from the anion to the cation and from the anion to gas molecule as 

well) are adequate for the study of cation-anion and anion-gas interactions. Thus, ωB97X 

ωB97XD functionals provide RMSD in the low range in comparison with other stand 

functionals. Even though, any of the studied DFT methods in this work could be used to study 

the qualitative trends between different ionic liquids. In our opinion, although ωB97XD did 

not yield the lowest deviation, this functional fulfils two basic requisites for an adequate 

treatment of acid gases capture by ILs at the molecular level: i) long range corrections, 

providing suitable charge transfer description, and ii) the use of dispersion corrections, which 

also brings an improvement on the description of ion-XO2 interactions. This functional was 

also able to provide low RMSD values for modest basis set such as 6-31+G**. In addition, 

dispersion corrections are also adequate for a proper treatment of other relevant interactions 

for certain types of ions such as alkyl-alkyl side chain interactions or π-π stacking between 

aromatic ions, which play an important role in the IL bulk.  

Finally, useful relationships between cation-anion, anion-XO2 interactions and IL-XO2 

binding energies were also developed. The obtained correlations show the pivotal role of 

anion-XO2 interactions in the acid gas capture by ionic liquids. Thus, based on the simplest 

relationship, the gas capture efficiency could be study gas only through the optimization of 

only cation-anion and anion-XO2 systems. This is a useful result for the rational design of ILs 

for acid gases capture through screening process avoiding the optimization of cation- XO2 and 

IL- XO2 systems.  
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Table 1. Selected family of ionic liquids studied in this work. 

numbering cation anion labeling 

1 1-ethyl-3-methylimidazolium tetrafluoroborate [EMIM][BF4] 
2 1-butyl-3-methylimidazolium tetrafluoroborate [BMIM][BF4] 
3 1-hexyl-3-methylimidazolium tetrafluoroborate [HMIM][BF4] 
4 1-methyl-3-octylimidazolium tetrafluoroborate [OMIM][BF4] 
5 1-butylpyridinium tetrafluoroborate [BPy][BF4] 
6 1-butyl-3-methylpyridinium tetrafluoroborate [B3MPy][BF4] 
7 1-butyl-4-methylpyridinium tetrafluoroborate [B4MPy][BF4] 
8 1-butyl-3-methylimidazolium hexafluorophosphate [BMIM][PF6] 
9 1-hexyl-3-methylimidazolium hexafluorophosphate [HMIM][PF6] 
10 1-methyl-3-octylimidazolium hexafluorophosphate [OMIM][PF6] 
11 1-butylpyridinium hexafluorophosphate [BPy] [PF6] 
12 1-butyl-3-methylpyridinium hexafluorophosphate [B3MPy][PF6] 
13 1-butyl-4-methylpyridinium hexafluorophosphate [B4MPy][PF6] 
14 1-ethyl-3-methylimidazolium diethylphosphate [EMIM][Et2PO4] 
15 1,3-dimethylimidazolium dimethylphosphate [DMIM][Me2PO4] 
16 choline dihydrogenphosphate [CH][H2PO4] 
17 1-ethyl-3-methylimidazolium ethylsulfate [EMIM][EtSO4] 
18 1-ethyl-3-methylimidazolium hidrogensulfate [EMIM][HSO4] 
19 1-ethyl-3-methylimidazolium acetate [EMIM][Ac] 
20 ethylammonium nitrate [EtNH3][NO3] 
21 triethylsulfonium bis[(trifluoromethyl)sulfonyl]imide [Et3S][NTf2] 
22 1-ethyl-3-methylimidazolium bis[(trifluoromethyl)sulfonyl]imide [EMIM][NTf2] 
23 1-methyl-3-propylimidazolium bis[(trifluoromethyl)sulfonyl]imide [MPIm][NTf2] 
24 1,2-dimethyl-3-propylimidazolium bis[(trifluoromethyl)sulfonyl]imide [DMPIm][NTf2] 
25 1-butyl-3-methylimidazolium bis[(trifluoromethyl)sulfonyl]imide [BMIM][NTf2] 
26 1-butyl-2,3-dimethylimidazolium bis[(trifluoromethyl)sulfonyl]imide [BDMIM][NTf2] 
27 1-hexyl-3-methylimidazolium bis[(trifluoromethyl)sulfonyl]imide [HMIM][NTf2] 
28 1-allyl-3-methylimidazolium bis[(trifluoromethyl)sulfonyl]imide [AMIM][NTf2] 
29 1-methyl-1-propylpyrrolidinium bis[(trifluoromethyl)sulfonyl]imide [MPPyr][NTf2] 
30 1-butyl-1-methylpyrrolidinium bis[(trifluoromethyl)sulfonyl]imide [BMPyr][NTf2] 
31 1-methyl-1-propylpiperidinium bis[(trifluoromethyl)sulfonyl]imide [MPPipe][NTf2] 
32 1-butylpyridinium bis[(trifluoromethyl)sulfonyl]imide [BPy][NTf2] 
33 1-butyl-3-methylpyridinium bis[(trifluoromethyl)sulfonyl]imide [B3MPy][NTf2] 
34 1-butyl-4-methylpyridinium bis[(trifluoromethyl)sulfonyl]imide [B4MPy][NTf2] 
35 1-ethyl-3-methylimidazolium triflate [EMIM][SO3CF3] 
36 1-butyl-3-methylimidazolium triflate [BMIM][SO3CF3] 
37 1-hexyl-3-methylimidazolium triflate [HMIM][SO3CF3] 
38 1-methyl-3-octhylimidazolium   triflate [OMIM][SO3CF3] 
39 1-butyl-1-methylpyrrolidinium triflate [BMPyr][SO3CF3] 
40 1-ethyl-3-methylimidazolium thiocianate [EMIM][SCN] 
41 1-ethyl-3-methylimidazolium dicyanamide [EMIM][DCA] 
42 1-butyl-3-methylimidazolium dicyanamide [BMIM][DCA] 
43 1-butyl-1-methylpyrrolidinium dicyanamide [BMPyr][DCA] 
44 1-ethyl-3-methylimidazolium chloride [EMIM][Cl] 
45 1-butyl-3-methylimidazolium chloride [BMIM][Cl] 
46 1-allyl-3-methylimidazolium chloride [AMIM][Cl] 
47 1-ethyl-3-methylimidazolium bromide [EMIM][Br] 
48 1-butyl-3-methylimidazolium bromide [BMIM][Br] 
49 1,3-dimethylimidazolium iodide [DMIM][I] 
50 1-ethyl-3-methylimidazolium iodide [EMIM][I] 
51 1-methyl-3-propylimidazolium iodide [MPIm][I] 
52 1-butyl-3-methylimidazolium iodide [BMIM][I] 
53 1-hexyl-3-methylimidazolium iodide [HMIM][I] 
54 1-allyl-3-methylimidazolium iodide [AMIM][I] 
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Table 2. Results from the fit of ∆Ecat-ani-CO2 according to eqs. 5 and 6. 

  ∆Ecat-ani-CO2 = a∆Ecat-CO2 + b∆Eani-CO2 + c∆EIL ∆Ecat-ani-CO2 = b∆Eani-CO2 + ∆EIL 
   

a 

 

b 

 

c 

RMSD /  
Kcal mol-1 

 
R2 

 

b 

RMSD /  
Kcal mol-1 

 
R2 

PB
E

 6-31G* 1.30·10-9 0.11 1.01 0.15 0.9886 0.31 0.19 0.9821 
6-31+G** 5.04·10-9 0.22 1.02 0.16 0.9852 0.57 0.18 0.9823 

6-311+G** 4.95·10-9 0.30 1.04 0.13 0.9911 0.60 0.22 0.9745 
aug-cc-pvDZ 3.87·10-10 6.73·10-9 1.03 0.13 0.9921 0.39 0.17 0.9861 

B
LY

P 6-31G* 4.79·10-10 0.17 1.00 0.16 0.9870 0.20 0.17 0.9868 
6-31+G** 9.05·10-9 0.04 1.02 0.18 0.9811 0.34 0.24 0.9677 

6-311+G** 3.20·10-9 0.13 1.02 0.12 0.9920 0.53 0.14 0.9885 
aug-cc-pvDZ 1.30·10-9 2.33·10-9 1.04 0.15 0.9889 0.73 0.26 0.9677 

PB
E0

 6-31G* 3.70·10-9 0.15 1.02 0.16 0.9869 0.44 0.21 0.9754 
6-31+G** 4.42·10-9 0.20 1.03 0.15 0.9873 0.66 0.17 0.9829 

6-311+G** 7.95·10-9 0.09 1.04 0.13 0.9896 0.70 0.22 0.9719 
aug-cc-pvDZ 4.54·10-9 0.02 1.03 0.14 0.9903 0.54 0.17 0.9863 

B
3L

Y
P 6-31G* 3.53·10-9 0.15 1.01 0.16 0.9876 0.42 0.19 0.9823 

6-31+G** 4.12·10-9 0.68 0.99 0.14 0.9887 0.63 0.14 0.9887 
6-311+G** 4.06·10-9 0.53 1.01 0.12 0.9913 0.64 0.12 0.9912 

aug-cc-pvDZ 1.85·10-9 1.14 0.96 0.21 0.9795 1.13 0.23 0.9748 

M
06

 6-31G* 4.51·10-9 0.73 1.00 0.23 0.9699 0.80 0.23 0.9667 
6-31+G** 5.62·10-9 1.02 0.99 0.22 0.9670 0.92 0.22 0.9669 

6-311+G** 9.55·10-9 0.21 1.05 0.22 0.9664 0.88 0.23 0.9621 
aug-cc-pvDZ 0.99·10-9 1.52 0.92 0.22 0.9704 0.89 0.25 0.9626 

M
06

-
2X

 6-31G* 7.19·10-10 0.55 1.02 0.30 0.9453 0.79 0.30 0.9430 
6-31+G** 1.11·10-8 0.82 1.02 0.23 0.9615 1.11 0.24 0.9602 

6-311+G** 1.10·10-8 0.49 1.03 0.23 0.9618 0.90 0.23 0.9591 
aug-cc-pvDZ 2.07·10-7 0.51 1.02 0.21 0.9726 0.82 0.21 0.9718 

M
06

-
H

F 

6-31G* 7.00·10-9 0.25 1.04 0.32 0.9429 0.64 0.37 0.9258 
6-31+G** 1.85·10-8 0.39 1.04 0.26 0.9602 0.83 0.28 0.9536 

6-311+G** 1.00·10-8 0.29 1.05 0.25 0.9586 0.82 0.30 0.9410 
aug-cc-pvDZ 0.05·10-2 0.01 1.05 0.23 0.9850 0.25 0.54 0.9193 

LC
-

PB
EP

B 6-31G* 3.31·10-9 0.33 1.03 0.28 0.9572 0.77 0.31 0.9483 
6-31+G** 8.32·10-9 0.81 1.03 0.24 0.9642 1.02 0.24 0.9635 

6-311+G** 4.44·10-9 0.12 1.06 0.24 0.9610 1.00 0.28 0.9475 
aug-cc-pvDZ 1.92·10-9 0.04 1.05 0.24 0.9686 0.91 0.28 0.9577 

C
A

M
-

B
3L

Y
P 6-31G* 3.90·10-9 0.23 1.03 0.30 0.9552 0.58 0.35 0.9381 

6-31+G** 7.01·10-9 0.35 1.04 0.27 0.9592 0.90 0.30 0.9489 
6-311+G** 0.11 0.12 1.05 0.26 0.9596 0.93 0.34 0.9323 

aug-cc-pvDZ 1.46·10-9 0.04 1.04 0.23 0.9738 0.72 0.28 0.9591 

ω
B

97
X

 6-31G* 1.48·10-9 0.44 1.02 0.25 0.9610 0.75 0.26 0.9583 
6-31+G** 7.68·10-9 0.55 1.03 0.20 0.9705 0.93 0.21 0.9687 

6-311+G** 4.66·10-9 0.30 1.05 0.20 0.9687 0.92 0.21 0.9664 
aug-cc-pvDZ 1.96·10-10 0.15 1.04 0.18 0.9803 0.80 0.20 0.9769 

PB
E-

D
2 

6-31G* 1.06·10-9 0.22 1.03 0.21 0.9696 0.62 0.24 0.9617 
6-31+G** 3.96·10-9 0.21 1.07 0.26 0.9484 1.05 0.35 0.9064 

6-311+G** 2.53·10-9 0.04 1.06 0.19 0.9723 0.89 0.22 0.9621 
aug-cc-pvDZ 0.77 0.77 0.98 0.25 0.9591 1.14 0.29 0.9449 

B
3L

Y
P

-D
2 

6-31G* 1.05·10-9 0.49 1.02 0.23 0.9587 0.84 0.24 0.9555 
6-31+G** 6.77·10-9 0.82 1.02 0.23 0.9526 1.04 0.24 0.9520 

6-311+G** 1.06·10-9 0.24 1.06 0.21 0.9558 1.06 0.23 0.9495 
aug-cc-pvDZ 4.57·10-13 0.35 1.06 0.21 0.9649 0.81 0.29 0.9360 

ω
B

97
X

D
 

6-31G* 0.36 0.36 1.01 0.42 0.8829 0.83 0.44 0.8712 
6-31+G** 1.52·10-8 0.41 1.04 0.20 0.9686 1.05 0.22 0.9584 

6-311+G** 1.22·10-8 0.15 1.05 0.18 0.9707 1.02 0.23 0.9542 
aug-cc-pvDZ 1.17·10-9 0.09 1.04 0.17 0.9802 0.89 0.21 0.9682 

H
F 

6-31G* 8.96·10-9 0.22 1.03 0.17 0.9819 0.69 0.20 0.9757 
6-31+G** 1.23·10-8 0.43 1.02 0.14 0.9854 0.79 0.15 0.9841 

6-311+G** 1.31·10-9 0.09 1.04 0.20 0.9742 0.84 0.21 0.9701 
aug-cc-pvDZ 0.18 0.18 1.02 0.20 0.9760 0.77 0.24 0.9654 

M
P2

 6-31G* 7.60·10-9 0.17 1.03 0.20 0.9751 0.58 0.37 0.9180 
6-31+G** 8.16·10-9 0.43 1.03 0.23 0.9629 0.88 0.28 0.9459 

6-311+G** 4.12·10-11 5.61·10-10 1.05 0.16 0.9784 0.83 0.30 0.9275 
aug-cc-pvDZ 2.07·10-11 0.06·10-2 1.04 0.14 0.9859 0.87 0.17 0.9792 
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Table 3. Results from the fit of ∆Ecat-ani-SO2 according to eqs. 5 and 6. 

  ∆Ecat-ani-SO2 = a∆Ecat-SO2 + b∆Eani-SO2 + c∆EIL ∆Ecat-ani-SO2 = b∆Eani-SO2 + ∆EIL 
   

a 

 

b 

 

c 

RMSD /  
Kcal mol-1 

 
R2 

 

b 

RMSD /  
Kcal mol-1 

 
R2 

PB
E

 6-31G* 1.23·10-8 0.15 1.08 0.54 0.8969 0.67 0.62 0.8637 
6-31+G** 1.65·10-8 0.28 1.08 0.72 0.8318 0.75 0.77 0.8109 

6-311+G** 6.10·10-10 0.32 1.08 0.62 0.9370 0.77 0.66 0.8623 
aug-cc-pvDZ 1.21·10-8 0.17 1.09 0.63 0.8891 0.71 0.69 0.8670 

B
LY

P 6-31G* 1.17·10-8 0.23 1.05 0.46 0.9193 0.57 0.49 0.9085 
6-31+G** 1.56·10-8 0.33 1.06 0.48 0.9049 0.68 0.50 0.8949 

6-311+G** 1.11·10-8 0.60 1.01 0.60 0.8819 0.69 0.61 0.8814 
aug-cc-pvDZ 7.19·10-9 0.33 1.05 0.54 0.9080 0.64 0.56 0.9019 

PB
E0

 6-31G* 2.54·10-11 0.01 1.11 0.54 0.8864 0.79 0.71 0.8058 
6-31+G** 1.69·10-8 0.01 1.12 0.57 0.8697 0.74 0.72 0.7963 

6-311+G** 6.34·10-10 0.05 1.12 0.64 0.8545 0.75 0.74 0.8039 
aug-cc-pvDZ 4.19·10-11 0.01 1.12 0.57 0.8950 0.72 0.70 0.8375 

B
3L

Y
P 6-31G* 1.18·10-8 0.03 1.09 0.51 0.8959 0.67 0.61 0.8508 

6-31+G** 1.52·10-8 0.01 1.11 0.53 0.8814 0.72 0.63 0.8316 
6-311+G** 3.86·10-10 0.08 1.11 0.58 0.8705 0.75 0.65 0.8380 

aug-cc-pvDZ 5.66·10-10 0.01 1.10 0.60 0.8791 0.69 0.69 0.8431 

M
06

 6-31G* 1.11·10-13 7.39·10-13 1.14 0.61 0.8402 0.91 0.80 0.7205 
6-31+G** 2.85·10-11 0.01 1.16 0.56 0.8525 0.96 0.75 0.7376 

6-311+G** 6.81·10-11 0.01 1.16 0.58 0.8396 0.95 0.75 0.7360 
aug-cc-pvDZ 6.21·10-11 0.01 1.15 0.63 0.8507 0.90 0.79 0.7692 

M
06

-
2X

 6-31G* 2.13·10-8 0.52 1.13 0.63 0.8148 0.90 0.82 0.6877 
6-31+G** 1.24·10-10 0.01 1.16 0.62 0.8110 0.99 0.86 0.6330 

6-311+G** 1.61·10-11 0.01 1.16 0.65 0.7946 0.96 0.87 0.6306 
aug-cc-pvDZ 5.97·10-12 1.97·10-11 1.16 0.67 0.8115 0.93 0.89 0.6720 

M
06

-
H

F 

6-31G* 1.32·10-8 0.18 1.12 0.69 0.8213 0.85 0.87 0.7123 
6-31+G** 1.85·10-8 1.13 1.16 0.65 0.8318 0.94 0.92 0.6590 

6-311+G** 9.82·10-10 0.02 1.18 0.68 0.8104 0.95 0.94 0.6340 
aug-cc-pvDZ 5.97·10-5 5.97·10-5 1.15 0.72 0.8854 0.58 1.23 0.6655 

LC
-

PB
EP

B 6-31G* 4.32·10-9 0.07 1.14 0.58 0.8516 0.99 0.76 0.7405 
6-31+G** 8.98·10-10 0.17 1.12 0.58 0.8464 1.01 0.77 0.7252 

6-311+G** 2.78·10-9 0.19 1.12 0.55 0.8659 1.04 0.73 0.7670 
aug-cc-pvDZ 4.71·10-9 0.15 1.12 0.56 0.8773 1.01 0.75 0.7785 

C
A

M
-

B
3L

Y
P 6-31G* 5.81·10-9 0.09 1.12 0.60 0.8665 0.80 0.87 0.7184 

6-31+G** 3.40·10-9 0.16 1.13 0.55 0.8769 0.94 0.87 0.6960 
6-311+G** 8.28·10-9 0.12 1.14 0.59 0.8586 0.95 0.87 0.6937 

aug-cc-pvDZ 2.36·10-9 0.10 1.13 0.58 0.8875 0.86 0.87 0.7475 

ω
B

97
X

 6-31G* 2.29·10-10 5.0·10-4 1.05 0.53 0.8695 0.74 0.69 0.7752 
6-31+G** 5.0·10-4 5.0·10-4 1.15 0.51 0.8607 0.90 0.73 0.7207 

6-311+G** 3.19·10-10 3.40·10-10 1.15 0.46 0.8874 0.91 0.68 0.7517 
aug-cc-pvDZ 3.44·10-10 4.61·10-10 1.14 0.49 0.8924 0.84 0.71 0.7786 

PB
E-

D
2 

6-31G* 0.1593 0.1819 1.09 0.60 0.8377 0.80 0.71 0.7735 
6-31+G** 2.04·10-8 0.25 1.11 0.58 0.8392 0.91 0.69 0.7707 

6-311+G** 2.05·10-8 0.29 1.11 0.61 0.8465 0.90 0.69 0.8031 
aug-cc-pvDZ 1.12·10-8 0.20 1.11 0.62 0.8549 0.82 0.71 0.8140 

B
3L

Y
P

-D
2 

6-31G* 6.61·10-11 0.01 1.13 0.59 0.7945 0.89 0.76 0.6546 
6-31+G** 1.23·10-8 0.11 1.14 0.65 0.7659 0.96 0.79 0.6546 

6-311+G** 1.75·10-8 0.09 1.15 0.59 0.8102 0.97 0.73 0.7090 
aug-cc-pvDZ 0.02 0.02 1.14 0.61 0.8183 0.91 0.75 0.7226 

ω
B

97
X

D
 

6-31G* 0.05 0.05 1.12 0.63 0.7745 0.84 0.78 0.6595 
6-31+G** 1.27·10-11 0.01 1.14 0.54 0.8261 0.91 0.74 0.7790 

6-311+G** 4.19·10-10 9.34·10-10 1.16 0.50 0.8499 0.93 0.70 0.8062 
aug-cc-pvDZ 2.18·10-13 7.52·10-13 1.13 0.53 0.8618 0.85 0.72 0.8481 

H
F 

6-31G* 0.29 0.29 1.03 0.46 0.8882 0.63 0.50 0.6308 
6-31+G** 1.08·10-8 0.18 1.08 0.44 0.8454 0.69 0.49 0.8562 

6-311+G** 8.31·10-9 0.05 1.10 0.38 0.9117 0.73 0.46 0.8699 
aug-cc-pvDZ 4.04·10-9 0.02 1.10 0.37 0.9280 0.71 0.46 0.8857 

M
P2

 6-31G* 1.34·10-8 0.05 1.08 0.36 0.9179 0.80 0.44 0.8775 
6-31+G** 8.77·10-11 0.01 1.11 0.36 0.9072 0.89 0.47 0.8432 

6-311+G** 9.37·10-11 4.30·10-4 1.10 0.36 0.8692 0.87 0.42 0.8560 
aug-cc-pvDZ 5.77·10-15 9.45·10-12 1.08 0.42 0.8758 0.77 0.48 0.8399 
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Figure Captions. 

 

Fig. 1.  Chemical structure for the ions involved in the selected family of ionic liquids.  

 

Fig. 2. a) Average values of cation-anion binding energies (∆EIL,av) calculated at each theoretical level; b) RMSD 

of cation-anion binding energies; c) Effect of the functional over ionic liquid geometries.  

 

Fig. 3. Average values of cation-XO2 binding energies (∆Ecat-XO2,av): a) XO2 = CO2; b) XO2 = SO2  

 

Fig. 4.  RMSD of cation-XO2 binding energies: a) XO2 = CO2; b) XO2 = SO2. 

 

Fig. 5. Average values of anion-XO2 binding energies (∆Eani-XO2,av): a) XO2 = CO2; b) XO2 = SO2  

 

Fig. 6.  RMSD of anion-XO2 binding energies: a) XO2 = CO2; b) XO2 = SO2. 

 

Fig. 7.  RMSD of ion-XO2 binding energies 

 

Fig. 8. Average values of IL-XO2 binding energies estimated according to Eq. 2 (∆Ecat-ani-XO2,av): a) XO2 = CO2; 

b) XO2 = SO2  

 

Fig. 9.  RMSD of IL-XO2 binding energies estimated according to Eq. 2: a) XO2 = CO2; b) XO2 = SO2. 

 

Fig. 10. Average values of IL-XO2 binding energies estimated according to Eq. 3 (∆EIL-XO2,av): a) XO2 = CO2; b) 

XO2 = SO2  

 

Fig. 11.  RMSD of IL-XO2 binding energies estimated according to Eq. 3: a) XO2 = CO2; b) XO2 = SO2. 

 

Fig. 12.  RMSD of ∆EIL-XO2 binding energies 

 

Fig. 13. Effect of the functional over IL-XO2 geometries: a) XO2 = CO2; b) XO2 = SO2. 

 

Fig. 14. ∆EIL (up), ∆EIL-CO2 (middle) and ∆EIL-SO2 (bottom) for studied ILs calculated for different methods in 

combination with aug-cc-pvDZ basis set.  

 

Fig. 15. ∆EIL-CO2 (green) and ∆EIL-SO2 (red) for studied ILs calculated at ωB97XD/6-31+G** theoretical level.  

 

  

Page 25 of 40 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



26 
 

Cations 
1-Ethyl-3-

methylimidazolium 
[EMIM]+ 

N

N

 

1,3-Dimethylimidazolium 
[DMIM]+ 

 

N

N

 

1-hexyl-3-
methylimidazolium 

[HMIM]+ 

N

N

(CH2)5 

1-Methyl-3-
octylimidazolium 

[OMIM]+ 

N

N

(CH2)7 
 

1-butyl-3-methylimidazolium  
[BMIM]+ 

N

N

(CH2)3

 

 
1-methyl-3-propylimidazolium 

[MPIm]+ 

N

N

 

 
1-Allyl-3-methylimidazolium 

[AMIM]+ 

N

N

 

 
1-Butyl-2,3-

dimethylimidazolium 
[BDMIM]+ 

N

N

(CH2)3

 

 
1,2-Dimethyl-3-

propylimidazolium 
[DMPIm]+ 

N

N

 

 
1-Methyl-1-

propylpyrrolidinium 
[MPPyr]+ 

N

 

 
1-Butyl-1-

methylpyrrolidinium 
[BMPyr]+ 

N

 
 

1-Butylpyridinium 
[BPy]+ 

N

(CH2)3  

 
1-Butyl-3-methylpyridinium 

[B3MPy]+ 

N

(CH2)3  

 
1-Butyl-4-methylpyridinium. 

 [B4MPy]+ 

N

(CH2)3  
 

1-Methyl-1-
propylpiperidinium 

[MPPipe]+ 

N

 

 
Choline 
[CH]+ 

NHO

 

 
Ethylammonium 

[EtNH3]+ 

NH3
+
 

 
Triethylsulfonium 

[Et3S]+ 

S
 

Anions 
Tetrafluoroborate [BF4]- 

B

F

FF

F  

Diethylphosphate  [Et2PO4]- 

P

O O

O O  

bis[(trifluoromethyl)sulfonyl]imide  [NTf2]- 

N

S S F

F
F

F

F

F

O

O

O

O

 
 

Hexafluorophosphate 
[PF6]- 

P

F

FF

F

F

F

 

 
Dimethylphosphate 

[Me2PO4]- 

P

O O

O O  

 
Triflate  [SO3CF3]- 

SO O

O

F

FF

 
 

 
 

Dicyanamide [DCA]- 
N

C C

NN  
 

 
Acetate [Ac]- 

O

O

 

Dihydrogenphosphate 
[H2PO4]- 

P

O O

HO OH 

 
 

Cloride   [Cl]- 

 

Bromide  [Br]- 

 

Iodide   [I]- 

Thiocianate  
[SCN]- 

S N 
 

Ethylsulfate [EtSO4]- 

S

O O

O O 

Nitrate [NO3]- 

N

O

OO  

Hidrogensulfate [HSO4]- 

S

HO O

O O 

Fig. 1 
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Fig. 2 
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Fig. 3 
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Fig. 4 
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Fig. 5 
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Fig. 6 
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Fig. 7 
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Fig. 8 
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Fig. 9 
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Fig. 10 
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Fig. 11 
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Fig. 12 
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Fig. 13 
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Fig. 14 
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Fig. 15 
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