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Quantum Trajectory Monte Carlo Method for Study of Electron-
Crystal Interaction in STEM

Z.Ruan,® R.G. Zeng,® Y. Ming,>" M. Zhang,? B. Da,? S.F. Mao,® and Z.J. Ding®"

In this paper, a novel quantum trajectory Monte Carlo simulation method is developed to study electron beam interaction
with a crystalline solid for application to electron microscopy and spectroscopy. The method combines the Bohmian
quantum trajectory method, which treats electron elastic scattering and diffraction in a crystal, with a Monte Carlo sampling
of electron inelastic scattering events along quantum trajectory paths. We study in this work the electron scattering and
secondary electron generation process in crystals for a focused incident electron beam, leading to understanding of the
imaging mechanism behind the atomic resolution secondary electron image that has been recently achieved in experiment
with a scanning transmission electron microscope. By the method the Bohmian quantum trajectories have been calculated
at first through a wave function which is obtained by a numerical solution of the time-dependent Schrodinger equation with
a multislice method. The impact parameter dependent inner-shell excitation cross section then enables the Monte Carlo
sampling of ionization events produced by incident electron trajectories travelling along atom columns for excitation of high
energy knock-on secondary electrons. Following cascade production, transportation and emission processes of true
secondary electrons of very low energies is traced by a conventional Monte Carlo simulation method to present image
signals. Comparison of the simulated image for a Si (110) crystal with the experimental image indicates that dominant

mechanism of atomic resolution of secondary electron image is the inner-shell ionization events generated by a high energy

electron beam.

Introduction

With the development of probe-aberration correction
technology the electron probe size has been reduced to less
than 1 A. The fine probe size enables atomic resolution for many
probe-based imaging modes, such as, annular dark field imaging
and electron energy loss spectroscopy imaging, in a scanning
transmission electron microscope (STEM).2?2 It has been
reported only recently that an atomic resolution secondary
electron (SE) image can be obtained in an aberration corrected
STEM equipped with an SE detector above specimen.?* These
breakthroughs in resolution open new views of materials>; it is
thus extremely important to study the electron-solid interaction
at atomic scale in very details for quantitative interpretation of
electron microscopic image and energy spectra in experiments.

The theory of electron-solid
fundament for many material analysis techniques, such as

interaction is a vital

electron spectroscopy, diffraction and microscopy. The present
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computational methods for study of electron-solid interaction
can be divided into two categories, i.e. classical and quantum
mechanical. The conventional Monte Carlo simulation of
classical electron trajectories has been proven a powerful tool
for study of electron-solid interaction and SE generation in
amorphous solids.®® However, this classical modeling cannot
take the crystal structure information into account, resulting in
neglect of the electron coherent scattering, which is
indispensable in electron interaction with crystal. On the other
hand, quantum mechanical methods based on wave nature
description of particle, such as Bloch wave method® and
multislice method??, show great success in studying diffraction
effects!'. Unfortunately, considering the complexity of
calculation, it seems too difficult to include the electron
inelastic scattering and associated SE cascade process in these
quantum mechanical methods. Meantime, the particle
trajectory character with probability wave motion behavior has
been clearly demonstrated in the single electron buildup of an
interference pattern experiment!?. Although the classical
noncoherent and quantum mechanical methods have their own
applicable scopes, but a comprehensive theoretical
investigation of electron interaction with crystalline solid is
required to be able to represent the wave-particle duality
nature of microscopic particle. Such a theoretical frame can
then offer a physical picture of diffraction in terms of the
established classical trajectory picture intuitively.

This work aims to develop a new quantum trajectory
Monte Carlo (QTMC) method to study electron interaction with
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crystalline solid by combining a quantum trajectory method for
treating electron elastic scattering and diffraction with a
conventional Monte Carlo sampling of electron inelastic
scattering events along quantum trajectory path. The quantum
trajectory method, which was developed by de Broglie'® and
Bohm*1> can not only interpret quantum phenomena
accurately as in standard quantum mechanics, but also has the
ability to provide an intuitive physical picture based on classical
particle trajectory picturel®; therefore, it is suitable to
formulate a QTMC scheme for electron trajectory calculation.
The theory postulates coexistence of quantum wave and
particles with the particle position distribution governed by the
modulus squared of the wave function. The particle position
and momentum can be simultaneously determined from
solution of quantum Hamilton-Jacobi (HJ) equation. This
quantum trajectory theory has been successfully used to study
many quantum phenomena, such as tunneling mechanism??,
two-slit diffraction experiment!8, intense laser-atom physics'®
and electron diffraction in crystal?®®. By QTMC method the
quantum trajectories represent in nature the moving
directional change of electrons in elastic scattering with lattice
atoms during their propagation; in addition, electron inelastic
scattering and cascade SE’s production and transportation
processes have been integrated through a conventional Monte
Carlo sampling procedure. Considering the fact that SEs
contributing to the localized image signals should be initially
generated from inner-shell ionization events?!, then we have
introduced impact-parameter dependent ionization cross-
section to simulate high energy knock-on SEs excitation. The
hydrogenic model*? is used to describe the inner-shell
excitation based on wave mechanics for the hydrogen atom.
The successive cascade production of low energy SE signals,
which may destroy the local image information at atomic scale,
can be treated with a conventional Monte Carlo simulation
method.®

In this paper, firstly we have studied the wave function
propagation and the quantum trajectories in a Cu crystal for a
convergence coherent electron probe. An intuitive
interpretation of the electron diffration process in Cu crystal has
been performed by the obtained quantum trajectories. Then
simulation of atomic resolution SE imaging has been performed
for atom columns in a Si (110) crystal and compared with an
experiment. Many efforts have been put into exploration of
mechanism for atomic resolution SE imaging.*?32% Inner-shell
ionization for high energy SE production was proposed to be the
source for the atomic image contrast. However, actually what
they considered was the high energy knock-on SEs generated
right away from the inner-shell ionization with kinetic energies
above hundreds of eV, but not the true low energy SE signals
used in practical imaging, whose energies are only several eV as
in SEM. Not only the probe size but also the cascade process for
production of such low energy SE signals in a much wider spatial
region in the interaction range of the order of 100 nm
depending on electron energy and target density?>, had been
considered to destroy the local information in SE imaging, and,
thus the atomic resolution image would not be possible.
Therefore, in order to clarify the imaging mechanism the full
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description of the whole signal generation process should be
made by combing the inner-shell excitation of knock-on SEs
with cascade production of low energy SEs. For this, the present
QTMC modeling includes every experimental and physical
factor in SE generation, transportation and emission in a
crystalline solid. The quantum trajectories of primary electrons
in a Si crystal are calculated for a 200-keV coherent convergence
electron beam; the atomic resolution SE image of Si (110) lattice
has been obtained and compared with an experimental image,
which shows the Si dumbbells at spacing of 1.4 A.426

Quantum Trajectory Monte Carlo method

In our QTMC method, elastic scattering and diffraction events
for incident electrons are treated by Bohmian quantum
trajectory method, and, the inelastic scattering events along
quantum trajectory path are simulated by a conventional
Monte Carlo sampling technique. The modeling of SE image
signal forming process by the QTMC method is schematically
displayed in Fig. 1(a). In this scheme the simulation of atomic
resolution SE imaging is composed of two steps: The first step
deals with the high energy SE excitation in inner-shell ionization
events by the inelastic interaction of the fast incident electrons
with crystalline atoms, while the elastic interaction process
involving diffraction of incident electrons is treated by the
Bohmian quantum trajectory method. High energy SEs are
generated according to the cross section of inner-shell
ionization, which is dependent of the position of an moving
electron at its trajectory path. The second step handles the
cascade production and emission of low energy SEs by the
decay of high energy knock-on SEs; this SE diffuse and emission
process is studied with a conventional Monte Carlo method for
amorphous solid as schmatically shown in Fig. 1(b).

a convergent
electron probe

y SE emission

(a) cascade SE:
tonventional

Monte Carlo

high energy SE
generation:
inner-shell
primary ionization
electron
elastic scattering:
quantum trajectories

(b)

elastic (0.¢)
scattering

inelastic (AE,6,4)
scattering

Fig. 1 The illustration of quantum trajectory Monte Carlo (QTMC) method. (a) The SE
image signal forming process in crystalline specimen; (b) the conventional Monte Carlo
sampling for the SE transportation and cascade process.
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Quantum trajectory

According to the Bohmian quantum trajectory theory'#?>, the
wave function represents an objectively real field associated
with a set of trajectories of particles. Rewritting the wave
function (//(r,t) in the time-dependent Schrédinger equation
(TDSE), ih@l//(r,t)/ﬁt:(—hzvz/2m+V)w(r,t) , where V is the
external potential, in a polar form y/(r,t) =R(r,t)exp(i$(r,t)/h) ,
where R and S are real functions representing respectively
the amplitude and phase of wave function, the TDSE is
separated into real and imaginary parts; the two associated
equations are then obtained as,
os  (Vs) y_ VR
_at T 2m " 2m R
ot m
where 7 is the Planck constant and m the particle mass. Eq. (1)
is referred to quantum Hamilton-Jacobi (HJ) equation, which
differs from the classical HJ equation by only an additional
quantum potential term, —#*V’R/2mR , due to internal
quantum forces. As in the classical HJ theory, the velocity field
for Bohmian particle is defined as,
v:VS(r,t) LmV«//(r,t)
m m y(rt)
Then the quantum trajectory of the Bohmian particle associated
to a given quantum state can be calculated by integrating the
velocity field as,

, (1)

(2)

. (3)

r(t)=r, (t)+ [ (VS/m)t (4)

The methods for calculating the quantum trajectories are
classified into two catagories. One is to obtain S by directly
solving Eqgs. (1) and (2). The second-order derivatives of R and
S have to be calculated by these methods, which is quite
difficult at present.?’” The other one firstly derives the wave
function by solving the TDSE and the velocity field is then
obtained from wave function by Eq. (3). Because there are many
robust methods developed to solve the TDSE, such as split
operator method?®, multislice method?®, Bloch wave method3°,
the later catagory of methods is easier and more efficient in
simulation. In this study, we employ the multislice method,
which is popular used in studying wave function propagation in
crystal, to solve the TDSE and then calculate the quantum
trajectories from the obtained wave function.

To solve the TDSE in crystal, the crystalline potential for
electron scattering inside a crystal should be firstly given. For
most of inorganic crystals, the crystalline potential can be
approximated as the superposition of electrostatic potential of
single neutral atoms3?,

V()= S X4 (R, ),

where R, represents the coordinate of nth unitcell, and r, the

(5)

coordinate of jth atom in the unit cell. The electrostatic
potential of a single isolated atom, ¢(r) , can be obtained via
inverse Fourier transform of the atomic scattering factor.3?
The multislice approach can be used for studying the
electron scattering in crystal for a convergence coherent probe.

This journal is © The Royal Society of Chemistry 20xx
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The initial wave function can be described as a coherent sum of
plane waves, each having an appropriate phase relationship33,

y/p(r—ro):J.A(ku)exp(i;()exp[zmk”~(r—r0)+27rikzz]dkH, (6)
where A(k”) is the aperture function, r, the center of the beam
probe, k, the transverse component of each plane wave having
a wave length of 4, and y describes the phase change due to
the probe-forming lens.3*

Here, single-electron approximation is applied in the
present QTMC method, which is used for study of the electron-
crystal interaction in STEM, in which the incident electron
energy is such high, usually hundreds of keV, that exchange
interaction can be ignored®. However, this method can also be
improved to include the electron correlation. There are several
studies on a many-particle quantum system by using the
quantum trajectory method, taking account of correlation
interaction among electrons3%37,

Inner-shell and valence excitations

Besides elastic scattering along the quantum trajectory paths,
the incident electrons can also transfer energy to atoms in the
crystal if their trajectories are close enough to the atoms, and,
result in inner-shell excitation events. High energy knock-on SEs
generated in inner-shell excitation events, which are considered
as primary source of atomic scale SE imaging, are taking into
account in present QTMC modeling by sampling along the
quantum trajectory paths whenever the cross-section of inner-
shell ionization is given.

The hydrogenic model?? is utilized to present the impact
parameter dependent inner-shell ionization cross-section via
generalized oscillator strength (GOS). The double differential
inelastic cross-section for inner-shell ionization per atom is
given in the first Born approximation as3%,

doc e’ df (q,0)
dQd(AE)  EAE(67 +67) d(AE)

) (7)

where @ is scattering angle, dQQ=27sinddd the solid angle
interval, e the electron charge, E:thZ/Zm the kinetic energy
of a moving electron, AE =i the energy loss, 6, =ha)/2E , and
hq=hk\0*+6; the momentum transfer. df(q,®)/d(AE)
represents the GOS, describing the response of an atom for a
given energy- and momentum-transfer from an external source.
The impact parameter b can be estimated from the uncertainty
principle, AxAp~ %, where Ax equals to the impact parameter
b and Ap=7q is the momentum transfer. Rewriting Eq. (7) in
impact parameter representation gives3?,
d’c e''1 df
dbd(AE)  EAE b d(AE)

. (8)

To obtain the ionization cross-section, the impact parameter
dependent GOS should be calculated firstly. The simplest way
to estimate GOS is based on a hydrogenic model by solving the
Schrodinger equation,

(—hz/Zm)Vzw—(Zse2/47rgor)x//+E5x//:Etx// , (9)
where ¢, is the vacuum dielectric constant. For K-shell, as an
example, E, =AE—E, is the kinetic energy of the knock-on K-

shell electron, relating to the orbital binding energy E, and the
acquired loss energy AE from the incident electron. An
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effective nuclear charge Ze is used to describe a reduction of
nuclear charge by 1s electron as, Z,=Z-0.3. Outer electrons
are assumed to form a spherical shell of charge, reducing the
inner-shell binding energy by an amount of £ , so that the
observed binding energy is £, =Z’R—E, ?2°, where R=13.6 eV
is the Rydberg energy.

Defining two dimensionless quantities, k) =AE/Z’R—1
and Q =(qa,/Z,)’, then the GOS of K-shell electrons is given
as*o,

exp(—2/'/k,)

de _ 256AE(Q'+/<5/3+1/3) N m, k:,>0;
3

d(AE) ZfR2|:(Q'_k;+1)2+4kf,} exp(y), k2 <0.

(10)

In the above formula, fork’ >0, ﬂ’:arctan[ZkH/(Q'fk: +1)} ;
for k<0, y=—In[(Q'+1-K;+2Jk,[)/(Q'+1-K;=2[k,|) ] /[k -
The corresponding hydrogenic formulas have also been derived
for L-shell*¥*2 and M-shell*3. For L- and M-shells, we have used
formulas based on a modified hydrogenic model by adding an
empirical correction factor from the photon absorption data.*

Egerton et al.?2 have calculated K-shell photoabsorption
cross-section for several elements by a hydrogenic model and
compared with experimental data and Hartree-Slater
calculations; the results reveal that the hydrogenic model is
effective for description of inner-shell ionization. In the
following simulation of atomic resolution SE imaging for Si (110)
lattice, we have included electron excitations from K- and L-
shells. Fig. 2(a) shows the total ionization cross-sections, o, of
Si for K-, L1- and L 3-shells calculated by the hydrogenic model,
i.e. by integrating Eq. (8), where the ionization energies for K-,
L;- and L, 3-shells of Si are, respectively, 1839.0, 149.7 and 99.5
eV. They are found in good agreement with Casnati’s ionization
cross-section®®, which has been regarded as the best empirical
formula for inner-shell ionization cross-section. The impact
parameter dependent differential inner-shell ionization cross-
sections calculated for electron energy of 200 keV are shown in
Fig. 2(b). By the hydrogenic model there is a maximum
ionization probability when the impact parameter b is about
subangstrom distance away from an atomic nucleus. The inner-
shell ionization probability firstly increases with the impact
parameter and then decreases, indicating that the inner-shell
electrons are likely to be excited when the incident electrons
moving closer enough to the atoms.

In addition to inner-shell ionization, electrons also suffer
inelastic scattering due to valence electron excitation in a solid
with much higher probability but in much lower energy loss. In
a dielectric functional approach the overall differential cross-
section for electron inelastic scattering is given as,

At { -1 }1
= m -,
dodqg 7af |e(q,0)]q
where q, is the Bohr radius, 7w and %q are the energy loss
and momentum transfer from an electron with kinetic energy
E penetrating into a solid. Im{—l/g(q,a))} and £(q,0) are
respectively the energy loss function and the dielectric function
of solid. 4, is the electron inelastic mean free path calculated
by integration of Eq. (11). For calculating energy loss function,

(11)
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Fig. 2 (a) The ionization cross-sections of Si for K- and L;- and Lys-shells calculated by the
hydrogenic model (solid lines). The corresponding Casnati cross-sections*® for K- and
total L-shells (dashed lines) are shown for a comparison; (b) The impact parameter
dependent differential inner-shell ionization cross-sections of Si K- and total L-shells
under electron energy of 200 keV.

Penn’s extrapolation scheme?® is applied, using the optical data
compiled in a database®’.
elsewhere.®8

The simulation procedure for the generation of SEs from
inner-shell excitation in the QTMC model is illustrated in Fig.
1(a). An incident electron travels along a quantum trajectory
made of electron elastic scattering with atom lattice; once it
passes by a step length, s=—A InR, , where R €[0,1] is a

More details are described

uniform random number, an inelastic scattering event happens.
The type of inelastic event, either inner-shell ionization or
valence electron excitation, is sampled by the respective cross-
sections. The impact parameter dependent total ionization
cross-sections of K- and L-shells through integration of Eq. (8),
namely o, , o, and c,, . are used to determine inner-shell

excitation channel: if R, <o, 4

in 7

where R, is another random
number, then one K-shell electron is excited; similarly, one L;-
shell or L, 3-shell electron is excited if o,4, <R, <(o-,< to, )/1m or

(UK +o, )lm <R, < (UK +to,+o, )}L is satisfied

in

respectively.

Otherwise, when R2>(0K+0L1+0Ln)ﬂ, , it is the valence

electron excitation. For inner-shell excitation, the impact
parameter is obtained as the distance between the position of
the electron on the quantum trajectory and its nearest atom in
crystal, shown as b in Fig. 1(a). Other distant atoms can be
neglected due to the rapid decreasing behavior of ionization
cross-section with impact parameter shown in Fig. 2(b). The

This journal is © The Royal Society of Chemistry 20xx
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energy loss AE of the primary electron is decided by sampling
from the differential cross-section of Eq. (8) at the given impact
parameter b. The initial energy of the excited knock-on SE is
E,=AE-E,, and the initial moving direction is sampled
spatially uniform. For valence excitation, however, Eq. (11) is
used instead to sample the energy loss and hence the energy of
generated SE.° It should be noted that the experimental optical
data used in the dielectric functional approach includes also the
contribution from inner-shell ionizations; we have to remove
the inner-shell edges from experimental optical energy loss
function®® to avoid double counting of the ionizations.

Since the energy loss AE is comparatively small with
respect to electron energy E, the electron having suffered an
inelastic scattering and at an energy of E—AE is treated here to
move along the same quantum trajectory as at £ in order to
avoid the computational complexity. The primary electron
continues traveling along the quantum trajectory to enough
large depth and the information of all the excited SEs in the path
is recorded; these SEs are traced to go on the cascade SE
multiplication process by conventional Monte Carlo simulation
later.

Cascade SE generation

As schematically illustrated by Fig. 1(a), the position dependent
excitation probability enables the high energy knock-on SEs
generated in inner-shell ionization events to have their local
birth information embodied in the amount of knock-on SEs as a
dependence of the scanning position of incident beam. The high
energy SEs further transport in the crystal and produce a large
number of low energy cascade SE signals for imaging. In this
work, we have simulated this multiplication process of SE signal
production by a conventional Monte Carlo method, which has
been proved to be valid for SE study in previous works for
amorphous solids.®® In this classical Monte Carlo simulation,
the electron-solid interaction process is described by a series of
discrete and randomly sampled elastic and inelastic scattering
events, as schematically shown by Fig. 1(b), by neglecting the
interference effect of electrons in a crystal which is considered

to be negligible due to long wavelengths for very low energy SEs.

By this modeling, as a result of an electron inelastic scattering
event a loss energy is transferred from the moving electron to a
solid and to excite a low energy electron. A cascade production
of SEs continue until they either emit from surface or absorbed
in the sample by losing entire kinetic energy. Mott’s cross
section*® and dielectric functional approach*® are used to
describe the electron elastic scattering and inelastic scattering,
respectively.

Results and Discussion
Bohmian quantum trajectories

Quantum trajectory method has been applied to study the
channeling effect on electron diffraction in crystalline solid,
when a plane wave probe is used®°. In this work we will study
electron-crystal interaction in STEM, hence a convergence
coherent probe is used, as defined in Eq. (6). Firstly we have
calculated quantum trajectories for electron elastic scattering

This journal is © The Royal Society of Chemistry 20xx
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in Cu crystals for a convergence coherent probe at 100 keV. The
crystal potential of Cu single crystal with a lattice constant of
0.36 nm is constructed from the complex atomic scattering
factors by Eq. (5). The electron wave function is computed by
solving TDSE via multislice method and the Bohmian quantum
trajectories are calculated by integrating the velocity field as Eqs.
(3) and (4), based on the obtained wave function.

Fig. 3(a) shows several three-dimensional (3D) quantum
trajectories in a Cu crystal for a convergent and coherent
electron probe as described by Eq. (6). 17 representative
electron probe landing sites at the specimen surface are
selected for illustration, as shown by the red points in Fig. 3(b).
Different propagation behaviors of electron beams landing at
different positions have shown that the interaction between
electrons and atom column modulates electron trajectories in
such a way that the beam tends to move along atom columns.
The similar calculation is performed for a Si crystal, shown by
Fig. 4, for the subsequent simulation of atomic resolution SE
imaging. For better visibility, we only demonstrate quantum
trajectories at 13 representative electron probe landing sites,

-

e Pl
0.2 02

q

Fig. 3 (a) 3D quantum trajectories in a Cu crystal for a convergent and coherent
electron probe of 100 keV incident on the crystal surface at representative landing
sites. It is shown 25 quantum trajectories in every electron probe; (b) schematic
diagram of 17 selected electron probe landing sites at the specimen surface indicated
by red points.

Fig. 4 (a) Several 3D quantum trajectories in Si (110) crystal for a convergent and
coherent electron probe of 200 keV incident on the crystal surface at representative
landing sites. It is shown 25 quantum trajectories in every electron probe; (b) schematic
diagram of 13 selected electron probe landing sites at the specimen surface indicated
by red points.

J. Name., 2013, 00, 1-3 | 5
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shown as the red points in Fig. 4(b). One can find that, when a
focused electron beam is incident near to an atom column,
most of electrons become being confined at the column center;
while the electron probes landing between two neighboring
atom columns will change their moving direction gradually by
the attraction of second layer atoms, leading to position
dependent image contrast production from inner-shell
ionization probability. In addition, there are some differences
found between quantum trajectories in Cu and Si crystals: the
quantum trajectories are focused along an atom column more
quickly in Si crystal than in Cu. For Cu, quantum trajectories
incident near to an atom column are focused well at a depth of
about 0.4 nm, but for Siitis reduced to less than 0.2 nm. For the
beam incoming between atom columns the quantum
trajectories are likely bent to the atom positions nearby during
the movement of electrons. Clearly, such distinct trajectory
behavior comes from the difference of crystalline potentials of
two specimen, which are made of atomic potential according to
crystalline structure as by Eq. (5); the magnitude and form of a
crystalline potential dominate electron elastic scattering and
diffraction in a crystal.

In order to see this more clearly, Fig. 5(a) presents two-
dimensional (2D) quantum trajectories in a Cu crystal in a cross
sectional plane; the Cu crystal potential in the corresponding
area is displayed in Fig. 5(b). The quantum trajectories in Fig. 5(a)
can be divided into three groups according to their propagation
characters in crystal. When the probe is landing at or quite near
to an atom column, the incident probe is quickly contracted by
the atom column to move along its center, forming a central
propagation channel. In such a short distance of the impact
parameter between electron trajectory and atomic nucleus,
incident beam has rather high inner-shell ionization probability
and high energy SEs are likely to be generated. In another group,
the incident electrons land just between two atom columns, e.g.
x=0.09 nm, the beam propagates almost straightly without
changing its moving direction and hence the probe size, forming
another propagation channel, the mid channel. Because the
electrons transport in this mid channel will locate in a much
farther distance to atoms than in the central channel the inner-
shell ionization is thus much less probable, considering the rapid
decreasing behavior of ionization cross section with increase of
impact parameter as shown by Fig. 2(b), particularly for K-shell.
The third group of electrons land between those of above two
groups; the corresponding quantum trajectories then gradually
come close to the atom columns after they travel a period of
distance inside the crystal; therefore, they can excite high
energy SEs at deeper depth under the surface than the first
group and the corresponding intensity of SE emission should be
smaller considering the exponential decay behavior of SE
emission with depth. Fig. 5(c) illustrates the quantum trajectory
behavior in a deeper depth region. Electron probe trajectories
in the central channel will gradually deviate from the atom
column axis after passing through a distance due to the slight
convergence angle, and the mid channel will be finally attracted
by an atom column. After all, the incident electron beam in a
convergent probe form will travel different paths inside the
crystal according to its landing position; the distance between

6 | J. Name., 2012, 00, 1-3
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Fig. 5 (a) 2D quantum trajectories of Fig. 3(a) in the x-z vertical cross sectional plane,
where the red arrow indicates the incident location of a convergent electron beam. (b)
corresponding intensity map of Cu crystal potential in the same plane as (a); (c)
quantum trajectories in an enlarged depth region for an electron probe of 100 keV
scanning across x-axis with step of 0.02 nm between (-0.18, 0.18) nm. It is shown 25
quantum trajectories in every electron probe.

the quantum trajectories and the crystal atoms will hence affect
the ionization cross-section of localized inner-shell electrons.
Obviously, the landing position on top surface atoms allows the
strongest SE generation and emission, while the position at
second layer atoms enables also strong SE generation but not
emission. Then the image contrast should depend on specimen
and many experimental parameters.

SE generation and emission

SE emission follows an exponential decay law in depth with a
typical emission depth about 1 nm; in our calculation Bohmian
quantum trajectories are traced up to a length of 1 nm, which is
considered appropriate for study of SE imaging. In order to
analyze the signal source of atomic resolution SE image, we
have recorded energy distributions of generated SEs in inelastic
scattering events inside Si bulk (Figs. 6(a) & 6(b)) and of emitted
SEs from the specimen surface (Figs. 6(c) & 6(d)). To illustrate
the signal contrast, two representative incident locations of a
200 keV electron beam are shown: for the beam incoming along
an atom column and landing on the specimen surface of point
A shown in Fig. 4(b) (Figs. 6(a) & 6(c)), and for the beam
incoming between atom columns and landing on the specimen
surface of point B (Figs. 6(b) & 6(d)). In each figure of Fig. 6, we
compare the contribution from the directly generated SEs by
primary electrons (dotted lines) with that from the cascade SEs
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Fig. 6 Simulated energy spectra of SEs for a 200 keV electron incident into Si (110)
surface: (a) and (c) for the beam incoming along an atom column and landing on the
specimen surface of point A, shown in Fig. 4(b), with the coordinate of (-0.19, 0.27) nm;
(b) and (d) for the beam incoming between atom columns and landing on the specimen
surface of point B, shown in Fig. 4(b), with the coordinate of (0, 0.27) nm. (a) and (b)
SEs at birth where the energy is referenced to bottom of Fermi energy; (c) and (d) SEs
emitted from specimen surface where the energy is referenced to vacuum level.
Dotted line stands for SEs directly generated by incident electrons in inelastic scattering
events and solid line for SEs generated by cascade SEs. The insets show the intensity in
linear scale.

in their cascade multiplication process (solid lines). It can be
seen that the directly generated SEs by primary electrons
present features around 500 and 100 eV, representing the K-
and L-shell excitations respectively, when electrons are incident
into the sample along an atom column (Fig. 6(a)). They are
clearly the high energy knock-on SEs generated in these inner-
shell ionization events by electrons moving close to atoms,
while the main peak around 20 eV is certainly due to valence
electron excitation. A strong SE peak observed at several eV
above vacuum level (Fig. 6(c)), which affords the true image
signals detected in a microscope, is seen to be made of valence
excitations partially by primary trajectories but dominantly by
cascade knock-on SEs. In contrast, when the incident beam
lands on the surface and goes into the solid in a far distance
from atom columns (Fig. 6(b)) there is no K-shell excitation and
L-shell excitation feature is lower than the case of Fig. 6(a) by
more than a half quantity, which can only be observed in the
logarithmic plots but not in the insets for the linear plots when
comparing Figs. 6(a) and 6(b). It is such a small quantity of high
energy SEs produced in inner-shell ionizations that is
responsible for the large difference on the quantity of low
energy cascade SEs. Therefore, without this extra part of
cascade SE multiplication in generation for the beam going into
solid between atom columns the final SE emission intensity
contributed from cascade multiplication has only about half
value in Fig. 6(d) as compared in Fig. 6(c), forming only the
image background intensity while those extra cascade SEs
generated by high energy knock-on SEs for the beam going into
solid along atom columns provide the true image signals. It is
therefore clear that the cascade multiplication process plays a
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key role in the atomic resolution SE imaging and cannot be
neglected in any such atomic resolution SE imaging simulation.

Atomic SE imaging of Si crystal

As an application, the present QTMC method is used for study
of atomic resolution SE imaging simulation. The breakthrough
in SE image resolution challenges the traditional understanding
of SE imaging mechanism, which has been considered to be
attributed to the delocalized valence electron excitations,
either as single electron excitation or through decay of bulk
plasmon excitation. The simulation has been performed for a Si
(110) crystal in order to compare with experimental observation.
The crystal structure is illustrated in Fig. 7(a). A convergent
electron probe is normally focused at (110) surface; along the
probe incident direction, defined as z-axis, it is a double-layer
structure. The crystal potential is constructed through Eq. (5) by
using Si potential parameters3!. Fig. 7(b) displays x-y plane
projection of the crystal potential maximum; in the subsequent
calculation we have selected a smallest repeatable unit, shown
by the red box in Fig. 7(b), as the region of interest (ROI),
considering the periodical feature of the crystal specimen. The
specimen of 5 nm thickness, which is enough thick for SE signal
emission, is considered in calculation. We have considered
inner-shell ionizations of Si K-, L1- and L, 3-shells, in addition to
valence excitations specified by dielectric functional formalism,
Eq. (11). The primary electrons and excited electrons will travel
in the crystal until they are absorbed, or penetrated from the
bottom surface or emitted from the incident surface of the
specimen. The SEs emitted from the specimen surface with
their energies lower than 50 eV are collected as the signal for SE
imaging when primary electron beam scanning over the
specimen surface. Our simulation has assumed the following
microscope parameters: a probe accelerating voltage of 200 kV,
an aperture of 18 mrad, electron-source energy spread of 0.35
eV, a chromatic aberration coefficient of 1.0 mm, a spherical
aberration coefficient of 0.0 mm and a defocus of -50 nm.

The SE image simulated by the QTMC method is shown in
Fig. 8(a), where a periodic extension based on the selected ROI
in Fig. 7(b) is made to give this full image. The atom columns and
the double-layer structure of Si (110) crystal, as shown in

(a) a convergent (b)
electron probe

04 0.2 0.0 0.2 0.4
X (nm)

Fig. 7 (a) lllustration of the Si (110) crystal structure. The focused electron probe is
normally incident on the specimen surface. (b) The x-y plane projection of the crystal
potential maximum; the smallest repeatable unit, shown in the red box, is selected as
the ROl in the calculation.
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Fig. 8 (a) SE image of Si (110) crystal simulated by the QTMC method; (b) a
corresponding experimental SE image®.

Fig. 8(a), are clearly observed in the simulated SE images. Fig.
8(b) displays a corresponding experimental SE image* for a
comparison. We can see that the atom positions of the Si
dumbbell with a 1.4 A separation between two projected
neighboring Si columns in the simulated image agree well with
those in the experimental image. Since the signal-to-noise and
contrast in the original experimental image is rather low, we
then divide the whole image into identical regions, each
containg two dumbbells as shown by the red box in Fig. 8(b),
and add the signals in all these regions. After this noise
reduction treatment the experimental image is displayed in Fig.
9(a) to compare with the directly simulated image in Fig. 9(b).
The atom shape is close to be round in both simulated and
experimental images. The weak contrast difference bewteen
two atoms in the dumbbell shows a double-layer structure of Si
(110) crystal in the simulated image, indicating that the top
surface layer should give rise to stronger SE intensity mainly due
to the emission process but not to the generation process.
However, this contrast is hardly visible in the experimental
image most probably because of the noise in the signal
detection in experiment. Furthermore, the value of inelastic
mean free path A of low energy SEs in Eq. (11) also affect
theoretical image contrast through the dependence of emission
probability on depth.

In the above simulation we have assumed that all the
atoms in Si crystal are frozen at the crystalline sites. However,
in finite temperature atoms in a crystal vibrate around their
equilibrium sites by thermal activation. The thermal vibrations

8 | J. Name., 2012, 00, 1-3

Fig. 9 SE image of Si (110) crystal: (a) averaged image by summing the whole
experimental image signals over the periodic region shown by the red box in Fig. 8(b);
(b) simulated image by the QTMC method in a periodic region shown by the red box in
Fig. 8(a); (c) simulated image by including atomic thermal vibration.

are actually very important for STEM image simulation of
nanoparticles®. Here, we have taken into account of the atom
vibration effect in the SE imaging simulation via a simple
classical approach: the probability density function of the atom
positions obeys Gaussian distribution exp(—xz/Zﬂ)/W ,
and the mean square fluctuation of the distribution S is
determined by the entropy S(X)IS(O)—XZ/Zﬂ, which is the
expanding of S(X) and terms of up to the second order is
retained>2. The locations of ionization events or the birth sites
of high energy knock-on SEs also follow the distribution around
equilibrium positions; we can then approximate the simulated
SE image by a convolution of image in Fig. 8(a) with a two-
dimensional Gaussian function as most those low energy SEs
generated in valence excitation contribute only to the image
background and are set to intensity zero in Fig. 8(a). The
simulated SE image by QTMC after including the atom vibration,
shown in Fig. 9(c), presents blurred atom edges and shows more
close agreement with experimental image in Fig. 9(a).

Above treatment only approximates atom vibration effect
on electron inelastic scattering. A more accurate simulation
should also include the effect on electron elastic scattering
through electron thermal diffuse scattering (TDS) or electron-
phonon interaction. TDS has been included in a Monte Carlo
simulation of electron-solid interaction®® and can be also
included into the present QTMC method.

Conclusions

We have presented in this article a new computational method,
i.e. the quantum trajectory Monte Carlo (QTMC) simulation, to
study the electron interaction with crystalline solid at atomic
scale. The method combines Bohmian quantum trajectory
method for treating electron elastic scattering and diffraction in
a crystal with a conventional Monte Carlo sampling technique
of electron inelastic scattering along the trajectory. The
quantum trajectories in Cu and Si single crystals are calculated
to demonstrate the contraction to propagation along atom
columns for a convergent electron probe. The impact
parameter dependent cross section for inner-shell ionizations is
derived and introduced into the QTMC method to simulate
localized high energy knock-on SE generation. The further
cascade production of low energy SE signals is simultaed by a
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conventional Monte Carlo method. The signal analysis on the
simulated energy of SEs has indicated that the high energy
knock-on SEs generated in atomic inner-shell ionization by
incident electrons travelling along atom columns is the first
source of image contrast. We have performed simulation of
atomic resolution SE image for Si (110) crystal surface; the
simulated image agrees well with the experimental image to
show Si dumbbell. However, the simulated weak contrast
difference between dumbbell atoms in two different layers still
needs further experimental verification. This work has
quantitatively revealed that inner-shell ionization produced by
high energy incident electron beam is the dominate mechanism
for atomic resolution SE imaging by STEM. Our simulation
results clearly shows that, the high energy knock-on SEs
generated in atomic inner-shell ionization by incident electrons
travelling along atom columns should be the first source of
image contrast; the further cascade multiplication of low energy
SE signal production process plays a role for image contrast,
while this cascade process does not destroy the original local
information on atomic position. The SE signals are amplified in
number but reduced in their energy during the spatial diffusive
transportation and emission. In addition, it has been shown that
QTMC method is a powerful tool for study of the electron elastic
and inelastic scattering in crystalline solid. The optimum
experimental condition and/or the minimum beam accelarating
voltage required to produce the contrast may also be
quantitatively evaluated with this method.
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