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Abstract 

The computational elucidation and proper description of the ultrafast deactivation 

mechanisms of simple organic electronic units, such as thiophene and its oligomers, is 

as challenging as it is contentious. A comprehensive excited state dynamics analysis 

of these systems utilizing reliable electronic structure approaches is currently lacking, 

with earlier pictures of the photochemistry of these systems being conceived based 

upon high-level static computations or lower level dynamic trajectories. Here a 

detailed surface hopping molecular dynamics of thiophene and bithiophene using the 

algebraic diagrammatic construction to second order (ADC(2)) method is presented. 

Our findings illustrate that ring puckering has important role in thiophene 

photochemistry and that the photostability increases when going upon dimerization 

into bithiophene. 

Keywords: thiophene, bithiophene, surface hopping, ADC(2) 
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1. Introduction 

Owing to its prevalent role in biology and optoelectronics, organic photochemistry1,2 

has received considerable experimental and theoretical interest. Aided by theory, 

experimental data can now be interpreted in previously unrealized ways. Concepts 

such as electronic potential energy surfaces and conical intersections3 enhance 

understanding of phenomena that occur upon photoexcitation. Special attention has 

been devoted to the ultrafast deactivation mechanisms of small heteroaromatic 

molecules including pyrrole,4,5 furan,6,7 imidazole,8 as well as others. On one hand, 

such simple systems represent fundamental building blocks of many biomolecules in 

which excited state deactivation may play important biological roles.9 On the other 

hand, thiophene is the most illustrative molecular unit for optoelectronic 

applications;10,11 oligomers and polymers of this species dominate the field of organic 

electronics being utilized in solar cells,12,13 light emitting diodes,14,15 photoswitches16 

etc. It is the omnipresence of thiophene that has prompted fundamental research on its 

electronic properties, particularly on its excited states. 

The fact that thiophene is non-fluorescent has been known for some time.17 Ultrafast 

radiationless decay was confirmed by Weinkauf et al’s pump-probe experiments18 and 

interpretations by Marian et al.19 Their TDDFT (time dependent density functional 

theory) and DFT-MRCI (density functional theory – multireference configuration 

interaction) computations, indicated that a ring opening mechanism is responsible for 

the internal conversion from the excited to the ground state, where deactivation is 

succeeded by a final ring closure.19 In line with these results, surface hopping 
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molecular dynamics simulations by Cui and Fang20 initiated in the first singlet excited 

state (S1) and employing the complete active space self-consistent field method 

(CASSCF) implied that ring opening through C-S bond cleavage is the sole 

deactivation mechanism from the S1 state. Alternatively, Stenrup21 suggested that the 

ring puckering mechanism could play a role based on scans of the CASPT2 (complete 

active space perturbation theory of second order) potential energy surfaces. 

Deactivation through a ring deformation event is known from pyrrole and furan 

photochemistry,4,7 making it somewhat curious that such a mechanism was not 

previously identified for thiophene. Most recently, Fazzi and co-workers presented a 

nonadiabatic molecular dynamics of the excited states of thiophene (and 

oligothiophenes) using TDDFT.22 Whereas a relaxation process through the ring 

puckering mechanism was identified, these results are called into question owing to 

failures found in TDDFT spectra (e.g., spurious state inversion and excitation 

characters, wrong distribution of oscillator strengths and erroneous potential energy 

surfaces which are independent from the exchange-correlation functional used in the 

TDDFT computation).23,24 

Since a full reliable theoretical study of the photochemistry of thiophene and its 

related oligomers appears to be lacking, here, we provide a surface hopping molecular 

dynamics study of thiophene using the algebraic diagrammatic construction to second 

order25,26 (ADC(2)) method. Our findings verify that the ring puckering process 

indeed does play a critical role in the deactivation process, even when dynamic 

simulations are initiated on the S1 potential energy surface. This mechanism operates 
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on the same timescale as the ring opening mechanism, making experimental 

distinction more difficult. As opposed to CASSCF, which has the formal advantage in 

treating conical intersections, but misses essential dynamic correlation effects, ADC(2) 

is a correlated single-reference method. The method is sometimes seen as a “MP2 for 

excited states” and often considered as a compromise to EOM-CCSD in terms of 

accuracy vs efficiency for electronic-state calculations27 (for a detailed discussion on 

the ADC(2) formalism, the reader is referred to recent reviews28,27). ADC(2) has been 

successfully applied to an important number of molecular systems28-30 and, more 

specifically, for thiophene-based molecules.23,31,32 In the case of thiophene,23 ADC(2) 

reproduces the electronic state ordering given by CASPT2 at the ground-state 

geometry, while TDDFT suffers from its approximation and inverts the character of 

the first two electronic states. When it comes to excited-state properties and dynamics, 

ADC(2) is considered to be more robust than CC2 (approximate coupled cluster 

singles and doubles) as its eigenvalue problem is Hermitian.27,33,34 It is for example 

known that in the region of a conical intersection between excited states of same 

symmetry, CC2 excitation energies can become complex whereas ADC(2) behaves 

properly.27 ADC(2) (which formally scales as n5 with the number of orbitals) is 

therefore a method of choice for excited-state dynamics33,34 and has recently been 

combined with trajectory surface hopping, providing non-radiative decays for 9H-

adenine in good agreement with higher-level methods.33 

In contrast to thiophene, the photochemical processes of bithiophene have been 

examined only by static computations35-40 with the exception of the recent TDDFT 
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study of Fazzi and co-workers.22 In the present study, we find that bithiophene 

preserves the key features of thiophene photochemistry, including the ring opening 

mechanism. However, we also find the lowest singlet excited state to have a 

significantly increased photostability, which may be linked with the wide-ranging 

application of oligothiophenes in optoelectronic devices. In fact, the increased 

photostability of the singlet state points to the possibility of intersystem crossing, as 

suggested by earlier studies.17,38 

2. Computational details 

The ground state structures of thiophene and bithiophene and corresponding 

vibrational frequencies were obtained at the MP2/def2-TZVP41 level. Excited states 

were consistently computed at the ADC(2)/def2-SVPD42 level. Adiabatic excitation 

energies were computed by optimizing ground and excited state structures with the 

def2-SVPD basis set. The absorption spectra and the initial conditions for the 

nonadiabatic dynamics simulations of both systems were computed for geometries 

and nuclear momenta sampled from an uncorrelated Wigner distribution (0K),43,44 as 

implemented in Newton-X package.45 700 initial conditions (structures and momenta) 

were sampled for each compound from the Wigner distribution computed from 

harmonic vibrational frequencies in the ground state. For each structure, vertical 

excitation energies (the 5 lowest singlet states) and oscillator strengths were computed 

and the spectral transitions were broadened by Lorenzian with phenomenological 

broadening of 0.05 eV. The same set of initial conditions was used for the 

nonadiabatic ab initio dynamic simulations. With the assumption of the initial vertical 
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excitation, a swarm of trajectories was propagated in the excited states where nuclear 

motion was treated classically. Nonadiabatic effects were treated by Tully’s fewest 

switches surface hopping method46 with the decoherence correction (α =0.1).47 The 

microcanonical (NVE) framework was used. In total, 200 trajectories for thiophene 

with maximal time of 400fs and 100 trajectories for bithiophene with maximal time of 

500fs were computed, with a nuclear time step of 0.5fs. Due to methodological 

difficulties, i.e., the absence of nonadiabatic couplings between the ADC(2) excited 

states and their underlying MP2 ground state, the hopping to the ground state was not 

considered and all the trajectories were terminated after reaching the crossing point 

between the excited (running) state and the ground state.33,34 It is furthermore 

important to note that in Newton-X nonadiabatic couplings are not directly computed 

from the ADC(2) electronic wavefunction, but rather from a CIS-like reconstructed 

wavefunction. For more information about the ADC(2) based surface hopping, the 

reader can refer to ref. 33 and 34. 

All ADC(2) and MP2 computations were performed with Turbomole 6.5,48 employing 

the resolution of identity and frozen core approximations. The dynamic simulations 

were performed with the Newton-X software45 interfaced to the Turbomole 6.5 

program suite. Molecular structures were visualized with VMD 1.9.1 program.49 

Finally, due to the unavailability of spin-orbit coupling matrix elements at the ADC(2) 

level, the former were computed with TDDFT (PBE050/ZORA-DZP51), using the 

Zeroth Order Regular Approximation (ZORA) Hamiltonian,52 as implemented in 

Amsterdam Density Functional (ADF2013.01 release) program package.53,54,55 EOM-
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CCSD calculations for bithiophene were converged with jun-cc-pVTZ basis set56 with 

Gaussian09 program package.57 

3. Results and discussion 

3.1.Vertical Excitation Energies and Spectra 

Low-lying excited states of thiophene include two ππ* states (A1 and B2) which 

account for most of the absorption intensity and a slightly higher antibonding πσ* 

state (B1) responsible for the ring opening process. Achieving a balanced description 

of these states using electronic structure methods is not an easy task. In a recent 

letter23 we showed that CIS (configuration interaction singles) and TDDFT invert 

ordering of the two ππ* states. This is somewhat surprising for TDDFT, which is 

usually considered reliable for ππ* states. Nevertheless, standard functionals are 

unable to provide a picture comparable to reference wavefunction methods due to 

shortcomings affecting the treatment of both exchange and correlation. On the other 

hand, πσ* states (B1 and A2) have a pronounced diffuse character and can also been 

assigned as πσ* + Rydberg transition. A similar state exists in pyrrole causing the 

dissociation of the N-H bond,4 and its correct assignment was questioned in the 

literature.58 For a good description of such πσ* states basis set should contain at least 

few diffuse functions. In the present work, we use ADC(2) with a def2-SVPD basis 

set that satisfies this criterion. Although relatively small, this basis set yields results 

similar to larger basis sets, for a computational cost lower than a triple-zeta basis set. 

This is especially important in the context of nonadiabatic ab initio dynamics, which 
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relies upon a good balance between accuracy and computational efficiency. Table 1 

compares our vertical excitation energies with the reference results taken from the 

literature. The excitation energies to the triplet states are listed in the supporting 

information. 

Table 1. Comparison of vertical excitation energies (in eV) and corresponding 

oscillator strengths (in parentheses) obtained with ADC(2)/def2-SVPD and the values 

from the literature, as well as EOM-CCSD/jun-cc-pVTZ. Several numbers were not 

reported or did not converge (-). For details on the molecular geometries and basis 

sets used see the original articles. 

Thiophene A1(π2π4*) B2(π3π4*) B1(π3σ*) A2(π2σ*) A2(Ryd) 

ADC(2) 5.82(0.093) 6.23(0.112) 6.45(0.011) 6.60(0.0) 6.77(0.0) 

MS-CASPT221 5.85(0.067) 6.14(0.109) 6.57(0.0) 6.65(0.0) - 

EOM-CCSD59 5.78(0.081) 6.13(0.084) 6.33(0.013) 6.37(-) 6.19(-) 

DFT-MRCI19 5.39(0.114) 5.54(0.112) 5.86(0.004) 6.10(0.0) 5.88(0.0) 

Bithiophene B(π6π7*) A(π5π7*) B(π4π7*) A(π6σ*) B(Ryd) 

ADC(2) 4.59(0.445) 5.32(0.007) 5.47(0.146) 5.70(0.002) 5.80(0.002) 

EOM-CCSD 4.62(0.378) 5.38(0.006) 5.50(0.097) 5.67 (0.008) - 

SS-CASPT239 4.11(0.32) - 5.14(0.13) - - 

 

To gain a better insight into the character of the excited states listed in Table 1, the 

most relevant molecular orbitals are displayed in Figure 1. It is well known that the 

Hartree-Fock orbitals may significantly change their shape depending on the size of 
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the basis set,60 while the excitations can be expressed with a large number of orbital 

transitions having sizeable amplitudes. For that reason, we find more convenient to 

display transition natural orbitals, which better reflect the main character of the states. 

The natural transition orbitals are used here only in a qualitative way, but we notice 

that they were computed by neglecting correlation effects in the ground state and the 

double excitations in excited states. 

 

Figure 1. (Natural transition) orbitals involved in the lowest singlet transitions of a) 

thiophene and b) bithiophene (isovalue=0.04). 

For thiophene, a reasonable agreement is achieved between our ADC(2) vertical 

excitation energies, the CASPT2 results of Stenrup21 and the EOM-CCSD (equation 

of motion – coupled cluster singles doubles) of Holland et al.59 The Rydberg state (A2) 

is higher in energy with ADC(2), although this should have no effect on the dynamics 

in the low-lying states. The DFT-MRCI energies computed by Marian et al.19 are 

somewhat lower and closer to the experimental peak maxima measured at 
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5.2661/5.4862 eV for A1(ππ*) and 5.6461/5.9362 eV for B2(ππ*) state. However, it is 

known that vertical excitation energies should not be strictly compared to the 

experimental band maxima63,64 and this is especially true for thiophene, which is 

characterized by a strong coupling between the two ππ* states.19,21 Instead, a more 

suited comparison is achieved with the adiabatic (∆E0-0) excitation energies. In this 

respect, our ∆E0-0 energy for the A1 minimum (5.17 eV) agrees well with 

experiment65 (5.16 eV), and so does the CASPT2 result of Stenrup21 (5.12 eV), and 

the TDDFT+DFT-MRCI value of Marian et al.19 (5.16 eV) (zero point energy 

corrections are not taken into account in all three cases). Whereas our recent study 

demonstrated that TDDFT yields incorrect geometries,23 this issue was resolved by 

Marian et al.19 through imposing a symmetry constraint. The elusive B2(ππ*) 

minimum is a more intriguing question. For this state, the ∆E0-0 was never determined 

experimentally59 and no minimum was found at the CASPT2 level,21 implying that 

the B2 state is most likely unbound. Our ADC(2) computations support this view as 

no B2 minimum was located. The geometries resulting from TDDFT23 and CASSCF66 

optimizations are most likely spurious.  

The vertical excitation energies of bithiophene are also reported in Table 1. Good 

agreement was find between ADC(2) and EOM-CCSD results computed on the same 

geometry. The CASPT2 energies of Andrzejak and Witek39 are lower than our ADC(2) 

values. However, they correspond to the C2h symmetric structure whereas the true 

ground state minimum is not planar.67 Imposing planarity lowers the ADC(2) 

excitation energies to 4.34 and 5.45 eV for the two bright ππ*(B) states. It is not 
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surprising that the excitation energy of S1 decreases significantly upon planarization: 

the excited state gets stabilized (S1 has a planar minimum23) and the ground state 

destabilized. When converging our results further using a large basis set (aug-cc-

pVTZ68), the energies of 4.22 and 5.36 eV compare well with the CASPT2 values. 

Differences of 0.1-0.2 eV are within the accuracy of ADC(2), which has mean error 

of 0.22 eV.28 The S3 state (as well as S2) is rather sensitive to the perturbative double 

excitations as shown by the CIS/CIS(D) diagnostics.23 Given that ADC(2) treats the 

double excitations only approximately, the energy of the two states may be slightly 

overestimated. On the other hand, the CASPT2 excitation energies of the two bright 

ππ* states are anticipated to be highly sensitive to the active spaces, basis sets 

etc.35,37,39 Andrzejak and Witek39 demonstrated that earlier CASPT2 computations35,37 

were erroneously predicting the two states as quasi-degenerate, whereas the actual gap 

is as large as 1 eV when using large basis sets and a variety of active spaces. 

Finally, we show the absorption cross sections for both thiophene and bithiophene 

computed with the semiclassical Wigner distribution approach at the ADC(2)/def2-

SVPD level. The simulated spectra confirm that the band maxima are slightly red-

shifted with respect to the vertical excitation energies. The spectra were decomposed 

into contributions from different states, S1 (blue) and S2 (red) for thiophene, S1 (red) 

and S3+S4 (blue) for bithiophene. The color code is consistent with the one used in 

our previous study,23 and reflects the character of the ππ* states. The energy windows 

used for the sampling of the initial conditions of molecular dynamics simulations are 

also indicated.  
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Figure 2. Photoabsorption spectra computed from Wigner distribution of: a) thiophene 

and b) bithiophene at ADC(2)/def2-SVPD level. 

3.2 Excited State Dynamics of Thiophene 

In contrast to the earlier CASSCF surface hopping study,20 which was applied only 

from the first excited state, the present dynamics is initiated from both S1 and S2, 

which have comparable intensities (Figure 2a). Initial conditions were chosen 

randomly from the narrow energy windows approximately centered at the vertical 

excitation energies. A swarm of 100 trajectories was initiated from both states and 

nonadiabatic couplings were computed for the first four excited states. Since no 

couplings were computed between the ground (MP2) and excited (ADC(2)) states, the 

dynamics was terminated at the their crossing point. The sole consideration of the 

excited state dynamics suffices to identify the major deactivation paths. The main 

underlying assumption is that in the crossing region electronic population is 

transferred to the ground state while recurrences represent only a minor effect. Similar 

protocols were also adopted in earlier ADC(2)33,34 and TDDFT4,8 surface hopping 

studies.  
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Two internal conversion mechanisms characterize the thiophene photochemistry: the 

ring opening due to the CS bond cleavage and the ring puckering arising from the out-

of-plane distortions. The ring opening is favored and accounts for 83% and 70% of 

the deactivation pathways from S1 and S2 respectively, while the rest of the 

trajectories proceed via ring puckering. The energy profiles of four illustrative 

trajectories are shown in Figure 3, although alternative scenarii are possible. In Figure 

3a, the molecule is initially excited in the S1 state having a dominant π2π4* character. 

The trajectory evolves on the S1 potential energy surface, which eventually changes 

into π3π4* and π3σ* character. This is followed by the elongation of the CS bond 

distance and an increase of the ground state energy, which after an approximate total 

time of 80fs crosses the first excited state. More detailed analysis of this trajectory (as 

well as the one shown in Figure 3c) can be found in SI. The second trajectory (Figure 

3b) was initiated in the S2 state with a dominant π3π4* character. Surface hopping to 

S1(π2π4*) occurs around 15fs leading finally to the ring opening owing to the 

antibonding π3σ* nature of the S1 potential energy surface. Note that the major 

dynamical changes occur both nonadiabatically (i.e., surface hopping due to the 

strong nonadiabatic coupling) and adiabatically (i.e., within the same adiabatic state) 

by a change in electronic character. The latter suggests that the corresponding diabatic 

states are strongly coupled through nondiagonal matrix elements of the electronic 

Hamiltonian. Note however that in the present context the concept of diabatic states is 

used in a rather non-mathematical way to assign the main orbital configurations of the 

excited states. Akin to the first trajectory, Figure 3c shows a system evolving 
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adiabatically on the S1 potential energy surface. Initial π2π4* character changes into 

π3π4* leading to the ring puckered intersection with the ground state. The final 

structure is characterized by a deplanarized ring and a sp3 hybridization of the carbon 

atom adjacent to sulfur. The last example features several hops but the running state 

preserves the main π3π4* character. The trajectory ends with the ring puckering after a 

total time of roughly 100fs. Since the ring puckering occurs at the crossing between 

the π3π4* state (B2 irrep in C2v point group) and the ground state, it is not surprising 

that its probability increases for the trajectories initiated in the S2 state. However, the 

higher energy window, which is closer to the antibonding πσ* state, also facilitates 

ring opening. Overall, the deactivation is not strongly dependent on the initial 

excitation energies although puckering becomes more important at higher energies. 

The ultrafast decay was accomplished by all 200 computed trajectories within a time 

significantly shorter than the maximal time set to 400fs. 
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Figure 3. Energy profiles of the four trajectories following a,b) ring opening and c,d) 

ring puckering mechanism. Trajectories were initiated on a,c) S1 and b,d) S2 potential 

energy surface. The time evolution of the ground and four lowest excited adiabatic 

singlet states are displayed in color, whereas the running state is indicated in black. 

The energies are plotted relative to the initial ground state energy (0fs). Molecular 

geometries at the initial and final step of the dynamics are given for each trajectory. 

The Figures on the left are “adiabatic” while those on the right are nonadiabatic, i.e., 

with surface hops.  

Although specific trajectories may indicate possible relaxation paths that molecules 

can undergo, in surface hopping properties should be monitored over the full swarm 

of trajectories, which is expected to mimic the dynamics of a nuclear wavepacket 

(within a semiclassical approximation69). In Figure 4 we show a time evolution of the 

average CS bond lengths (as both CS bonds in thiophene can break) for trajectories 

initiated in each of the two states (S1 and S2). The final steps representing the crossing 

between the first excited and the ground states are given in black. In both cases, the 

initial elongation of the CS bond occurs already in the ππ* states owing to their nature. 

This motion efficiently couples with the higher πσ* state, resulting in the ultrafast 

decay of most of the trajectories before 100fs. The rest of the trajectories resists up 

several hundred femtoseconds. This observation is consistent with the earlier 

CASSCF dynamics20 where a time constant of 65±5fs was obtained for 80% of the 

trajectories. However, a non-negligible portion of the trajectories terminates with the 
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ring puckering, which is represented by the black dots in the lower part of the graphs. 

The timescales on which the two mechanisms operate are indistinguishable.  

 

Figure 4. Time evolution of the average CS bond lengths for trajectories initiated on 

the a) S1 and b) S2 potential energy surface. The steps of the nonadiabatic dynamics 

are represented by the red dots while the final points are marked in black. 

The out-of-plane motions of the hydrogen atoms next to sulfur (i.e., the δCCCH 

dihedral angle) can also distinguish the puckering from the ring opening and is chosen 

as another collective variable (the average value was considered for both H atoms). 

Figure 5 demonstrates how do the swarms split into two regions, representing two 

internal conversion mechanisms. The geometrical parameters of the CASPT221 

optimized S1/S0 conical intersections and S1 minimum are also plotted for comparison. 

The scattering of dots representing crossing points from the simulations is mainly due 

to the dynamical effects. As noted by Tully,70 the actual probability that an arbitrary 

trajectory will pass exactly through a conical intersection is equal to zero. The 

proximity of a conical intersection is more relevant as it represents the region of small 

energy splitting and large nonadiabatic couplings, resulting in a high probability of 

nonadiabatic transition. The intersection region seems to be qualitatively well 
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described by ADC(2). However, the ring opening appears at somewhat lower CS 

distances (~3Å) as compared to the optimized CASPT2 conical intersection (3.4Å; in 

Figure 3 only the average value is shown). Stenrup21 also reports a shallow minimum 

very close to the ring opened conical intersection, which we do not find at the ADC(2) 

level. Such discrepancies could be expected given that ADC(2) is not very accurate 

for distorted geometries close to the conical intersections with the ground state. The 

method lacks double excitations and is based on the MP2 single reference ground 

state. The latter aspect is illustrated by the rapid increase of the D1 diagnostic as the 

trajectory approaches the crossing with the ground state (see SI). The analysis of the 

D1 parameters also shows that in the course of the simulations, the molecule indeed 

spends most of the time in the region where the method is reliable. Out-of-plane 

distortions also play important role in the excited state dynamics of thiophene as 

indicated by the region with a high density of red points, which coincides with the 

nonplanar S1 minimum. Such motions also prompt ultrafast deactivation via ring 

puckering. Stenrup21 distinguishes two types of puckering, one mainly on the sulfur 

atom (CI b) and another on the carbon atom (CI c). The analysis of our geometries 

reveals that only several crossing points are associated with the conical intersection of 

the c type, while most of the structures resemble to the conical intersection of type b 

(see insets in Figure 3). Furthermore, we find another type of puckering where 

distortion occurs on C atom opposite to S, although the corresponding trajectory was 

not part of the original set of calculations (see SI). 
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Figure 5. Evolution of the average bond length distances and CCCH dihedral angles 

of all 200 thiophene trajectories. The steps of the dynamics are represented in red, 

while the final crossing steps are marked in black. The dihedral angle was redefined 

in the range between 0º and 90º. The structures associated with the CASPT2-

optimized conical intersections and S1 minimum were taken from the supporting 

information of reference 21 and are represented in blue. For comparison, the S1 

minimum obtained at the ADC(2)/def2-SVPD level is shown as a blue asterisk. 
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Figure 6. Time evolution of the average populations of the ground and first four 

singlet excited states for the trajectories started in a) S1 and b) S2 state.  

The average populations of the individual excited states shown in Figure 6, mirror the 

timescales on which the internal conversion processes occur. As noted earlier, it is 

assumed that the molecule will relax in the ground state after the crossing. For the 

first set of trajectories initiated in S1 (Figure 6a), the decay seems more complex than 

an exponential but the appearance of a small knee at around 100fs, might be due to a 

sampling issue. The overall decay time is nevertheless calculated from the population 

fitted to a single exponential function f(t)=exp[-(t-td)/te] where td is a latency time and 

te the exponential time constant. For the S1 dynamics td=18fs and te=93fs so that total 

time constant (td+te) is equal to 111fs. Based on both pump-probe photoelectron 

spectroscopy and theoretical modeling, the lifetime provided by Weinkauf et al.18 is 

expected to be in the 100fs regime, which is in line with our results. Note, however, 

that direct comparison is restricted since the experiment corresponds to an excitation 

to the lowest S1 vibrational level. The trajectories initiated on the second excited state 

(Figure 6b) are characterized by a rapid depopulation of S2 state occurring in 10fs. 

Fitting of the assumed S0 population to an exponential function leads to td=16fs and 
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te=57fs. The shorter total time constant is in line with the unbound nature of the B2 

ππ* state and the larger internal energy associated with the higher energy window.  

Overall, our dynamic picture complements the “static” computations of Marian et. 

al.19 and Stenrup.21 An obvious advantage of ab initio nonadiabatic dynamics is the 

unbiased exploration of the potential energy surfaces, the treatment of nonadiabatic 

effects and the insight into the timescales. The existence of the ring puckering 

mechanism is in major disagreement with the CASSCF surface hopping study of Cui 

and Fang,20 and the TDDFT dynamics of Fazzi et al.22 also predicted both 

mechanisms. At this point, it is hard to say why CASSCF differs, especially since the 

authors did not provide the corresponding excitation energies. However, results from 

the literature show that CASSCF can give various values, depending on the active 

space, basis set and other parameters. For instance, A1 and B2 states (ππ*) were found 

to be nearly degenerate in Ref 66, whereas in work of Roos et al.71 B2 state is placed 

1.7 eV above A1. Alternatively, Stenrup21 notices that CASSCF does not provide a 

balanced description of the two ππ* states and the perturbational correction is 

necessary.  

3.3 Excited State Dynamics of Bithiophene 

Despite the considerable interest in small oligothiophenes, the excited state dynamics 

of bithiophene was only studied experimentally,72,73 with the exception of TDDFT 

simulations mentioned previously.22 The lowest excited singlet state of bithiophene 

was shown to decay in a relatively long time (lifetime 51ps)73 and the population 
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transfer was attributed to an intersystem crossing (ISC) with an ISC rate of 0.99.73,17 

Note that the experiments17,73 were performed in dioxane and benzene. While several 

quantum chemical studies dealt with singlet and triplet excited states of 

bithiophene,17,36,37,74-76 the most recent one of Weinkauf et. al.38 (including 

oligothiophenes of chain lengths 2 to 6) attributes efficient intersystem crossing to 

transition from S1 state to the lower triplet state T2, which subsequently transfers its 

population to T1 state. We here compute the excited state dynamics of bithiophene by 

means of surface hopping trajectories. Our primary focus is the intrinsic (gas phase) 

dynamical properties of the singlet excited states, while the interplay with the triplets 

is only considered through single point computations. The full surface hopping 

dynamics including both singlet and triplet states, and the possibility of the singlet-

triplet transitions will be considered in future studies. One of the goals is to establish 

the similarity between the dynamics of thiophene to its simplest oligomer. As noted 

before, two bright ππ* (B) states dominate the low-energy photoabsorption spectrum 

of bithiophene, giving rise to two distinct peaks. Our simulations were initiated in 

both ππ* states. The initial conditions for the surface hopping dynamics from S1 were 

sampled from the lower energy window shown in Figure 2b. In contrast to thiophene, 

which experiences very fast deactivation, bithiophene S1 dynamics is substantially 

more stable. Out of 50 trajectories computed with a total time of 500fs and with 

nonadiabatic couplings between the first four excited states, 71% of the trajectories 

were stable, while the rest underwent a ring opening (see Figure 7a). We observed no 

equivalent of the ring puckering mechanism. In the illustrative trajectory (Figure 7a) 
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leading to the ring opening mechanism system remains in the same state for about 

400fs. A surface hopping to the antibonding πσ* state occurs after around 420fs, 

followed by a crossing with the ground state. The transition to the πσ* state is 

alternatively realized by an adiabatic change of character. The CS bond cleavage is 

therefore due to the lowering of the πσ* state from the higher energy manifold.   

 

Figure 7. a) A representative ring opening trajectory showing the time evolution of the 

ground and four lowest excited adiabatic singlet states. The running state is indicated 

in black. The energies are plotted with respect to the initial ground state energy (0fs). 

The molecular geometries at the initial and final step of the dynamics are shown. b) 

The time evolution of the average populations of the ground and first four singlet 
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excited states for the surface hopping dynamics of bithiophene initiated on the S1 

potential energy surface.  

Figure 7b shows that the dynamics is dominated by the S1 state, while the small 

population of S2 is mainly due to the hops to S2 in the ring opening type trajectories. 

Although our dynamics study is based on a relatively small number of trajectories and 

short simulation times, the rough estimate of the S1 lifetime is 1.8ps with a latency 

time of 0.1ps. This is certainly not in a good quantitative agreement with the 

experimental lifetime (51ps).73 At this stage, we cannot exclude that the ring opening 

is an artifact of our computations or that the solvent inhibits this process. TDDFT 

simulations22 similarly predict that small fraction of trajectories relaxes by CS bond 

cleavage. Nevertheless, the crucial finding is that bithiophene evolving in S1 is much 

more stable, which opens the possibility for an efficient ISC. The relative stability 

with respect to the internal conversion mechanisms may be attributed to the energy 

lowering of the S1 ππ* state (being even more pronounced for larger oligothiophene 

chains) implying that the respective dynamics is less affected by the higher manifold 

of states. Non-polar organic solvents typically stabilize S1 for 0.2-0.4 eV.38 In general, 

the absence of internal conversion is fundamental for any real-life optoelectronic 

applications, since conversion of (absorbed) energy into geometrical rearrangements 

such as bond breaking would be detrimental to the device. 
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Figure 8. a) Variation of the electronic energies of the four lowest triplet states of 

bithiophene (T1, T3, T4 gray, T2 black) for a representative trajectory evolving on the 

S1 (green) potential energy surface. The energies are plotted with respect to the initial 

ground state (red) energy. b) Histogram of the energy gaps between the four triplets 

and S1 state based on thousand steps taken from the trajectory in a). 

The energies of four lowest triplet states vary through the dynamics on the S1 (green) 

potential energy surface (Figure 8a). Evidently, the trajectory running in S1 

experiences multiple crossings with the T2 state (black). The role of the higher triplet 
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states is smaller but should not be disregarded. The distribution of Tx-S1 (x=1-4) 

energy gaps between the four triplets and S1 state (Figure 8b) shows that T2 has the 

largest overlap with S1. As S1 has a planar minimum, group theory restricts the spin-

orbit coupling matrix elements between S1 and T2 to be zero for the minimum 

geometry. Therefore, the out-of-plane motions could prompt singlet-triplet transitions, 

as noted before.38 Such motions are highly active during the S1 dynamics. The 

minimum ground state geometry exhibits large inter-ring dihedral angle (experimental 

148º,77 in this work 150º) and is slightly bent (molecule does not possess center of 

inversion). After vertical excitation to S1, which is characterized by a planar C2h 

minimum, the out-of-plane oscillatory motions become significant. Nevertheless, the 

truthful interpretation of the experimental observation would require additional 

excited state dynamic studies including spin-orbit couplings and environment effects. 

In the case of thiophene, the possibility of ISC was invoked by Marian et al.,19 

although it was considered less probable due to the ultrafast internal conversion paths 

and modest spin-orbit couplings.78 On the other hand, weak phosphorescence was 

experimentally detected79 (though not in another study18) and that question is certainly 

awaiting additional theoretical investigation. The development of surface hopping 

with states of different multiplicities is still at its infancy,80 but alternative schemes 

such as SHARC (surface hopping with arbitrary couplings) of Gonzalez et al.81 and 

generalized trajectory surface hopping of Cui and Thiel82 exist. One discouraging 

feature is that multireference methods might be overly expensive (and even 

challenging39) for bithiophene, and even more for larger oligomers. Computationally 
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cheaper correlated single reference methods such as ADC(2) represent an appealing 

alternative assuming that spin-orbit couplings will become available in standard 

quantum chemical codes. Here we only analyze several crossing points (S1-T2) for the 

trajectory shown in Figure 8a. Based on the approximate TDDFT method we 

computed spin-orbit coupling matrix elements in the range from 3 to 45cm-1, the latter 

values being sufficient for effective ISC over the long time. 

The final dynamic trajectories were initiated at the higher ππ* states (with the initial 

conditions randomly sampled from the window indicated in Figure 2). To ensure that 

the dynamics starts at the bright state, only the states with large oscillator strengths (f > 

0.05) were accepted as a proper initial condition. By applying this criterion, a total of 

50 trajectories were initiated in S2 (1), S3 (36), S4 (12) and S5 (1), with the number of 

respective trajectories indicated in parenthesis. The trajectories were propagated for 

500fs and nonadiabatic couplings were computed between first six excited states. As 

expected, the proximity of the πσ* state, results, for most of the trajectories (82%), in 

a relaxation to the ground state via ring opening. The rest populates S1 state and 

remains stable in the course of the dynamics. No analogue of ring puckering was 

found as for the lower energy window. It is also worth mentioning that the ring 

opening was observed almost exclusively (for both windows) for the breaking of the 

“inner” CS bond (next to the CC linker). This is consistent with the localization of the 

σ* orbital depicted in Figure 1b. Only a single trajectory initiated from the higher 

energy window experienced the dissociation through the “outer” CS bond, forming 

the less stable primary carbon radical. The fitting of the assumed ground state 
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population increase (Figure 9) through an exponential function leads to an effective 

time constant of 270fs, corresponding to an ultrafast deactivation process. Two 

trajectories were discarded from the analysis as they ended with a direct crossing 

between S2 and the reference state (S0), with S1 being below the reference state 

(ADC(2) is not reliable in the regions crossing the ground state). 

 

Figure 9. Time evolution of the average populations of the ground and first six singlet 

excited states of bithiophene for trajectories started at the higher energy window (see 

Figure 2). 

4. Conclusion 

The accurate theoretical description of the photochemical processes of thiophene-

based molecules may promote our ability to address the most relevant questions 

associated with applications in the field of organic electronics. We presented a 

detailed and comprehensive surface hopping molecular dynamics study of thiophene 

and bithiophene using the algebraic diagrammatic construction to second order 

method. Our results stress that the ring puckering mechanism plays a critical role in 
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the deactivation process from the S1 potential energy surface of thiophene. This 

mechanism operates on the same timescale as the more representative and previously 

identified ring opening process. In contrast, the ring opening was the only 

deactivation mechanism identified from the excited state dynamic trajectories of 

bithiophene. Furthermore, the lowest excited state of bithiophene was found to exhibit 

an enhanced photostability illustrated by a much longer lifetime. Our computations 

also illustrate that correlated single reference methods such as ADC(2) represent an 

appealing alternative to expensive quantum chemical methods as CASPT2, and has 

the potential to replace the often used, but more approximate, TDDFT, at least for the 

small and middle-sized molecular systems. 
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