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Abstract 

The molecular-scale understanding of the mechanism through which solvent interacts with the crystal 
surface during the crystal growth process is still a formidable challenge. The quantitative understanding at 
this end has a paramount interest in chemical and pharmaceutical industries in controlling the evolution of 
growth morphologies. Here we present a crystal growth model to elucidate the effect of internal and 
external growth parameters, solute, solvents and their corresponding concentrations to predict the growth 
morphology of crystalline urea from vapour and aqueous solution. The approach is based on details of 
thermodynamic and kinetic aspect of adsorption of solute and solvent molecules at crystal faces, thus, 
relating crystallographic information, different solid-liquid interfacial energetics and external growth 
parameters to rate of growth can be taken into account in a natural way. The binding energy of the solute 
molecules on the crystal surfaces is described by the molecular attachment energies which, in turn, 
depends on the molecular orientation and surface relaxation of the habit faces. Periodic first-principles 
method has been employed for accurate determination of solid-solid and solid-liquid energetics which are 
further utilized to calculate solvent-induced step energy and local dissolution enthalpy of solute molecules 
at various faces of the urea crystal. Our results show that the step energy decreases with increasing 
supersaturation and temperature. On the other hand, increase in supersaturation increases effective 
concentration and local dissolution enthalpy of the urea molecule in aqueous solution. The rate of growth 
of different faces of the urea crystal as a function of the driving force at various temperature have 
determined within the framework of the discussed model and the growth morphologies have been 
obtained. Our results show the appearance of block and needle-like habits of the urea crystals from vapour 
and aqueous solution, respectively, as functions of supersaturation and temperature which are in excellent 
agreement with the corresponding experimental observations. 
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1 Introduction 

The molecular-scale understanding of the crystallization processes and the role played by solvent, tailor-
made additive and growth environment is essential for a predictive design of the crystal growth 
experiments. A priori prediction of the progression of crystal morphologies requires accurate 
determination of various interactions occurring at crystal surfaces and growth expression relating kinetic 
and thermodynamic factors. The precise control of these parameters not only alter the properties, growth 
morphology and kinetics of the growing crystal, but the quantitative understanding at this end will 
eventually lead to an important intervention point for crystal engineering. During solvent-induced 
crystallization, ordering of the solvent molecules near crystal surface determines many important physical 
and chemical processes, such as crystal growth, wetting, lubrication and catalysis.1-3 The surface structure 
of the crystal faces can vary from bulk terminated crystallographic structure and depends upon surface 
termination, the possible reconstruction and relaxation of the crystal surface. Likewise, the liquid structure 
near the interface may also differ from the bulk liquid structure because solvent molecules experience 
periodic potential of the crystal surface and expected to show more ordering than in the bulk liquid. The 
mechanism of action by which solid-liquid interface exerts its influence is still a matter of debate. There 
are two apparently contradicting suggestions that attempt to examine the effect of solvent on crystal 
growth. In the surface roughening hypothesis4-8 the favourable interaction of solvent with the specific 
crystal faces leads to reduction of the interfacial surface tension. The consequence is a transition from a 
smooth to a rough interface and a resultant increase in the rate of growth of the affected faces. According 
to other hypothesis, the solvent exerts its effect by preferential adsorption at the growing crystal surfaces 
and inhibits the growth of specific faces,9-12 since the solute molecules would be in competition with the 
solvent molecules for the growth sites. Thus, it is expected that the highly ordered solvent molecules near 
the interface alter the step energy and, thus, slow down the incorporation of the growth units into the 
crystal faces. It is because the attachment of solute molecules would require removal of the periodically 
adsorbed solvent molecules. The crystal faces whose rate of growth is inhibited become morphologically 
important whilst those that are growing relatively faster show a decrease in importance.   

 In many cases, little is known about the atomic structure of such interfacial layers, and therefore 
the correlation between macroscopic phenomena and molecular scale processes at the interface often 
remains speculative. To investigate the role of solid-liquid interface in actual processes obtaining detailed 
molecular-scale understanding of the interface is therefore of interest in determining the effects of solvent, 
impurity and surfactant on crystal growth morphology and bulk crystal structure.9,13 The equilibrium form 
of the crystal can be constructed from a consideration of the surface free energies of the various 
crystallographic faces (hkl).14 The thermodynamic morphology can readily be predicted,15 but most 
particle shapes are difficult to predict because the particle morphologies are actually controlled by the 
kinetics and thermodynamic factors of the atomic growth processes. Many growth models have been 
proposed16-18 to relate rate of growth to geometric or energetic characteristics of the surface, but these 
have met with limited success in predicting the observed crystal growth morphologies.  

 The prediction of the growth morphology of urea crystal from vapour and aqueous solution as a 
function of different growth parameters has been investigated in the present paper. Hartree-Fock (HF) and 
density functional methods (DFT) using hybrid exchange-correlation functional have been employed to 
compute solid-solid and solid-liquid interactions. The aqueous growth of urea has been chosen to study 
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the effect of solvent and other external parameters because the shape of urea crystal is known to change 
from block to needles like with large aspect ratio when the vapour medium is replaced by aqueous growth. 
To this end, the effect of internal and external growth parameters like molecular orientation, surface 
relaxation, supersaturation, temperature, solubility and the binding energies of solute and solvents to the 
crystal surfaces on the rate of growth has examined.  

 The rest of the paper is organized in the following manner. A brief discussion on the earlier 
approaches to model crystal growth morphology is presented in section 2. Section 3 outlines the 
methodology used to calculate different habit controlling energetics followed by a discussion on 
computational method in section 4. The results obtained from our calculations are discussed in section 5 
and the paper is concluded in section 6. 

2 Earlier Approaches to Model Crystal Growth Morphology 

Before we discuss the method to study the role of solvent and other external factors affecting the rate of 
growth, we first discuss earlier approaches in order to place our work in proper perspective. 

2.1 Predicting Crystal Morphology from Vapour 

     Initial attempts to predict the shapes of the crystal were made by Bravais (1866), Friedel (1907), and 
Donnay and Harker (1937).16 In 1955, a significant contribution was made by Hartman and Perdok (HP)17 
and later modified by Hartman and Bennema,18 who developed the idea of strong bond in their periodic 
bond chain (PBC) theory, connected nets, and roughening to predict external shape of crystal. A series of 
contributions by Hartman and Perdok provided the attachment energy (AE) model, which is useful in 
predicting the growth shape of crystal from vapour phase. The model was designed to realize the 
significance of intermolecular energies in morphology prediction. The development of the AE model was 
an important milestone in the prediction of crystal morphology. The AE model often makes good 
predictions for crystals that are grown from vapour.17,18,19  In spite of great success, the model does not 
take into account of orientation of growth units (GUs) because the AE model is based on the assumption 
that a slab of thickness dhkl attached to the face without considering the effect of molecular orientation of 
GUs on habit controlling energetic. The GU is the essential building block that transfers structural 
information from the solution/vapour to the crystal surface. Also, AE model can not be used to predict the 
growth shape of crystals that are obtained from solutions because the model does not include the effect of 
solvent and other external growth factors.  

            On the other hand, Clydesdale et al.20 showed that, by using the crystal chemistry and molecular 
modelling procedures which can use to optimize the position and orientation of growth species on the host 
lattice, it is possible to simulate the vapour growth shape of crystals. Their approach can also use to model 
the effect of impurities on growth morphologies. Liu et al.21 and Singh et al.22 have studied the role of 
molecular orientation to predict growth shape of molecular crystals. Our results22 show that, in the case of 
unit cell comprising more than one GU, the inclusion of molecular orientation and surface relaxation to 
AE model can significantly enhance the predictive power of attachment energy model. The consideration 
of molecular orientation to obtain habit controlling energetic is equally applicable to compute growth 
shape of molecular crystals from solutions.  
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2.2 Modelling Solvent-Induced Habit Modification 

        Next we describe the present status of our understanding on the mechanism of crystal growth and 
capability to predict crystal morphology. Solution growth technique is a convenient method which is 
widely used to grow large number of crystals. However, the computational complexity involved to predict 
the growth shape from solution is significantly more than that from vapour phase.  

        Understanding the role played by solvent and supersaturation on growth morphology has attracted 
considerable interest during past two decades. These investigations essentially provide understanding of 
the crystal growth mechanism so that one can simulate the real scenario in crystallization processes and 
predict the growth shape. Nevertheless, the present theoretical and computational understanding of the 
mechanism through which solvent interacts with the surface is still not well understood.13 It is also not 
clear that whether solvent inhibits9-12 or promotes4-7 the growth rate. In this direction, important 
contribution was made by Nielsen et al.23, who have studied the effect of solvent to calculate rate of 
displacement by considering attachment and detachment frequencies of solvated GUs. Physically, these 
frequencies are associated with the type of solvated GUs and the structure of the growing face including 
the kink density on the crystal surface. Woensdregt24 explained the effect of solvent on the growth rate in 
terms of impurity adsorption on the crystalline interface. Boek et al.25 shows that the importance of the 
solute dynamics at the solvent-surface in order to define the growth units. The results of the MD 
simulation by Liu et al.21 clearly shows that the analysis of the interfacial structure is crucial to investigate 
the effect of solvent on growth rate of urea crystal and formulated what is known as the interfacial 
structure analysis and predicted the growth shape of urea crystals in aqueous solutions. The concept of 
effective growth unit to predict the growth shape was first put forward by Liu et al.21 They have carried 
out molecular dynamic simulations to produce the genuine interfacial structure in different 
crystallographic orientations. Gnanasambandam and Rajagopalan26 extended the idea of Liu et al.21, what 
is known as extended interfacial structure analysis, to predict the shape of α-glycine crystals from aqueous 
solutions by fully accounting the effects of solvent. More recently, Salvalaglio et al.27 investigated the 
effect of solvent and tailor-made additive on the growth of urea crystal using MD simulation and show 
that nucleation can follows either a single-step or a two-step mechanism depending on the solvent.28 On 
the other hand, the computational approach developed by Doherty et al.29-31 is based on detailed analysis 
of Burton-Cabrera-Frank spiral growth mechanism32 augmented by additional terms to account for the 
adhesion surface energy of the solvent at the interface. They have successfully applied their approach to 
predict the supersaturation dependent shapes of many organic crystals grown from solution. However their 
approach failed to predict shape of crystal when solvent interaction to the crystal faces is mostly 
electrostatic in nature. Wireko et al.33 and Anwar et al.34 have employed molecular dynamics simulations 
to study the growth rate of polar faces of α-resorcinol crystal from aqueous solution and showed that 
adsorption of water molecules is stronger on the slower growing face thus their results support the 
inhibition model of crystal growth. Working on similar lines, Hod et al.35 have simulated the growth 
shapes of DL-alanine crystals from a mixture of aqueous solutions, with organic solvents such as 
isopropyl alcohol and ethanol. Schmidt et al.36 have employed surface docking method to investigate the 
influence of water on the habit of benzoic acid crystals. They showed that 3-site water model was 
favoured for predicting the growth shapes. Piana et al.37 have utilized multi-scale modelling to study the 
effect of solvent, supersaturation and extended defects on growth shape of urea crystal from aqueous and 
methanol solutions. They have demonstrated that the accounting for the molecular kinetics is important to 
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correctly calculate the growth morphology of urea crystal. Tóth38 has combined the genetic algorithm and 
kinetic Monte Carlo simulations to determine molecular rate constants to obtain growth of urea in aqueous 
and methanol solutions. These studies clearly show that it is possible to investigate the effect of solvent 
and supersaturation on the crystal growth shapes. However use of their approach within the affordable 
computational time to calculate reliable rates for the crystallization is difficult.39 Recently we have studied 
solvent-induced habit modification of different molecular crystals.40 A comprehensive account of 
molecular modelling techniques based on computer simulations and computational chemistry has been 
made by Myerson41 and Docherty and Meenan.42 

 In the present paper, a growth model, based on the inhibition mechanism in which interaction of 
solvent molecules to the crystal surface impede the growth rate, has employed to simulate the crystal 
shape by taking into the account of solvent and other external growth parameters. For this purpose, the 
idea of effective growth unit proposed by Liu et al.21 has been extended in order to calculate molecular 
attachment energies on the crystal surfaces. The calculations of growth rates require knowledge of solute-
surface and solvent-surface energies which are obtained from the analysis of interfacial structure.    

3 Methodology 

 

 

Figure 1. Two differently oriented assembly of urea molecules in (110) face of urea crystal. The vacancies 

(small red) are labelled by XX. 

It is interesting to note that in reality, depending upon the degree of supersaturation, monomer, dimer or 
cluster of solute molecule is absorbed during the growth. Keeping this in mind, a methodology is 
presented for accurate calculation of molecular attachment energies (MAE) of the growth units taking 
particular care of its molecular orientation. The growth unit diffuses towards the interfacial region through 
mother nutrient and converted into a transient growth unit in the interfacial region. The growth unit also 
re-orients itself according to the atomic structure of the crystal face before it gets absorbed. The growth 
unit comprises of a solute molecule and neighbouring solvent molecules. Figure 1 depicts typical 
assemblies of urea molecules of different orientation at (110) face of the urea crystal. The vacancies are 
depicted by XX in Figure 1 which are points in space with an associated basis set, but lacking nuclear 
charge so allowing better description of the electron density in the vacancy. In case unit cell consists of 
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multiple molecules, MAE of each molecule may differ and depend on the relative orientation of molecules 
at the face. The MAE of the molecule is the energy released when molecule is adsorbed at the crystal 
surface, which is define as ( ) ( )( ) / 2hkl hkl

s s cohesive moleculeE E E− = − , where cohesive
E  is cohesive energy of the crystal 

and ( )hkl

moleculeE  is the difference between the energies of the isolated molecules on the slab and in the 

vapour/solution phase conformation. ( )hkl

moleculeE  is calculated by converting neighbouring atoms into 

vacancies.22 The growth rate of the face is determined by the adsorption of molecules having lowest MAE. 
Molecules having higher MAE have higher growth rate and lower morphological importance. This is in 
contrast to the HP model,17 where it is assumed that each molecule in a face’s unit cell has equal MAE in 
spite of different neighbouring vacancies. The MAE of molecules in different slabs have determined 
rather than the MAE of slabs as suggested by HP model.  

 

 

Figure 2. Schematic diagram showing (a) how crystal growth occurs from the solution method; Solvent 

molecules experience periodic potential near the crystal surface and causes formation of liquid layer. The 

incorporation of solute molecules in the crystal surface experiences a barrier which causes delay in the 

crystal growth. ( )hkl

s fE − is the energy required to remove a bound solvent molecule attached to the surface 

(b) different sites for the attachment of solute molecule at a flat interface from vapour and solution 

phases.  

 The following methodology has been carried out to calculate MAE of the molecules in different 
faces of a crystal. A slab having two ideal semi-crystals has been created, each limited by an ideal surface 
which is parallel to the given plane (hkl). The charge neutrality of the slab is maintained during the 
process of slab generation. The origin is moved in order to minimize the number of symmetry operators 
with finite translation components. This is required before cutting a slab from 3-D structure. The physical 
slab must possess minimum energy configuration and zero dipole moment perpendicular to its surface. 
Note that configurations with a dipole moment perpendicular to the surface are rejected since their surface 
energy is infinite. The stability of the slab depends on its orientation, number of atomic layers and 
accurate surface termination. The number of atomic layer in a slab is determined by its inter-planer 
spacing, hkl

d . While creating a slab for the given orientation (hkl), often more than one surface termination 
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is possible. To determine the correct surface termination of a given slab, above discussed criterion are 
used to fix the surface atom of a slab. In most cases these conditions are satisfied at the same 
configuration. Each semi-crystal preserves 2-D periodicity parallel to the selected face, but loses all 
symmetry elements, which involve displacements in a perpendicular direction. The crystal surface that is 
taken as the starting point is not simply a straight cut from a zero temperature crystal structure, but 
fractions of cut molecules are recombined to complete molecules and the resulting configuration is not 
favoured energetically. To obtain a stable configuration, the integrity of the cut molecules in the slab 
needs to be restored. For this purpose, structural information about the complete molecules in the slab like 
bond lengths, bond angles and dihedral angles are utilised to calculate required displacements of the 
fragmented atoms in 2D unit cell. The details of the methodology employed to construct slabs having 
different orientations to determine MAE of the solute molecule is descried elsewhere.22   

 Following, we present a crystal growth model to study the effect of solid-liquid interface and 
external growth parameters on rate of growth from solution growth technique. Figure 2a shows a 
schematic diagram of the growth model. The crystal face provides a periodic potential at the crystal 
surface causes the adsorption of liquid molecules. At the crystal surface, periodic arrangement of solute 
molecules deviates from ideal structure of the face because the adsorption of liquid molecules also 
provides a periodic potential to the surfaces. The solid-liquid interface comprises an ordered arrangement 
of solid and liquid molecules at the crystal surface. Diffusion of the solvated growth units and solvent 
molecules experience a hindrance due to the formation of double layer. The crystal growth, for instance, 
takes place by the adsorption of GUs to the growth sites (kinks of steps) on the crystal surfaces after 
diffusion of GUs across the double layer from the bulk solution. In the immediate proximity of the crystal 
surface, a rigid Helmholtz-Stern layer is developed which consists of strongly adsorbed solvent molecules 
to the surface and partially solvated GUs. The solvated GUs penetrate into this layer after partially losing 
their solvation sheath and are specifically adsorbed at the surface for their growth. The released solvent 
molecules start counter-diffusion through the layer after the integration of GUs into the surface. Thus the 
attachment of solute molecules requires removal of solvent molecules from the interfacial region. The 
energy needed to detach a bind solvent molecule to the crystal surface at the kink/step sites is defined as 
binding energy of the solvent molecule, ( )hkl

s fE − (cf. Figure 2a). The growth rate is limited by the removal of 

strongest bind solvent molecule to the surface. Figure 2b schematically depicts different growth processes 
take place during crystallization from vapour and solution phases. The route depicted by “1” represents 
two step process for vapour growth in which GUs first adsorb at the crystal surface and diffuse towards 
step/kink sites for their incorporation. However, route “2” shows that GUs in the mother phase directly 
transported at the steps/kink sites from the solution. A GU adsorbed at surface terrace, a smooth ledge and 
a kink site, has one, two and three out of the six nearest neighbours, respectively. Therefore, a solute 
molecule arriving on the surface terrace, at the terrace ledge and at the kink simply loses one, two and 
three degrees of freedom, respectively.  

To model the solid-liquid interface of urea crystal, following set of operations have been 
performed. First, the initial structure of urea-water has been obtained from the chemical binding energy 
data of the systems available in the literature.43 The stable configurations of different interfacial structure 
have been obtained by keeping in mind the positional disorder characteristic of the solvent molecules 
adsorbed on the crystal surface. Several positions and orientations of the water molecules have been tested 
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before obtaining stable configurations. The configurations thus obtained are structurally optimized using 
CRYSTAL09.44 It is interesting to note here that the optimized interfacial structures of urea and water are 
in broad agreement with the results obtained from molecular dynamics simulations by Boek et al.25 Figure 
3 (panel a, b, c and d) show the optimized urea-water interfacial structures of (a) (001), (b) (110), (c) (111) 
and (d) (1 11)  orientations of urea crystal. The orientation of urea molecules adsorbed at different growth 
sites are represented by M1 and M2. On the other hand, different oriented water molecules at the top of 
above mentioned surfaces are represented by m1, m2 and m3. Hydrated models of the urea surfaces are 
examined by positioning a monolayer of water molecules above the surfaces, and then allowing the urea 
surface and water to relax to their minimum energy configuration. The determination of interfacial 
structure is restricted up to adsorption of one monolayer of water molecules at different surfaces of urea 
crystal primarily because the ordering of the water molecules are strongest near the crystal surface and 
disappears towards the bulk liquid. Thus it is expected that strongly bonded water molecule should be 
closest to the surfaces and hence affect the growth of faces. As can be seen in Figure 3a that two out of 
four of the hydrogen is involved in hydrogen bonds linking the urea molecules within the layer. The other 
two hydrogen and are buried within the layer and emerges at the opposite side of the face. It is clear from 
the Figure 3b-d that one out of two of the hydroxyl hydrogen and oxygen is involved in hydrogen bonds. 
The remaining hydroxyl hydrogen and oxygen are suppressed within the layer and appears at the opposite 
side of the faces. 

 

 

Figure 3. Optimized atomic structure of the crystalline urea-water interfaces of (a) (001), (b) (110), (c) 

(111), (d) (111) surfaces. The strength of water molecules adsorption to (001), (111) and (111)  surfaces of 

urea crystal is one order weaker than the strength of binding of water molecules at (110) surface. 

 Based on the above discussion, interfacial structures of different crystal faces have determined and 
rigorous structural optimization has been carried out to determine the optimized interfacial structure. 
Periodic supercells of various sizes 1x1, 2x2, 3x3, 4x4 and 5x5 are constructed from the optimized 
interfacial structures and a water molecule is removed from the centre of the supercells to determine ( )hkl

s fE − . 

HF and DFT with hybrid exchange-correlation functional (B3LYP) (hereafter DFT-B3LYP) using all 
electrons Gaussian basis set has been employed to calculate ( )hkl

s sE − , ( )hkl

s fE − and a counterpoise correction 
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method has been used to correct the basis set superposition error (BSSE).45 It is well known that the all 
known exchange-correlation functional are unable to properly account for dispersive interactions,46,47  but 
they are supposed to perform well when the interaction energy is dominated by electrostatics, as should be 
the case of hydrogen bonded (HB) molecular crystals. In this respect, urea crystal with their extended HB 
network is expected to be dominated by electrostatics. To address this shortcoming of the ab initio 
calculations, we have employed post self-consistent field (SCF) method46,48 has employed to recover 
dispersion energy in urea crystal. BSSE plays an important role in binding of weakly interacting 
molecules. The binding energy of the water dimer obtained using HF approximation and employing small 
basis set is in good agreement with experiment.46 With small basis sets the BSSE is large and gives an 
extra-binding that compensates for the missing dispersion energy but when large basis sets are employed, 
the reduction of the BSSE removes the spurious attractive interactions between the molecules, leading to 
an improper cancellation of the repulsive interactions. With this in mind, relatively smaller basis set (6-
31G(d,p)) has been employed to calculate dispersion energy from HF and DFT method in order to obtain 
Ecohesive and ( )hkl

moleculeE  of urea crystal. To calculate BSSE, all atoms within the 3rd nearest neighbours of at 

least one atom in the molecule are converted into vacancies. The BSSE correction is restricted only up to 
3rd neighbours since the lattice energies thus obtained are in good agreement with experimental enthalpy 
of sublimation. The calculated cohesive energies of urea crystal from HF and DFT methods are -21.3 kcal 
mol-1 and -27.0 kcal mol-1, respectively. The cohesive energy obtained using HF method is in agreement 
with the experimental sublimation enthalpy (-21.0 kcal mol-1).49 The lattice cell parameters are determined 
to further test the validity of the computational method adopted in the present paper. The optimized lattice 
cell parameters (a=5.565 Ǻ and c= 4.671 Ǻ) are in good agreement with the experimental result (a= 5.576 
Ǻ, c= 4.684 Ǻ).50 

4 Computational Details 

CRYSTAL09 program44 has been employed to calculate relaxed interfacial structures and energetics of 
different crystal faces. The 6-31G(d,p) molecular all-electron basis set has been employed in the present 
calculation. The level of accuracy in evaluating the Coulomb and exchange series is controlled by five 
thresholds, which are taken to be 10-10, 10-10, 10-10, 10-10, 10-20. The DFT exchange-correlation 
contributions are evaluated by numerical integration over the cell volume. The SCF ends when the root 
mean square (RMS) of the change in eigenvalues from two subsequent cycles is less than 10-10 hartree or 
the change in the absolute value of the total energy is less than 10-9 hartree. The shrinking factors along 
the reciprocal lattice vectors are set to 2, 2, 2, corresponding to 8 reciprocal space points of the irreducible 
Brillouin zone at which the Hamiltonian matrix is diagonalized. The experimental crystal structure of urea 
crystal50 is used as initial guess to calculate the relaxed structure of 3-D bulk crystal and 2-D slabs of 
various orientations. Both lattice and atomic coordinates have been fully relaxed by means of numerical 
and analytical energy gradients, respectively. The geometry optimization is performed by means of a 
quasi-Newton algorithm in which the quadratic step is combined with a parabolic fit. Geometry 
convergence is tested on the RMS and the absolute value of the largest component of the gradients and 
estimated displacements. The threshold for the maximum force, the RMS force, the maximum atomic 
displacement, and the RMS atomic displacement on all atoms have been set to 0.00045, 0.00030, 0.00180 
and 0.00120 au, respectively. The optimization is successfully completed when all four conditions are 
simultaneously satisfied. The symmetry is maintained during the surface relaxation process. 
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5 Results and Discussion 

In order to study the solvent-induced crystallization at molecular-scale, we need to connect kinetic and 
thermo-dynamical aspect of the adsorption of solute and solvent molecules at the crystal surface. With this 
in mind, we derived a growth rate expression to calculate rate of growth of crystal faces by considering 
various external and internal growth factors affecting rate of growth. At low supersaturation, the growth of 
crystal facets is usually governed by the spiral growth mechanism.32,51,52 With a monomolecular lateral 
step velocity of ( )

v
kink hkl

step , step spacing 0λ , and a step height ( )hklh , the growth rate normal to surface is given 

by, ( ) ( ) ( )
0/ v

hkl kink hkl hkl

red stepR h λ= .32 The step spacing is given by,
( )

0 19
ln(1 )

hkl

step mV

kT

φ
λ

σ
≅

+
, where ( )hkl

stepφ is the 

interfacial free energy, m
V the volume of the molecule, σ is the degree of supersaturation.51,52 It follows 

that the growth rate of facet is given by, ( )( ) ( ) ( ) ( ) ln(1 )hkl hkl eq hkl hkl

red step step kR N N a h σ∝ − Γ + , where k
aΓ  is the kink 

density.53 The lateral step velocity is determined by the net flux of molecules entering ( ( )hkl

stepN ) and leaving 

( ( )eq hkl

stepN ) at kink sites in the step.54 At equilibrium, the flux of impinging molecules is equal to the flux of 

molecules leaving the surface. The step height is usually to be mono-molecular height55 and usually 
corresponds to interplanner distance, dhkl.21(b) The incorporation of the solute molecules are hindered by 
the occurrence of ordered liquid layer formed near the crystal surface usually known as interfacial-layer. It 
acts as a barrier through which solute molecules have to penetrate before they can be incorporated into the 
surface.56 Due to the formation of interfacial-layer, not all flux of bulk solute molecules are seen by 
crystal surface but rather a fraction of them. It depends on many parameters like, equilibrium and 
supersaturated concentration of solute molecules, ( )hkl

s sE − , ( )
 

hkl

s fE − and diffusion layer thickness and is given 

by ( )( ) 3 ( ) 2 ( ) ( )/hkl hkl hkl hkl

step s s eq s s s fN c E c c E E− − −∝ + . Here, it assumed that the solute concentration is uniform 

throughout the solution which is realized under intense force convection. However, a general expression 
of solute concentration limited by bulk diffusion at kink site is given by Chernov bulk diffusion model.57 
With c and ceq are the mole fraction of solute per solvent molecule in supersaturated and saturated 
solution, respectively, the effective reduced growth rate, ( )hkl

redR  is given by, 

 

( )
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33
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- -- -( )
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cosh 0.5ln 1

2 exp

cosh 0.5

-
2 ln(1 )

eq

eq
hkl

hkl

step hkl

step

hkl

step

hkl

step

hklhkl
eq s ss s

hkl hklhkl hkl
eq s s s fs s s fhkl

red

RT
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c Ec E

c E Ec E ETd
R

σ

σ

φ
φ

σ
φ

φ

σ

 +
 
 + ∝

 
− +     +   

  +

+++

( )

1
2

ln 1 σ

 
  
  
  
   
 +       

 

  (1) 

With saturated mole fraction of solute concentration eqc , the supersaturation, σ  for practical purposes can 

be approximated as, 

 ( ) /eq eqc c cσ = −   (2) 
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where R , T , hkl
n , cohesiveE , dissH∆ , ( )hkl

s sE − and ( )
-
hkl
s fE   are the gas constant, temperature, coordination 

number, cohesive energy, bulk enthalpy of dissolution, adsorption energy of solute and solvent molecules 
at the crystal  surface, respectively. eqc  is usually determined from the solubility data at a given 

temperature. The step energy per mole of molecules, ( )hkl

stepφ  is the energy required to create a one 

dimensional step of height similar to that of size of one molecule and it can be related to the local 
dissolution enthalpy, ( )

diss

hklH∆ , at the surface.21 In the rotating spiral, step energy depends on the molecular 

orientation of the solute molecules. It is given by,21(b) 

 ( ) ( )( )
slice diss diss
hkl hklhkl

step diss

cohevive hkl

E H H

E H n
φ

  ∆ ∆
≈     ∆  

  (3) 

where the slab energy, ( )
slice

hklE can be expressed as,17 

 ( )( )
( )
slice hkl

hkl cohesive s sE E E −= −   (4) 

As mentioned earlier that we are no longer using hypothesis of the HP model in which slab energy 
is well defined quantity which represents aggregate lateral binding of the solute molecule in the plane of 
2-D slabs. However, in the present approach, we still can define an energy analogues to the slab energy. 
The lateral binding of solute molecules depends on the adsorption energy of solute molecules in the 
growing steps. Moreover, the effective concentrations of solute and solvent molecules near the crystal 
surface are different from the corresponding value in the bulk phase due to the development of the 
diffusion boundary layer and solid-liquid interface near crystal surfaces. 

 Adsorption of solute and solvent molecules on the flat crystal surfaces are controlled by three 
parameters, namely, thermodynamic, kinetic factors and the solubility. It is usually assumed that above 
mentioned parameters determined the step energy. In our previous calculations,40 role of solid-solvent 
interaction, solute and solvent concentrations were neglected to calculate step energy. It is clear from Eq. 
(3) that the step energy depends on the local dissolution enthalpy at the crystal surface, which, in turn, 
depends on the concentration of effective growth units in solutions.21 The adsorbed solvent molecules at 
the kink sites of the growing step cost an additional energy barrier which leads to increase in step 
energy.58 Consequently the incorporation of solute molecules to the growing steps experiences difficulty. 
Moreover, increasing the supersaturation decreases the step energy until it vanishes.27 Also, an increase in 
solubility leads to a decrease in strep energy which eventually increase the rate of growth.  Keeping above 
discussion in mind, the average step energy has the form, 

 

( ) ( )

( )

1hkl hkl
disscohevive s s s f

hkl

step

cohevive hkl

E cE E
Hc

E n
φ

− −
 − +  ∆

≈  
 
 

  (5) 

We now determine the effective concentration of solute molecules and local dissolution enthalpies 
at the crystal surface. The unit cell of urea crystal comprises two molecules and, thus, their relative 
orientation depends on slab orientation (hkl). The ratio of step energies of M1 and M2 oriented solute 
molecules can be related to their effective solute concentration. It can be expressed as,21b 
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1( ) ( )

( )( ) ( )( 1)
1( 1) 1

( ) ( ) ( )( ) ( ) 2( 2) 2( 2)
2

1 ln
1ln

1 ln
ln

1

eff hkl
Mhkl hkl
eff hklhkl eff hklcohevive s s M s f
Mstep M M

hkl eff hkl eff hkl
hkl hkl Mstep M M

cohevive s s M s f
eff
M

c
E cE E

cc X

X cE cE E
c c

φ

φ

− −

− −

 
   
    
   
 
  
 

− + +
= ≅ ≡

− +
+ ( )hkl

 
 
 
 

  (6) 

where X and c represent the bulk concentration of solute molecules in two different conventions. The 
former represents the mole fraction of solute per mole of solution whilst later denotes the mole fraction of 
solute per mole of solvent. The effective concentration of solute molecules having either M1 or M2 
orientation in former and later convention is represented by ( )

1
eff hkl
M

X , ( )
2

eff hkl
M

X and ( )
1

eff hkl
M
c , ( )

2
eff hkl
M
c , respectively. 

The solute concentration in solution can be written as, 

 ( ) ( )
1 2

eff hkl eff hkl
M M

c c c= +   (7)        

Combining Eq.(6) and (7), we get, 

 

( ) ( ) ( ) ( )
( ) ( )1 2

1 1/
( ) ( )

1 1
( ) ( )

1 11 1

hkl hkl hkl hkl
cohevive cohevives s M s f s s M s f
E cE E E cE Ec ceff hkl eff hkl

M M
eff hkl eff hkl
M M

c c c

c c c

   
   
   
   
   
   

− − − − 
 
 
 
 

− + − +
−

=
+ + −

  (8) 

From the van’t Hoff relation,59 we easily get expression for local dissolution enthalpy of M1 oriented 
molecule as, 

 ( ) 1

( )
1

( )
1

ln
1

ln
1

diss diss

hkl M

eff hkl
M
eff hkl
M

H H

c

c

c

c

  
  

   ∆ ≅ ∆ 
  
    

 

+

+

  (9) 

We can determine the effective concentration and local dissolution enthalpy by solving Eq. (8) and (9) 
iteratively. It is well known that the solubility of the crystal is greatly affected by the interaction energies 
of solvent-solvent, solute-solute and solute-solvent in bulk solution. Our approach considered the effect of 
solubility on rate of growth, thus, taking the aggregate effect of various interactions occur in the bulk 
phase. The detailed proposition to derive the above growth rate expression is reported elsewhere.40 
Continuing on the similar line of reasoning, we can easily extend the above expression for growth from 
impure solution containing tailor-made additives/impurities.60 

Having established the growth rate expression, we now turn to calculate various habit controlling 
energies of solute and solvent molecules at different faces of the urea crystal. Figure 4a illustrates the 
crystal structure of urea crystal with noncentrosymmetric 142P m  space group, with two molecules in the 
unit cell. Urea exhibits rich crystallization behaviour in spite of its simple molecular structure. The vapour 
and solution growth morphologies of urea crystals21,22,30,37,39,61-65 have been extensively well studied. 
Docherty et al.61 and Boek et al.62 have predicted growth morphology of the urea crystal using HP model 
and considered only experimentally observed faces. On the other hand, George et al.63 considered the 
others faces for calculating growth shapes, but they predicted the appearance of (101) and (200) faces and 
underestimated the morphological importance of (111) face. A methodology adopted by Bisker-Leib et 
al.30 takes in to account of the anisotropy present in different slabs of the urea crystal. However, there 
have only considered experimentally observed faces and neglected the effect of surface relaxation on 
growth morphology of the urea crystal. The classical molecular dynamics and Monte Carlo simulations 
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have been employed to predict the solvent-induced growth morphology of the urea crystal by several 
research groups.21,27,37 It has been established that the growth mechanism of different faces are different.37 
Their investigation essentially provides a framework to access the impact of solvent and additive on 
crystallization process.  

 

(110)

(a) (b)

(110)

(001)

 

Figure 4. (a) Crystal structure and (b) experimentally observed growth morphology from vapour.
61
 

 

 

Figure 5. Relaxed slabs structure of urea crystal of faces (a) (100), (b) (110), (c) (101), (d) (001), (e) 

(111), (f) (210), (g) (201) and (h) (211). The molecular orientation of the urea molecules at different 

growth sites are represented by M1 and M2.
 

We first discuss the prediction of vapour growth morphology of the urea crystal. The predicted 
growth morphology of urea crystal using the HP model and semi-empirical force-field method is shown in 
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Figure 4a. No consideration of orientation of urea molecules in different faces has been made to compute 
corresponding slab energy and, hence the growth shape. A comparison with a shape drawn from a 
scanning electron micrograph of urea crystallized from the vapour phase,61 as shown in Figure 4b, clearly 
reveals that the shape obtained using the HP model does not correspond to experimentally obtained 
morphology of the urea crystal. One can see the absence of (111) face from the predicted shape (cf. Figure 
4a). The above discrepancy between the calculated and experimental growth shape as shown in Figure 4, 
can easily be resolved by taking care of the molecular orientation and surface relaxation while calculating 
MAE of differently oriented urea molecules in different faces. We recently investigated the effect of 
molecular orientation and surface relaxation of the habit faces to predict the growth morphology of 
molecular crystals.22 Figure 5 (panel a-h) shows the optimized solid-vapour interfaces of (001), (10), 
(101), (110), (111), (210), (201), and (211) faces of urea crystal, respectively. The orientation of urea 
molecules adsorbed at different growth sites of above mentioned faces is represented by M1 and M2. The 
adsorption of M2 oriented molecule rate-limit the growth of (110) and (210) faces as MAE of M1 
molecule is lower than that of the M2 molecule.22 On the other hand, growth of (111) and (211) faces are 
rate-determined by the adsorption of M1 oriented molecule. The microscopic image of the growth 
morphology of the urea crystal can be obtained from the MAE of the rate-limiting molecules in different 
faces and using the prescription of HP model. Accordingly the growth rate of a face is proportional to the 
MAE of the rate limiting molecule on the crystal faces.19 The predicted growth morphology obtained 
using the HF method correctly reproduce all the experimentally observed faces in the urea crystal and 
excellent agreement with the experimental results61 has been established.22a  
 
Table 1. Molecular attachment energy (kcal mol

-1
) of urea molecules in M1 and M2 orientations at (111) 

and (111)  faces using HF method. 

 

Face 

MAE (kcal mol-1) of urea molecule in orientation 

without relaxation/reconstruction with relaxation/reconstruction 

M1 M2 M2 in 
presence of 

M1 

M1 M2 M2 in 
presence of 

M1 

(1 11)  -3.22 -1.10 -5.83 -5.32 -3.04 -7.94 

(111) -2.91 -1.34 -4.97 -4.39 -2.44 -6.93 

 
We now examine the uneven growth of (111) and its Freidel opposite (1 11)  faces of the urea 

crystal. For these crystals, the growth rates of the faces delineating the polar axis are generally expected to 
be equal. Using the slab model, we show that the MAE at these faces of the urea crystal are equal to each 
other and polar morphology of urea crystal from vapour phase cannot be predicted using the slab model.22 
Owning different surface chemistry at these faces, as one would expect that it will eventually lead to the 
difference in polarization along the polar axis. As a result, the adsorption energies of solvent and solute 
and, hence, solvent-induced step energy at these faces are different which eventually leads to uneven rate 
of growth at these faces. Several models66,67 have been proposed to address the uneven growth of (011) 
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and (011) faces of α-resorcinol crystal from the vapour phase. Recently, we employed molecular-scale 
model based on the surface docking approach to determine MAE of differently oriented GUs at the 
opposite and hemihedral faces of different acentric materials to examine the phenomena of uneven growth 
and dissolution and established that the phenomena of unidirectional growth and dissolution along the 
polar axis of α-resorcinol and urea crystals are fundamental properties to the acentric crystals.68 Our 
approach has based on the fact that polarization along the polar axis is different and hence MAE of 
molecules on these faces is different. The detail of the calculations of MAE of M1 and M2 oriented 
molecules at (111) and (1 11)  faces of urea crystal are discussed in Ref. 68. The results for relaxed MAE 
of different orientations of molecules at these faces of the urea crystal using the HF method are compiled 
in Table 1. The rate-limiting MAE can be determined from the relation,68 

 
 ( ){ }1 2 2/ 1Rate-limit MAE ,  ,  MAE MAE MAE

M M M Mmax min E E E=   (10) 

 
where 1

MAE

ME , 2
MAE

ME  and 2/ 1
MAE

M ME  are the MAE of solute molecules in orientation M1, M2 and M2 in the 

presence of M1 molecules, respectively. By using Eq.(10) and the results for MAE complied in Table 1, 
the polar morphology of urea crystal from vapour phase has been predicted, which is experimentally 
verified.61 It is evident from Table 1 that the adsorption of M1 oriented molecule rate-limit the growth of 
(111) and (1 11)  faces for which the value of relaxed MAE are -4.39 and -5.32 kcal mol-1, respectively.  
 

M1

(a)

M2

(b)  
Figure 6. Schematic diagram showing the adsorption of GU of orientation (a) M1 and (b) M2 in the 

growing steps at (001) face of urea crystal from solution. 

We next focus our attention on the investigation of aqueous growth of the urea crystal. To this end, 
(001), (110), (111) and (1 11)  faces are considered to determine ( )hkl

s sE − and ( )hkl

s fE − . It is clear from Figure 

2b that the solute molecules directly integrated at the growing steps/kink sites from the solvent-induced 
crystallization. Keeping this in mind, the study of solvent-induced crystallization requires accurate 
determination of the adsorption energy of solute molecules in the presence of the growing steps at 
different crystal faces. The adsorption energies of the urea molecule having M1 and M2 orientations (cf. 
Figure 1) in different step configuration along a- and b-latttice vectors of the 2-D lattice of corresponding 
faces are calculated by constructing 3x3 periodic supercell upon which M1 and M2 oriented urea 
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molecules are docked at their crystallographic position. The schematic illustration showing the adsorption 
of urea molecule of (a) M1 and (b) M2 orientation in the growing steps at (001) face of urea crystal is 
shown in Figure 6 (panel a and b). The structure of the adsorbed molecule in M1 and M2 orientations in 
the presence of M1 and M2 oriented molecules and vice versa in various step configurations at the above 
mentioned faces have also been optimized in order to calculate relaxed adsorption energies.   

 

Table 2. Relaxed adsorption energy of M1 and M2 oriented urea molecules, 
( )hkl

s sE −  (kcal mol
-1
) at kink 

sites of the steps along a- and b-lattice vectors of different faces of the urea crystal at HF level of theory. 

Face Step 
direction 

Adsorption energy, /
( )
solute surf

hklE  (kcal mol-1) of urea molecule in orientation 

M1 in presence of 
M1 (M1/M1) 

M2 in presence of 
M2 (M2/M2) 

M1 in presence of 
M2 (M1/M2) 

M2 in presence of 
M1 (M2/M1) 

(001) a/b -10.95 -4.14   

 

(110) 
a 

-6.91 -6.38   

b 
  -6.77 -6.40 

(111) a/b   -5.85 -6.44 

(1 11)  a/b   -7.16 -8.38 

 
 The results of relaxed adsorption energies of urea molecules in different steps configurations 

obtained at the HF level of theory are reported in Table 2. The optimized step configurations along 2-D 
lattice vectors are presented elsewhere.60 It is evident from Table 2 that the adsorption energy along a- and 
b-lattice vectors of  the 2-D slabs on (001), (111) and (1 11)  faces are equal to each other and, hence, step 
energies and rate of growth along either of the lattice vectors are same. In contrast to this, adsorption 
energy along the a- and b-lattice vectors at (110) face are different to each other. It can be seen from the 
results presented in Table 2 that  the M2 oriented molecules nucleates on top of (001) face terminated by 
M1 molecules and vice versa for which the value of ( )hkl

s sE −  are -4.14 kcal mol-1 and -10.95 kcal mol-1, 

respectively. The advancing spiral steps at (001) face is rate-limited by the adsorption of M2 oriented 
molecules as the adsorption energy of M2 molecule is lower than that of M1 molecule. On the other hand, 
adsorption of M2 molecule in the presence of M1 (M2/M1) along b-lattice vector rate-limit the 
crystallization of (110) face for which the value of ( )hkl

s sE − is -6.40 kcal mol-1. The adsorption energy of M1 

oriented molecule in the presence of M2 molecule (M1/M2) along a- and b-vectors of the 2-D lattice at 
(111) face rate-limit the growth of (111) and (1 11)  faces. The relaxed adsorption energy of the rate-
limiting molecules (M1/M2) at (111) and (1 11)  faces are -5.85 kcal mol-1 and -7.16 kcal mol-1, 
respectively. It can be seen from the adsorption energy landscape of urea molecules that the successive 
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adsorption of M1 and M2 oriented molecules occurs at (110), (111) and (111)  faces for their growth. We 
have employed Eq.(5) along with the results presented in Table 2 to compute step energies at various 
supersaturation. The further investigation of step energy and growth rate of the urea crystal from pure and 
impure aqueous solutions containing biuret as additive at dispersion corrected DFT-B3LYP level of 
theory are reported elsewhere.60 
 
Table 3. The binding energies of the strongly bind water molecules at the different surfaces of urea at HF 

level of theory. Periodic supercell model has been used and corrected values of ( )hkl

s fE −  are listed in 

parenthesis.  

crystal face 

(hkl) 

 

( )hkl

s fE −  (kcal mol-1) 

in supercell size of 

1x1 2x2 3x3 4x4 5x5 

(001) -1.04 -1.65 -1.75 -1.77 -1.77 (-0.40) 

(110) -7.72 -8.14 -8.25 -8.34   -8.34 (-6.97) 

(111) -1.50 -1.80 -1.95 -2.03 -2.05(-0.73) 

(1 11)  -1.45 -1.70 -1.78 -1.84 -1.87(-0.55) 

 
Having discussed the results for the adsorption energy of solute molecules in different 

configurations of the growing steps, we now turn to calculate adsorption energy of water molecules at 
different faces of the urea crystal. In Figure 3 (panel a-d), we shows the optimized solvent-surface of the 
above mentioned faces. Table 3 lists the calculated ( )hkl

s fE −  and corrected values of ( )hkl

s fE − . The energy 

correction in ( )hkl

s fE −  is made for a single H-bond energy (-1.38 kcal mol-1) of ice-like water molecule69,70 

and are shown in parenthesis in Table 3. It is clear from Table 3 that the binding energy of water at (110) 
face is significantly higher than that of (001), (111) and (1 11)  faces. As can be seen from Figure 3b and 
Table 3 that the water-urea configuration at (110) face corresponds to minimum energy configuration.43 
Åstrand et al.43 show that the water-urea binding energy in minimum energy configuration of urea-water 
dimer possess -10.9 kcal/mol. The water molecule is engaged in two hydrogen bonds with urea at (110) 
face. However, only one hydrogen bond formed between water and urea molecule at the surfaces of (001), 
(111) and (1 11)  faces. Our results show that the hydrogen bond length of the strongly adsorbed water 
molecule at (110) face are lower than that of (001), (111) and (1 11) faces. In Figure 7 (panel a and b), we 

show the calculated step energy, ( )hkl

stepφ  and local dissolution enthalpy, ( )
diss

hklH∆  of the adsorption of M1 and 

M2 oriented urea molecules in the rotating spiral at (a) (001) and (b) (110) face at different 
supersaturation. The bulk enthalpy of dissolution of urea crystal in aqueous solution is 4.02 kcal/mol.71 As 
can be seen in Figure 7 that the step energy decreases with increasing supersaturation. The M1 oriented 
urea molecules at (001) face has higher step energy than that of M2 oriented molecules and, thus, growth 
rate of (001) face is rate-limited by the adsorption of M1 molecule. Moreover, M1 oriented molecule at 
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this face has lower effective concentration (not shown) and higher local dissolution enthalpy than that of 
M2 oriented molecule. On the other hand, it is evident from Figure 7b that the step energy and local 
dissolution enthalpy of urea molecule in M2 orientation at (110) face take higher value than that of M1 
oriented molecule and the rate of growth of (110) face is rate-determined by the adsorption of M2 oriented 
molecules in the growing steps along b-lattice vector (cf. Table 2).  
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Figure 7. Step energy and local dissolution enthalpy of the adsorption of differently oriented urea 

molecule in (a) (001) and (b) (110) faces.  

Along with the results presented in Tables 2 and 3, we employed eq. (1) to calculate growth rate of 
(001) and (110) faces versus σ  at different saturation temperatures, which are sketched in Figure 8. As 
can be seen from Figure 8 that the spiral growth mechanism is viable mechanism for (001) and (110) in 
low σ  regime while linear growth mechanism is applicable at higherσ , consistent with growth rate data 
by Davey et al.64 It also reveals that growth rate of (110) face ( (110)

redR ) is negligible at low σ  since 

adsorption energy of the water molecule to this surface is stronger than that of (001) and (111) surfaces, 
which is in agreement with the experimental observation.64 The strong interaction of water molecule to the 
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(110) surface is primarily responsible for the inclusion occurs at this surface rather than either (001) or 
(111) faces. It is evident from the Figure 8 that width of dead zone on (110) face decreases upon 
increasing the saturation temperature. At higherσ , (110)

redR increases rapidly due to the kinetic roughing, as 

shown by Piana et al.37 The aspect ratio (001)
redAS R=( )(110)

redR  as a function of σ  at different saturation 

temperatures (T) is shown in the inset of Figure 8. It is interesting to note that at extremely higherσ , 
shape of the urea crystal changes from needle ( )60AS ≅  to block like ( )1.55AS ≅  habit. Our calculations 

show that the increase in σ  result a decrease in aspect ratio. The increase in saturation temperature results 
an increase in growth rates but decrease in aspect ratio. At low supersaturation, Figure 9 (panel a, b and c) 
shows the simulated habits of the aqueous grown urea crystals at saturation temperature (a) 20 oC (b) 25 
oC and (c) 40 oC. The predicted growth habit of the urea crystal from aqueous solution is in good 
agreement with the experimental result.64 Finally, we show our predicted vapour growth shape in Figure 
9d in order to compare with aqueous growth habit. The calculated aspect ratio of aqueous grown urea 
crystal (~60) is well matches with the experimental observation.64 The growth of KDP crystal from 
aqueous solution also shows the similar behaviour.72 The binding energy of water molecules to (101) facet 
is higher than (100) of KDP crystal73 is similar to the case of urea crystal in which binding energy of water 
molecules to (110) facet is higher than (001).  
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Figure 8. Reduced growth rates of (001) and (110) facets of urea crystal from aqueous solution as a 

function of σ  at various saturation temperatures. The aspect ratios versus σ  at different saturated 
temperatures were shown in inset. The shape of urea crystal becomes needle like at low σ  and acquire 

block like shape at higherσ . 
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Figure 9. Predicted growth morphologies of urea crystal using HF method at lower supersaturation and 

at temperatures (a) 20 
o
C (b) 25 

o
C (c) 40 

o
C from aqueous solution and (d) vapour phase growth 

morphology from our results. The calculated aspect ratio is in agreement with experimental
64
 and 

simulated results by others.
21b,37

  

6 Summary and Conclusions 

 In summary, we have examined growth morphology of the crystalline urea from vapour and 
aqueous solution considering the effect of crystallographic parameters, solid-liquid interfacial structure 
and external growth parameters. The binding energies of solid-solid and solid-liquid are calculated within 
the framework of presented model using first-principles method. Our calculations for habit controlling 
energetics include the effect of molecular orientation of growth units and surface relaxation of different 
habit faces. Several step configurations along 2-D lattice vectors at different crystal surface has been 
examined before obtaining accurate adsorption energy of the solute molecule in the growing steps. In 
aqueous solution, calculations of step energy, effective concentration of solute molecule and local 
dissolution enthalpy at different degree of supersaturation of differently oriented solute molecules have 
carried out. The growth morphologies of the urea crystals grown from vapour and aqueous solution have 
investigated within the framework of discussed model. Our results show that the development of block 
and needle-like habits from vapour and aqueous solution, respectively which is in good agreement with 
the experimentally obtained morphologies of urea crystal. In aqueous solution, we find that the length to 
breath aspect ratio of the urea crystal decreases on increasing σ  and T is consistent with experimental 
observations. Our results conclusively established the role of solid-liquid interfaces, orientation of solute 
molecules, supersaturation, temperature, and solubility on the growth morphology. Thus, it paves the way 
for the predictive design of crystal growth experiments. We believe our proposed method and presented 
results will lead to further theoretical as well as experimental studies in crystal growth. 
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Prediction of solvent-induced crystal growth shape from its internal and interfacial atomic structure 
occurred due to ordering of solvent molecules has been investigated. For this purpose, a computational 
model has been employed to calculate growth morphologies of urea crystal from vapour and aqueous 
solution as function of supersaturation. Predicted growth shapes of urea crystal are in excellent agreement 
with experimental observations. 
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