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ABSTRACT  

A new algorithm based on the Maximum Entropy Method (MEM) is proposed for recovering 

both the lifetime distribution and zero-time shift from time-resolved fluorescence decays 

intensities. The developed algorithm allows analysing complex time decays through an iterative 

scheme based on entropy maximization and Brent’s method to determine the minimum of the 

reduced chi-squared value as a function of the zero-time shift. 

The accuracy of this algorithm has been assessed through comparisons with simulated 

fluorescence decays both of multi-exponential and broad lifetime distributions for different 

values of the zero-time shift. The method is capable of recovering the zero-time shift with an 

accuracy better than 0.2% over a time range of 2000 ps. The center and the width of the lifetime 

distributions are retrieved with relative discrepancies that are lower than 0.1% and 1% for the 

multi-exponential and continuous lifetime distributions, respectively. 

The MEM algorithm is experimentally validated by applying the method to fluorescence 

measurements of the  time decays of the flavin adenine dinucleotide (FAD)  

 

Page 1 of 24 Analyst

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



 

2

 

Introduction 

The Maximum Entropy Method (MEM) is a powerful optimization mathematical algorithm 

widely applied in very diverse disciplines as image analysis, radio astronomy, medical imaging, 

pulse fluorimetry and fluorescence spectroscopy, to mention a few. The MEM avoids using a 

predetermined functional form, so it does not introduce artificial physics through a parametric fit 

and the basic way it accomplishes its task is by using a “regularizing function” as, for example, 

the well-known Shannon entropy which is maximized subject to the goodness of fit parameter 

constraint χ2≅1
1–8

.  

It is of particular interest, in the present context, the possibility of applying the MEM approach in 

conjunction with several fluorescence spectroscopy techniques. Some relevant examples are 

briefly reported in the following. 

In fact, the MEM algorithm is applicable in time-resolved single molecule fluorescence 

spectroscopy (SMFS). A relevant example of use of this technique is the probing at the 

molecular level, in a broad range of timescales, of the dynamics of polymer systems and their 

heterogeneity based on the stochastic occurrence of photoinduced effects and on proper 

procedures allowing the localization of single emission events with nanometer resolution. This 

high spatial resolution is attained by relying upon confocal technique by which, with adequate 

photostability of the investigated system, it is possible to collect dynamic data on single 

molecules for extended periods with high time resolution. Fluorescence intensities of single 

molecules as a function of time as well as fluorescence lifetimes of single molecules, with a 

resolution well below nanoseconds, can be measured
9–13

. To this regard, SMFS has been applied 

to the study of polymer dynamics and relaxation, since evaluation of local density fluctuations of 

a single dye molecule, based on the determination of fluorescence lifetimes and their 

distribution, allow gathering information on the presence of holes within the polymer matrix. 

The possibility of determining spatial and temporal heterogeneities in polymer systems can be 

exploited to visualize, in real time, the effects of changes in the environment on the structure of 

polymers, polymer networks, and polymer gels. Moreover, SMFS is useful also in the 

investigation of polymerization processes based on the evolution of molecular mobility during 

the reaction. 
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MEM methods are also useful in fluorescence correlation spectroscopy (FCS) which is a 

technique based on a correlation analysis of fluorescence signals that fluctuate as a consequence 

of the diffusion of molecules, thus allowing, under proper assumptions, to gather information on 

probe diffusivity
14

. Combination of FCS with confocal microscopy has been used to follow 

dynamics of individual polymer chains in several regimes (dilute, semidilute, reptation). The 

rotational and translational diffusion can be investigated in polymer solution, allowing also the 

study of processes like micellization and aggregation, the detection of heterogeneities on the 

nano to micrometer length scale, the diffusion of large nanoparticles in polymers and the 

diffusion of polymer chains at solid-liquid interfaces, to study of conformation of 

macromolecules in solvents and to study of crosslinking reactions
9–12

. In these cases, the analysis 

of molecular diffusion, complicated by the presence of different environments, can be performed 

by introducing diffusion time distributions that can be evaluated by solving the ill-posed problem 

of calculating the distribution of diffusion times from the autocorrelation function. This problem 

can be tackled by using MEM that provides a bias-free fitting of the data with a quasi-continuous 

distribution of a large number of diffusing components
15

. 

The dynamics of polymer chains is also investigated by using the so called fluorescence 

resonance energy transfer (FRET)
14

. For this purpose, at least one energy donor and one energy 

acceptor have to be present at well-defined positions in the polymer chain. The time resolved 

profile is described by a continuous lifetime distribution determined by the rate of energy 

transfer over distances typically in the ranges of 20-60 Å. It turns out that a nonlinear least square 

fitting procedure does not provide always accurate information about FRET when analyzing 

complex fluorescence lifetime measurements. The MEM is a feasible alternative and, indeed, it 

has been successfully applied to determine the desired lifetime distribution without imposing any 

assumptions on the time-resolved decay data.  

Recent advances in nanotechnology and nanomaterials have exploited new fluorescent probes 

designed by incorporating organic fluorophores in a polymer nanoparticle and have raised 

challenging problems in quantitative analysis of fluorescence lifetime distributions
16–18

. The 

basic effect is that the quantum yield of these probes increase dramatically, particularly for 

fluorophores with low quantum yield since one particle can contains several dyes molecules. The 

entrapment of these fluorophores has also the effect of enhancing the stability by reducing the 

photo bleaching. Quantum dot (QD) nanoparticles are fluorescent nanoparticles not coated with a 
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fluorescent dye because they are intrinsically fluorescent with attractive optical properties such 

as high photo stability and broad, tunable emission that can extend from the visible to the mid-

IR, depending on the size and composition of the QD
19,20

. The possibility of incorporating QD in 

polymeric matrices is of particular interest for developing FRET based biosensors capable of 

monitoring target species in diverse environments
21–24

. QD have been introduced in polymer 

nanofibers
25

 and it was found a significant broadening of the lifetime distributions for fiber with 

diameter below 500 nm. Models containing a fixed number of prescribed exponential decay 

terms can fail to describe these broader distributions whereas MEM appears to be best suited in 

these cases
26

. 

The measured fluorescence intensity decay is commonly expressed as the convolution of the 

instrument response function (IRF) with an intensity decay model function. IRF is measured 

from the scattering of the excitation light pulse traveling the collection optical pathway and 

reaching the detector. Therefore, there is an unavoidable zero-time shift (ZTS) or delay with 

respect to the fluorescence emission decay. The ZTS is the major source of error in time resolved 

fluorescence analysis. It heavily affects the determination of the MEM distribution  and the 

agreement between the model function and the measured fluorescence decays intensity that is 

usually described by the chi-squared value
4,27,28

. In general, it is very difficult to adjust ZTS and 

a reliable procedure within the framework of a MEM-based algorithm is still lacking. ZTS is 

often assumed as fitting parameter of multi exponential models but its correlations with other 

model parameters cannot guarantee its correctness when used for a MEM data analysis. For these 

reasons, a step-by-step procedure is usually employed for estimating the ZTS until a reduction in 

the final chi-squared is obtained. However, the efficacy of such a procedure always depends on 

the expertise of the operator and thus it is of the utmost importance to develop an algorithm 

capable of providing simultaneous lifetime distribution and accurate estimate of ZTS.  

In this paper, we propose a new MEM algorithm for recovering both lifetime distribution in 

fluorescence decay and ZTS between instrument response function and fluorescence intensity 

decay function. The new method extends our previous work of Ref. 
29

 in two ways. First, it 

modifies the MEM algorithm by including ZTS correction and, second, it improves the 

convergence of the algorithm by handling the singularity behaviour close to the convergence of 

the iterative scheme of the previous approach.  

The method is based on maximizing the Shannon entropy subject to the chi-squared constraint 
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2χ ≅1 through a procedure based on the Brent’s Method
30

 to determine the minimum of the 

reduced chi-squared value as a function of ZTS. Contrarily to our previous method, the 

maximization procedure in this new approach leads to an iterative scheme based on a system of 

linear equations which is written explicitly in terms of the vector of relative corrections. 

In Sec. (1) we present the general formulation of the algorithm for recovering lifetime profiles 

without a priori knowledge of the zero-time shift. We show that the maximization of the 

Shannon entropy leads to a set of nonlinear equations which depends on the parameters 

governing the IRF. In Sec. (2), we investigate on how a numerical inaccuracy in the estimate of 

ZTS affects the determination of MEM lifetime distributions and we show that accurate estimate 

of ZTS is obtained by determining the minimum of the reduced chi-squared value regarded as a 

function of the ZTS. 

The accuracy and efficacy of this approach has been tested by considering simulations both for 

the case of multi exponential decay and uniform lifetimes distributions with different values of 

the ZTS to be retrieved (Sec. (3)). We show that this approach is capable of recovering the ZTS 

with an accuracy of about 0.2% for both the cases. The largest relative errors for the multi 

exponential decay curves are exhibited by the fastest decay component whose value is 

comparable with the resolution limit of the experimental setup. In this case, the relative 

discrepancies range from 6% to 2% for the relative fluorescent amplitudes and from 13% to 4% 

for the lifetimes when increasing values of the ZTS are considered. The fluorescent parameters 

of the Gaussian lifetimes distributions are retrieved within one standard deviation and high 

accuracy. The center and the width of the lifetimes distributions are retrieved with relative 

discrepancies that are lower than 0.1% and 1% respectively for any given value of the ZTS. 

Finally in Sec. (4), the proposed algorithm has been experimentally validated by applying the 

method to fluorescence measurements of the time decays of the flavin Adenine Dinucleotide 

(FAD), a molecule that participates in many oxidation-reduction reactions of biological systems. 

The results have been compared with those reported in the recent literature. 

 

 

1. DESCRIPTION OF THE METHOD 

The temporal behavior of the fluorescence intensity is usually modeled
31

 as a discrete sum of 

exponential decays: 
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 ( )
0

0

1
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t tN

k
k

I t t e
−

−

=

=∑  (1.1) 

The lifetime τk is weighted by the amplitude factor αk and ranges from the resolution limit τ1 to 

the maximum decay time τN characteristic of the fluorophore under investigation. The time t0 is 

explicitly included in eq. (1.1) to account for the ZTS between the fluorescence decay and the 

instrument response function R(t) and lies on the raising region of the decay curve. We consider 

a Gaussian IRF: 

 

2

2

( )

t

wR t Ae
−

=  (1.2) 

where A is an amplitude factor and the full width at half maximum (FWHM) is given by 1.665 w. 

The theoretical model for the comparison with experimental data {Em} is carried out by 

considering the convolution product of the intensity decay function I(t,t0) by the instrument 

response function R(t): 

 

0

0 0
( , ) ( ) ( , )

t

T t t R t t I t t dt
∞

′ ′ ′= −∫  (1.3) 

Taking into account eqs. (1.1) and (1.2) and performing the Gaussian integrals, it can be shown 

that the convolution function T(t,t0) can be written in the following form: 

 

( ) ( )

( )

0 0

1

2

0 0
0 2

, ,

, exp
2 4 2

α

π
τ τ τ

N

k k
k

k

k k k
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t t t twA w w
C t t Erfc

w

=

=

   − −
= + +   

   

∑
 (1.4) 

Eq. (1.4) shows that the convolution function can be written as a linear combination of the 

coefficients Ck(t,t0) weighted by the amplitude factors αk. The coefficients Ck(t,t0) depend both 

on the characteristic parameters of the IRF, i.e., the amplitude A and  the width w, and on the 

intensity decay data through the zero-time shift  t0 and the lifetimes τk. 

The MEM algorithm selects the lifetime distribution { }
0

α k t
 according to the model (1.4) that 

maximizes the Shannon entropy function S, 

 ( )1

1

( ,..., ) 1 log( )
N

N k k
k

S α α α α
=

= −∑  (1.5) 

subjected to the reduced chi-squared condition 
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In eq. (1.6) Em is the measurement taken with error σm at time tm and M is the number of 

measurements. The reduced chi-squared condition describes the agreement between the curve 

fitted with MEM and the experimental data. 

The method of Lagrange multiplier is adopted to find the MEM solution as the extremal of the 

Lagrange function 

 ( ) ( ) ( )( )2

1 1 0,..., , ,..., 1N NS tα α λ α α λ χΛ = − + −  (1.7) 

where λ  is the Lagrange multiplier. By imposing the condition ( )1,..., , 0N∇Λ α α λ =  we get the 

following set of N+1 nonlinear equations: 
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 (1.8) 

 

where the subscript i  ranges from 1 to N . 

The solution of this set of equations is obtained by solving iteratively the following set of linear 

equations: 

 

 H δ⋅ = −x F   (1.9) 
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where we have defined the vectors ( )1
,..., ,α α λN=x  and =∇ΛF . The matrix H is the Hessian 

matrix of the Lagrange function Λ: 

 

 

( ) ( )
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=
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∑ ∑   (1.10) 

 

At each iteration step, the approximated solution δnew = +x x x  shifts the components of the 

vector F  closer to zero to minimize the norm 1 2f = ⋅F F . The first N components of the vector 

x  accounts for the MEM lifetimes distribution characterized by the minimum number of peaks 

needed to describe the time dependent fluorescence signal. It turns out that many components of 

the vector x  are close to zero when the iterative scheme (1.9) converges to the solution of (1.8). 

This, in turn, implies that the diagonal elements of the matrix H in (1.10) tend to infinity, thus 

leading to a singular behavior of the matrix close to the convergence and making critical the 

application of the MEM 

The proposed algorithm is capable of handling the singular behavior close to convergence of the 

iterative scheme by a proper reformulation of matrix equation as it will be discussed below. The 

system (1.9) can be written as follows: 

 H I δ⋅ ⋅ = −x F   (1.11) 

 

where the identity matrix I can be written in the following factorized form: 
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  (1.12) 
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By taking into account (1.11) and (1.12) it is easy to see that (1.9) can rewritten in terms of a 

matrix system for the vector of the relative corrections 
1 1( , ..., )δ δ δrel

N Nx x x x=x , namely 

 

 δeq relH ⋅ = −x F  (1.13) 

 

where the transformed matrix eqH is given by: 
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 (1.14) 

 

The advantage of (1.13) formulation over the original system (1.9) is twofold: (i) the matrix eqH  

is not singular in the limit of x  tending to zero since the matrix elements in (1.14) are 

proportional to components of x ; (ii) the accuracy with which the MEM distribution, solution of 

the nonlinear system (1.8), is retrieved is that of the relative components δ relx  which are 

explicitly determined through the iterative linear scheme (1.13).  

The package linsolve of MatLab is adopted to solve (1.13) by applying the LU decomposition 

algorithm
32

. Once the new relative correction vector δ rel
x  is found, the Newton step is given by 

( )1 1 1 1, ...,rel rel
N Nx x x xδ δ δ+ +=s  and the updated approximation of the solution is calculated by adding 

δ s  to the vector x  known at the previous iteration step: 

 

 new δ= +x x s  (1.15) 

 

Only negative components of 
new

x  need to be  seek since only positive values are required for the 

lifetimes distribution. In this case, the positiveness is enforced by using only a fraction of the 

step δs. According to the Newton approximation, the step δs is a descendent direction for the 
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norm 1 2f = ×F F  : 

 

 
1

( ) ( ) 0δ rel eq eqf H H
−

∇ ⋅ = ⋅ ⋅ ⋅ = − ⋅ <x F F F F  (1.16) 

 

The quadratic convergence is ensured once we are close enough to the solution. Conversely, the 

step δs does not necessarily decrease the norm f and the minimization is achieved by 

backtracking on the Newton direction. The new point is chosen according to condition 

 new ε δ= + ⋅x x s  (1.17) 

where ε is a number in the range from 0 to 1 that minimize f in the direction of δs and its value is 

retrieved by the MatLab routine fminbnd through the Golden Section Search algorithm
30

. 

The iterative scheme (1.13)-(1.17) allows to retrieve the lifetimes distribution { }
0

k t
α  which 

maximize the Shannon entropy Smax(t0) subjected to the condition χ2(t0) = 1. The distribution 

{ }
0

α k t
 is dependent on the choice of t0. 

To retrieve the value of ZTS we proceed by minimizing the reduced chi-square χ2(t0). An 

algorithm based on the Brent’s Method30
 has been developed to this purpose. The approach relies 

on the fact that the chi-squared χ2
(t0) is a function of the zero-time shift t0 which exhibits a 

minimum χ2
(t0 min) in correspondence of a t0 value, t0 min. Deviations from this minimum can be 

fitted to a good approximation by a quadratic time dependent law. The value of the zero-time 

shift t0,min can be recovered by the following iterative scheme: 

 

 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )

2 22 2 2 2

0 0 0 0

0,min 0 2 2 2 2

0 0 0 0

1

2

a b b a

a b b a

t t t t t t t t
t t

t t t t t t t t

χ χ χ χ

χ χ χ χ

   − − − − −   = −
   − − − − −   

 (1.18) 

 

where t0 is the previous estimate of the zero-time shift and χ2(t0) is the corresponding value of 

chi-squared.  

According to the Brent’s method, the minimum is always bracketed with the triplet of points ta< 

t0< tb such that the chi-squared value χ2(t0) is less than both χ2(ta) and χ2(tb). A degenerate case 

arises when the three points are collinear since eq. (1.18) cannot be used. However, in this case, 

the Golden Section Search technique can be applied. 
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In the next section we will report several numerical results and we will show that the algorithm is 

capable of providing ZTS to a precision of about 10-3
. 

 

 

2. Inaccurate zero-time shift and  lifetime distributions 

To analyze the effects of zero-time shift on the retrieval of lifetime distributions by the MEM we 

consider the characteristic parameters governing the fluorescence decay signal in a typical  time-

correlated single photon counting (TCSPC) experiment. We perform a simulation with 4096 data 

points that span a time scale of 25 ns and 5×104
 counts in the maximum. The data points have 

been obtained by convolving a three exponential model function with zero-time shift t0 = 100 ps 

by a Gaussian instrument response function R(t) whose FWHM is 120 ps. 

The three decay times are τ1 = 100 ps, τ2 = 1000 ps and τ3 = 4000 ps and the same value for the 

relative amplitudes αk = 0.333 (k=1, 2, 3) has been considered according to the eq. (1.4).  

Poisson noise statistics that affects the typical TCSPC measurements was simulated by using the 

routine poissrnd of Matlab.  

The fluorescence parameters are retrieved from the analysis of the MEM lifetime distribution by 

letting the zero-time shift t0  deviate from its nominal value t0 = 100 ps.  

Figure 1(a) shows the normalized MEM spectra obtained for three different zero-time shift  

errors,  ∆t0 = -10, 0, 20 ps, by considering N = 500 lifetimes equally spaced in logτ  between 

τmin = 20 ps and τmax = 104 ps. As it can be seen, the distributions exhibit a peak for each decay 

component whose location is affected by the ZTS uncertainty with particular reference to the fast 

decay times. The lifetime and amplitude estimates τk and αk  of the k-th decay component 

are given by: 

 1 1

11

,

α τ α
τ α

αα

k k

k

N N

j j j j j
j j

k kN N

j jj j
jj

= =

==

∆ ∆

= =
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∑ ∑

∑∑
 (2.1) 

where Nk is the number of lifetimes that comprise the k-th peak and ∆j is the spacing in logτ . 

Figure 1(b) shows that the relative error between the values of the retrieved lifetimes τk and the 

theoretical ones increases with increasing ∆t0. The accuracy decreases with decreasing lifetime 

and a relative error larger than 80% is attained for the lifetime τ=100 ps when ∆t0 is 10 ps which 
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corresponds to two time channels of the 

TCSPC. On the other hand, an accuracy 

better than 8% is obtained for decay times 

larger than 1000 ps and |∆t0|<10 ps. 

Therefore, larger lifetimes are less affected 

by an inaccurate value of ZTS.  

Figure 1(c) shows that a similar behavior for 

the estimated values of the relative 

amplitudes. 

An error of 10 ps on the ZTS causes a 

relative error larger than 20% for the relative 

intensities αk corresponding to the larger 

decay time and an accuracy worse than about 

30% is obtained for the intensity of the 

lifetimes τ=100 ps.  

Figure 1(d) displays the reduced chi-squared 

value χ2
 as a function of the ZTS error ∆t0 

and shows clearly that χ2
 attains at its 

minimum at ∆t0=0. Therefore, the best value 

of the reduced chi-square as a function of the 

ZTS is obtained at t0=100 ps.  

 

 

3. Results and discussion 

To validate the performance of the proposed 

MEM method with the chi-squared 

minimization approach, we have performed 

numerical simulations of fluorescence 

intensities taking into account the effect of 

the zero-time shift uncertainty. The 

simulated curves refer to  three exponential 
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Figure 1. The effects of the errors ∆t0 in estimating the 

time shift t0 on the MEM reconstruction. (a) The MEM 

lifetime distributions for different values of ∆t0. (b) The 

relative error in retrieving the lifetime decays as a function 

of time shift error. (c) The relative errors in retrieving the 

amplitude factors αk. (d) The reduced chi-squared for 

different time shifts errors ∆t0. Results refer to a 

fluorescence decay intensities simulated by a three 

exponential function with lifetimes τ1 = 100 ps, τ2 = 1000 

ps and τ3 = 4000 ps and the same value for the relative 

amplitude αk = 0.333 k = 1, 2, 3. 
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decays τ1 = 100 ps, τ2 = 1000 ps and τ3 = 4000 ps with the same value for the relative 

amplitudes αk = 0.333 (k=1,2,3) according to the Eq. (1.4) and span a time scale of 25 ns with 

5×104
 counts in the maximum. Four different values of the zero-time shift, t0 = ±500 ps and  t0 = 

±1000 ps, have been considered for investigating on the ability of the proposed method to 

retrieve the unknown temporal distance t0 between the signal and the IRF together with the 

MEM lifetimes distribution.  

It is well known that the main shortcoming of the MEM is retrieving the lifetimes distributions 

without estimation errors. To overcome this limitation and to investigate the performances of the 

proposed algorithm, a set of 20 synthetic curves has been generated for each zero-time shift 

value t0. The fluorescence parameters and the zero-time shift are retrieved as average and 

standard deviation of the estimates calculated from the analysis of the MEM spectra for every set 

of curves. Figure 2(a) depicts the typical three exponential simulated curves generated for each 

value of the zero-time shift  (closed circles) and the curves resulting from the fitting with the 

MEM algorithm (the solid colored lines) by considering N = 500 lifetimes equally spaced in 

logτ  between τmin = 20 ps and τmax = 104 ps.  

Figure 2(b) shows the typical normalized lifetimes distribution that is retrieved by the algorithm 

and accounts for the agreements between the simulated data and the fitted curves. The 

distribution exhibits a peak for each decay component. The mean position τ k and mean 

amplitude αk  of the k-th peak are respectively the estimate of the lifetime and the pre-

exponential factor of the k-th decay component as given by the eqs. (2.1). The average and the 

standard deviation of the values τ k , αk  and t0 resulting from each set of simulated curves 

are the estimates of the fluorescent parameters and have been reported in Table 1. 

From the analysis of the numerical values, it results that the relative amplitudes αk and the 

lifetimes τk are estimated by the MEM within one standard deviation and the estimated values 

are not affected by the zero-time shift  value t0. The relative errors exhibit the largest value for 

the fastest decay component and it can be ascribed to the fact that the decay time τ1 = 100 ps is 

comparable with the width of 120 ps of the IRF, that is the lifetime is close to the resolution limit 

of the simulated experimental set up. Nevertheless, the relative discrepancies range from 6% to 

2% for the relative amplitudes and from 13% to 4% for the lifetimes. 
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The agreement between estimated values and theoretical ones is impressive for the zero-time 

shift t0 being the accuracy lower than 0.2%, even though a range of values that spans 2000 ps 

around the center of the IRF has been probed. The excellent accuracy in estimating the zero-time 

shift is the mainstay for the marked agreement between theoretical model function and 

experimental data as it has been evidenced in the previous section.  

In order to test the performances of the proposed MEM algorithm in facing these cases, we have 

simulated fluorescent curves with a Gaussian lifetime distribution whose center is at τc = 3000 ps 

and the standard deviation is 20% of τc, that is ∆τ = 600 ps, and we have adopted the same 

analysis procedure of the multi exponential decays analysis. Thus, 20 curves have been 

simulated for each different values of the zero-time shift , t0 = ±500 ps and t0 = ±1000 ps, and 

each curve has been analyzed by running the MEM with N = 500 lifetimes equally spaced in 
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Figure 2. (a) The fluorescence decay intensities (colored closed circles) simulated by a three exponential 

function with lifetimes τ1 = 100 ps, τ2 = 1000 ps and τ3 = 4000 ps and the same value for the relative amplitude 

αk = 0.333. Four different values of the time shift t0 have been considered, t0 = -1000 ps (red circles), t0 = -500 

ps (blue circles), t0 = 500 ps (green circles), t0 = 1000 ps (violet circles). The solid black lines are the curves 

fitted with the MEM. (b) A typical normalized lifetimes distribution ( ) ( )t tα α ∆∑  that is obtained by the 

MEM analysis of a simulated noisy three exponential decay. The simulated data are comprised of 4096 data 

points on a time scale of 25 ns. The MEM results are obtained for N = 500 points equally spaced in log τ 

between 20 ps and 104 ps and are reported in Table 1 

Page 14 of 24Analyst

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



 

15

logτ  between min 20τ = ps and 4

max 10τ = ps. The black points profile of Figure 3 is the 

normalized MEM spectrum of any analyzed curve and the red solid line is the theoretical 

Gaussian lifetime distribution. The agreement between the retrieved spectrum and the theoretical 

one is excellent and the results of the statistical analysis on the retrieved fluorescent parameters 

have been reported in Table 1. The theoretical values have been predicted within one standard 

deviation and high accuracy as the case of the multi exponential decay. Particularly, the center 

and the width of the Gaussian lifetime distribution have been retrieved with relative 

discrepancies that are lower than 0.1% and 1% respectively for any value of the zero-time shift 

that is recovered with an accuracy better than 0.2%. 
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Figure 3. The black points are the normalized lifetime spectrum α(t) reconstructed by the 

MEM analysis performed on a fluorescence decay intensity with 5×104
 counts in the peak 

channel for a Gaussian lifetimes distribution centered at τ = 3000 ps with standard deviation 

∆τ = 600 ps. The MEM results are obtained for N = 500 points equally spaced in log τ 

between 20 ps and 104 ps and are reported in Table 1. The red solid line is the theoretical 

Gaussian lifetime distribution. 
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4. Experimental test 

Flavoprotein is a class of proteins that contain flavin as cofactor and participates in oxidation-

reduction reactions in biological systems. In particular, Flavin Adenine Dinucleotide - FAD is a 

common member of the flavin family and it is present in various photoreceptors such as DNA-

photolyase, phototropin, and ‘blue-light using FAD’ (BLUF) proteins
33–35

. Fluorescence 

investigations have shown that the isoalloxazine (ISO) ring is responsible for the light emission 

of FAD in the visible spectral range and is linked with adenine through hydrogen-bonding
36–39

. 

Recently, excited state fluorescence lifetimes measurements of FAD solutions at different pHs 

have been carried out with a time-correlated single-photon counting (TCSPC) set-up with a time 

resolution of ∼40 ps36,40
. It has been reported that FAD decays at pH = 7 exhibits a bi-

exponential feature with two lifetimes of 4440 ps and 2270 ps having relative contributions of 

36% and 64% respectively. The slow component represents the extended conformation of FAD 

in which the ISO and adenine rings interact through an unstacked conformation, as it has been 

confirmed by the estimated values of 4700 ps for the decay time of flavin mononucleotide 

(FMN). Conversely, the fast component represents a partially stacked configuration in which the 

isoalloxazine moiety does not stack but interacts with the other parts of the molecule. 

In order to test the efficacy of the MEM method with the chi-squared minimization approach 

Table 1. The decay parameters and the time shift t0 recovered by the MEM analysis 

Multi exponential 

Decay 

Gaussian 

distribution 

t0 (ps) α1(%) α2(%) α3(%) ττττ1 (ps) ττττ2 (ps) ττττ3 (ps) t0 (ps) ττττc (ps) ∆ττττ (ps) 

-999.3±0.8 32±2 33.9±0.7 33.8±0.8 105±13 1010±80 4010±160 -999.4±0.8 3000±2 597±8 

-499±1 32±2 34±1 34±1 107±13 1010±70 4010±150 -499.4±0.9 3001±2 599±7 

501±1 32±2 33.9±0.9 33.7±0.9 104±12 1010±70 4010±150 501±1 3001±1 595±6 

1000±1 33±1 33.6±0.6 33.6±0.7 104±13 1010±70 4010± 60 1001±1 3001±1 597±7 

 

The multi exponential decay section reports the MEM analysis of a three exponential decay with 

lifetimes τ1 = 100 ps, τ2 = 1000 ps and τ3 = 4000 ps and the same value for the relative amplitude αk = 
0.333. The Gaussian distribution section shows the center τc and the width ∆τ  of the Gaussian 

lifetimes distributions recovered by the MEM. The nominal values of the Gaussian parameters are τc = 
3000 ps and ∆τ = 600 ps. In each case, four different values of the time shift have been considered, t0 
= ±1000 ps, ±500 ps. 
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discussed in this contribution, we have applied the developed algorithm to analyze time resolved 

fluorescence experimental measurements of FAD at pH=7, performed with our experimental set-

up, replicating the experiments reported by . Sengupta et al.
36

. The sample excitation was 

provided by a picosecond diode laser emitting pulses at a repetition rate of 10 MHz and a 

wavelength of λ = 405 nm. The laser beam was focused into a 10 mm sample cell by a 

microscope objective lens. The fluorescence emission was detected at 90° to the incident light 

beam to minimize the amount of transmitted or reflected beam light reaching the detector. A 

bandpass filter blocks the residual laser beam and allows only radiation with a wavelength of 

520±10 nm to reach the detector, the chosen wavelength range being close to the maximum of 

FAD fluorescence emission spectrum. The detection apparatus was composed of a fast 

multichannel plate photomultiplier tube and a TCSPC electronics. The instrument response 

function (IRF) determined by TCSPS was about 140 ps FWHM. See Reference 
41

 for further 

details.  
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Figure 4(a) shows the experimental fluorescence decay curve of FAD at pH = 7 (black points) 

and the curve fitted with the MEM algorithm by using N = 500 points equally spaced in log τ 

between 102 ps and 104 ps (red solid line). The goodness of fit is ensured by a reduced chi-
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Figure 4. (a) Time resolved fluorescence signal of FAD at pH=7 for an excitation wavelength 

λ = 405 nm (black points). The red solid line is the curve fitted with the MEM by considering 

N = 500 points equally spaced in log τ between 102 ps and 104 ps. (b) Normalized lifetime 

spectrum reconstructed by the MEM analysis performed on a fluorescence decay intensity of 

FAD. 
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squared value χ2= 1.18. The normalized lifetimes distribution  retrieved by the algorithm  

(
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Figure 4(b)) exhibits two peaks corresponding to a fast and slow components. According to the 

equations (2.1), the estimated values of the fast and slow decay components are τ1 = 2500 ± 200 

ps  and τ2 = 4700 ± 260 ps with relative contributions of α1 = 69.8% and α2 = 30.2% 

respectively, in excellent agreement with the values reported and discussed extensively in Ref. 
36

. 

 

 

 

Conclusions 

The zero-time shift between the IRF function and the fluorescence decay epends in general on 

the collection optical pathway hat characterizes the experimental setup and the wavelength of the 

fluorescent signal. Fluorescence intensity decay exhibits both a multi exponential decay and a 

uniform lifetimes distribution. 

Typical multi exponential models fail to describe the temporal behaviour of a fluorescent 

intensity when a complex decay is considered and/or an inaccurate estimate of the TZS is 

provided. MEM is a valid alternative to retrieve both multi exponential and continuum lifetimes 

distributions, but it is not prone to problems when estimate of the zero-time shift is inaccurate. 

Indeed, the relative error on time decays can be as high as 80% even for ZTS error as low as 10 

ps.  

The approach described here, based on MEM, allows to analyse complex time decays by 

retrieving both lifetime and zero-time shift through an iterative scheme based on entropy 
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maximization and Brent’s Method. The accuracy of the proposed algorithm has been tested by 

considering both multi exponential and continuous lifetimes distributions for different values of 

the ZTS. The method is capable of providing ZTS to accuracy better than 0.2% over a time range 

of 2000 ps.  

Application of the method to multi exponential decay curves has shown that the largest relative 

errors are obtained by the fastest decay component whose value is comparable with the 

resolution limit of the experimental setup. Nevertheless, the discrepancies for the relative 

amplitudes range from 6% to 2% and for the lifetimes from 13% to 4%. 

Numerical simulations have shown that the fluorescent parameters of the Gaussian lifetimes 

distribution can been retrieved within one standard deviation and high accuracy. The center and 

the width of the lifetimes distribution have been retrieved with relative discrepancies that are 

lower than 0.1% and 1% respectively. As regard as the influence of noise on the accuracy of the 

method we find that the accuracy does not depends significantly on the noise level when the 

number of counts exceeds 3-5×10
4
. Indeed, we find results  very similar to those reported in our 

previous work
29

 ( see, in particular, fig. 3 of  Ref.
29

) 

The performance of the proposed MEM algorithm has also been tested experimentally by 

considering the fluorescence decay intensity of the FAD molecule in aqueous solution at pH = 7. 

The values of the time decay retrieved by the MEM spectrum are in agreement with those 

reported in the recent literature. Particularly, we notice the agreement between the estimated 

value of the slow decay component of FAD and the decay time measured for the FMN. 

We point out that the assumption of a Gaussian IRF has allowed to express the maximization of 

the Shannon entropy in terms of a set et of nonlinear equations explicitly dependent on the 

parameters of the decay signal and on those of the IRF function. However, this assumption is not 

restrictive for the applicability of the method because the IRF function can always be 

deconvoluted in terms of a set of Gaussian functions. 
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