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ABSTRACT:  
Although solid oxide fuel cells (SOFCs) provide clean and efficient electricity generation, high operating 
temperatures (T>800oC) limit their widespread use. Lowering operating temperatures (600oC<T<800oC) 
requires developing next-generation mixed ion-electron conducting (MIEC) cathodes that permit facile 
oxygen transport. One promising MIEC material, La1-xSrxCo1-yFeyO3 (LSCF), can operate at intermediate 
temperatures, has a longer cell lifetime, and permits less expensive interconnect materials. However, the 
road to optimization of LSCF compositions for SOFC applications would benefit from fundamental, 
atomic-scale insight into how local chemical changes affect its oxygen ion conductivity. We provide this 
insight using ab initio density functional theory plus U (DFT+U) calculations to analyze the factors 
governing oxygen transport in the LSCF parent material LaCoO3. We show that oxygen diffusion in 
LaCoO3 depends strongly on the spin state of the Co3+ ions: in particular, low spin Co3+ promotes higher 
oxygen vacancy concentrations than other spin states. We also predict that different spin states of Co3+ 
significantly affect the oxygen ion migration barrier. Through electronic structure analysis, we uncover 
the fundamental details which govern oxygen diffusivity in LaCoO3. 
 
INTRODUCTION 
 

Solid oxide fuel cells (SOFCs) can efficiently convert a variety of fuels into electricity, making 

them potentially useful for multiple, diverse energy applications.1–5 Development of next-generation 

SOFCs requires finding solid state cathode materials capable of mixed oxygen ion and electron 

conduction (MIEC).6  LaCoO3 and its substituted forms (La1-xSrxCoO3, La1-xSrxFe1-yCoyO3) promisingly 

demonstrate facile oxygen transport.7–10  However, insufficient atomic-level understanding of the physical 

and chemical properties of LaCoO3 inhibits the rational design of LaCoO3-based SOFC cathode materials. 

Most importantly, the relationship between magnetism and oxygen transport in LaCoO3 remains largely 

unexplored. 

Co3+ ions introduce complex magnetic behavior in LaCoO3 by occupying octahedral sites 

surrounded by oxygen ions (the slight rhombohedral distortion is customarily neglected).11 This crystal 
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field splits the d orbitals into a triply-degenerate set of t2g orbitals below a doubly-degenerate set of eg 

orbitals. Combining the crystal field splitting with the 3d6 valence configuration leads to three local spin 

states for Co3+: low spin (LS, t2g
6
eg

0), intermediate spin (IS, t2g
5
eg

1), and high spin (HS, t2g
4
eg

2).  The IS 

state should display a strong Jahn-Teller (JT) distortion that breaks the degeneracy of the eg orbitals. 

LaCoO3 exhibits nonmagnetic behavior at low temperatures, so the Co3+ ions remain in the LS spin state 

below 90 K.12,13 The material undergoes a nonmagnetic-to-paramagnetic transition below 100 K14 and an 

insulator-to-metal transition around 500 K.15–18 Disagreement arises regarding the spin state of the Co3+ 

ions above the onset of the first transition.  Some X-ray diffraction experiments19 suggest the existence of 

IS Co3+ ions while other soft X-ray absorption and circular dichroism experiments20 indicate that a 

mixture of HS and LS Co3+ ions coexist. Another X-ray absorption study finds a continuous LS to IS 

transition around 90 K.21  All of these interpretations are consistent with the observed magnetic 

susceptibility of LaCoO3.  The second transition from insulator to metal has been interpreted as a 

transition from localized to delocalized eg bands.12  Neutron diffraction data show that LaCoO3 undergoes 

anomalous thermal expansion resulting from the magnetic transitions.22  Consensus regarding the Co3+ 

spin state in LaCoO3 above 90 K remains elusive. 

Numerous theoretical studies have attempted to solidify consensus regarding the relevant spin 

states of the Co3+ ions.  Unfortunately, Kohn-Sham density functional theory (DFT), within either the 

local density approximation (LDA) or generalized-gradient approximation (GGA) treatment of electron 

exchange and correlation, generally fails to properly describe LS LaCoO3 (predicting metallic instead of 

insulating behavior).23,24  Therefore, many studies have employed the DFT+U method to investigate the 

electronic and magnetic structure of LaCoO3.
25–31 The DFT+U method requires a parameter Ueff=U-J that 

represents the difference between the spherically averaged Coulomb (U) and exchange (J) interactions for 

electrons of a specified angular momentum (d electrons in this case) on the same site (each Co ion in this 

case).  Knížek and coworkers, using a Ueff = 5.4 eV, showed that the IS state becomes favored over the 

low spin state in LaCoO3 as the lattice expands.26  The same authors later chose Ueff = 2.7 eV to show that 

a mixed HS/LS state was more stable than the IS state.27,32  These contradictory results demonstrate that 
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different Ueff parameters lead to different conclusions.  A more desirable first-principles description of 

LaCoO3 requires an unbiased choice of Ueff, such as a Ueff determined from ab initio calculations that 

exactly account for the Coulomb and exchange interactions between d electrons on a single Co3+ site.  

Multiple studies have employed Ueff values derived from the linear-response method33 to study multiple 

spin configurations of LaCoO3.
28–30  Laref et al.,30 used this approach to determine that Ueff depends on 

the Co3+ spin state with the values of Ueff,LS=7.22 eV, Ueff,IS=7.05 eV and Ueff,HS=6.65 eV.  They conclude 

that the first magnetic transition involves populating the IS state within a matrix of LS Co3+ ions.  A 

theoretically predicted low energy LS-IS transition agrees with earlier studies using large Ueff values 

(Ueff>5 eV) but contradicts the results obtained with lower Ueff values. Hybrid DFT calculations have been 

used to understand the electronic structure34,35 and oxygen vacancy formation energy36,37 in LaCoO3. 

However, the computational expense of the hybrid functionals renders them unfeasible for modeling 

larger supercells required to study oxygen transport in LaCoO3. Beyond DFT and DFT+U supercell 

model studies, Hozoi et al. used an embedded cluster model with multi-reference singles and doubles 

configuration interaction used to treat the cluster and an embedding potential derived from periodic 

Hartree-Fock calculations of LS LaCoO3.
38 This study investigated the spin states of Co in the cluster and 

found a spin-state ordering of LS < HS < IS. However, the small cluster size and the embedding potential 

imposed an artificial constraint whereby only local excitations to the IS and HS states within a LS 

background were modeled. In summary, standard DFT calculations fail catastrophically for LaCoO3, 

DFT+U calculations reach different conclusions depending on the Ueff parameter chosen, and the 

embedded calculations fail to account for long-range distortions which may affect the relative stability of 

different spin states. 

No consensus exists regarding the relevant spin states of Co3+ above 90 K. Nonetheless, many 

experimental and theoretical investigations have addressed oxygen transport in LaCoO3.  Experiments 

show that LaCoO3 has higher oxygen diffusivity than other common LaMO3 perovskites (M=Mn,Fe).39–41  

Oxygen diffusion in LaCoO3 occurs via a vacancy-mediated hopping mechanism.41 This mechanism gives 

rise to a diffusion coefficient that is the product of two quantities: the vacancy concentration and the 
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vacancy diffusion coefficient.42  The free energy of oxygen vacancy formation (�Gf,vac) determines the 

oxygen vacancy concentration (Cv). The vacancy diffusion coefficient (Dv) takes an Arrhenius form with 

the activation energy determined from the enthalpic barrier (�Hmig) to the hopping process.  Therefore, 

the overall diffusion coefficient depends on the �Gf,vac and �Hmig. Experimental data provide an overall 

description of oxygen diffusion in LaCoO3; however, rational design of materials based on LaCoO3 

requires understanding the fundamental physics that govern the oxygen transport process.  Theoretical 

studies (using DFT+U calculations) have addressed oxygen vacancy formation in LaCoO3.
36,37,43–46 

Recently, Mastrikov et al. computed the vacancy formation enthalpy and migration enthalpy in IS 

LaCoO3 using a 40-atom supercell model and found that their calculated barrier agreed well with the 

experimentally observed migration barrier.45 On the other hand, their oxygen vacancy formation enthalpy 

(3.64 eV) is significantly higher than the experimental oxygen vacancy formation enthalpy (2.17 eV). 

These significant deviations from experiment mean that oxygen diffusion constants derived from these 

theoretical data will not be accurate. Hong, et al., addressed O2 surface exchange kinetics on LaCoO3 and 

used DFT+U and hybrid DFT calculations to investigate how the Co spin state affects the oxygen 

vacancy formation energy.37 These authors find that larger Co3+ magnetic moments lead to lower oxygen 

vacancy formation energies, in contrast to what we find and argue for here (vide infra). They attribute the 

trends in the oxygen vacancy formation energies to changes in the O 2p band center, which they use as a 

descriptor of the Co-O bond strength. This finding, the first to address the impact of Co spin state on 

oxygen vacancy formation, underscores the need for more refined understanding of the oxygen defect 

chemistry in LaCoO3, while the migration barrier should also be analyzed considering additional spin 

states of the Co3+ ion.  

We have just explained the controversy regarding the spin state of Co3+ in LaCoO3 and reviewed 

literature that provides some atomic-level insight into oxygen diffusion in LaCoO3.  Experiments and 

theory fail to conclusively find that one magnetic configuration of LaCoO3 dominates above 90 K.  In 

fact, experimentalists have found that invoking a mixture of LS, IS, and HS Co3+ ions is necessary to 
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explain the anomalous thermal expansion seen in LaCoO3.
22 Additionally, Raman spectroscopy37 

indicates that all three configurations coexist above 90 K.  This insight proves that any conclusive 

description of physical processes in LaCoO3 must account for a variety of Co3+ spin states. 

We present an ab initio DFT+U study of oxygen transport in LaCoO3 that focuses on the effects 

of different spin states of Co3+.  As explained below, we determine a unique and unbiased ab initio value 

of Ueff for Co3+ using the method of Mosey, Liao, and Carter.47  We apply the DFT+U method to four 

magnetic configurations of LaCoO3: LS, IS, HS and a 1:1 mixture of HS and LS.  We analyze the effects 

of different spin states on the crystal structure, electronic structure, oxygen vacancy formation, and 

oxygen migration in LaCoO3.  Our results show that the oxygen diffusion coefficient depends 

significantly on the magnetic configuration of LaCoO3.  From these results, we provide insights into how 

to rationally design materials based on LaCoO3. 

 

METHODS AND COMPUTATIONAL DETAILS 
 
 The ab initio value of Ueff for Co3+ was determined from unrestricted Hartree-Fock (UHF) 

calculations on clusters carved out of a Co3O4 crystal, embedded in a point charge array according to the 

method described in ref. 47 using the GAMESS software package.48,49  This method involves first 

evaluating the Coulomb and exchange integrals between UHF molecular orbitals and then taking a 

weighted average of these integrals based on the extent to which d orbitals on the central ion (here one of 

the octahedrally coordinated Co3+ ions) contribute to the specific MOs. The weights were determined by 

Mulliken population analysis50 as implemented in GAMESS. Therefore, this Ueff value is determined 

without experimental input (apart from the experimental crystal structure used for the embedded cluster). 

The Stuttgart effective core potential51 (ECP) for O and the large-core Hay-Wadt ECP52 for Co (which 

subsume two and 18 core electrons, respectively) along with the corresponding double-zeta basis sets for 

the valence electrons were employed.  UHF calculations were performed on cluster models (figure 1) of 

Co3O4 in its spinel structure,53 which were electrostatically embedded using a point charge array 
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containing more than 6800 point charges.  Formal charges were used to assign +2, +3 and –2 to the 

appropriate point charges while those on the boundary of the point charge array were reduced according 

to Evjen’s method.54  The clusters were capped with Al3+ and Mg2+ Hay-Wadt ECPs55 (where the Al3+ 

ECPs replace Co3+ ions and the Mg2+ ECPs replace Co2+ ions). Al3+ and Mg2+ were chosen to replace 

capping Co3+ and Co2+ ions, respectively, because the ionic radii of the corresponding species are nearly 

identical.56  No basis functions were centered on the capping ECPs so these ECPs only provide Pauli 

repulsion to prevent unphysical leaking of electron density into the point-charge array.  UHF calculations 

were converged such that all clusters up to Co13O38
43- had an energy change less than 0.1 µHa. We 

converged the two largest clusters to an energy change no larger than 22 µHa. While these clusters are 

highly charged, all cluster calculations were performed on cationic clusters because of the capping ECPs. 

The central Co ion remains positively charged throughout the calculations, having a Mulliken charge of 

+1.35 in the CoO6
9- and +1.15 in the Co26O68

68- cluster. 

 

Figure 1. Clusters of Co3O4 used in the calculation of U, J and U-J.  (a) Co3O4 F4�3m	unit cell, (b) CoO6
9-, 

(c) Co2O10
14-, (d) Co4O16

20-, (e) Co7O26
31-, (f) Co13O38

43-, (g) Co25O68
67-, (h) Co26O68

68-, and (i) Co33O86
87-.  

Color designations: Co (blue), O (red), Mg2+ capping ECP (pink) and Al3+ capping ECP (light blue). 
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 Different structural models were needed to capture the different spin states and observables for 

LaCoO3. Two cells were employed to describe the bulk crystal and electronic structure of LaCoO3: the 

R3�c unit cell (figure 2a) for the LS state and the I2/a cell (figure 2b) for the IS, HS, and LS/HS states.  

The LS state cannot undergo a JT distortion, so the standard R3�c unit cell can be used.  However, the IS, 

HS, and HS/LS states may demonstrate JT distortions, so the I2/a cell was chosen to accommodate this 

possibility.  Calculating oxygen vacancy formation energies and oxygen migration pathways required 

larger cells, so the pseudocubic supercell (40 atoms, figure 2c) and the 2×2×2 R3�c supercell (80 atoms, 

figure 2d) were employed.  For the supercells, we allowed the atomic coordinates to break symmetry 

allowing for some stabilization from JT distortions. 
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Figure 2. (a) Rhombohedral and (b) monoclinic unit cells of LaCoO3.  (c) Pseudocubic and (d) 
2×2×2 rhombohedral supercells used for oxygen vacancy calculations in LaCoO3.  Color 
designations: La (green), Co (blue) and O (red). 

 

Kohn-Sham DFT calculations57,58 with periodic boundary conditions were performed with the 

Vienna ab initio Simulation Package (VASP) version 5.2.2.59–61  The nuclei and core electrons were 

represented within the projector-augmented wave (PAW) formalism.62  We used standard potentials from 

the VASP library63 with the following valence configurations: La (5s25p66s25d1), Co (4s23d7) and 

‘regular’ O (2s22p4).  Integration over the first Brillouin zone was performed with Gaussian smearing 

(σ=0.05 eV) on a 4×4×4 Monkhorst-Pack64 k-point mesh for the 10-atom R3�c	unit cell of LaCoO3.  A 

3×3×2 k-point mesh was used for the 20-atom I2/a unit cell, and a 2×2×2 k-point mesh was used for the 
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40-atom pseudocubic cell and 80-atom rhombohedral supercell (a 2×2×2 supercell of the R3�c unit cell). 

The planewave basis set was truncated at 750 eV.  Total energies were converged to within 1 meV/atom 

using these parameters.  Electron exchange and correlation was treated with the local density 

approximation (LDA) and the generalized gradient approximation (GGA) of Perdew, Burke, and 

Ernzerhof (PBE).65  LDA+U and GGA+U calculations were performed using the rotationally invariant 

scheme of Dudarev, et al.66  We compare the performance of LDA+U and GGA+U calculations, noting 

which predictions are most meaningful in light of their ability to reproduce known observables. Since the 

DFT+U approach can exhibit metastable states,67 we carefully examined the initial and final states of our 

calculations to ensure that comparisons between LDA+U and GGA+U were made between equivalent 

minima. Each magnetic state was constructed through varying the initial guess for the Co magnetic 

moments (LS=0, IS=±2, HS=±4, where this quantity is the difference between alpha and beta electrons on 

a given site). Oxygen migration pathways were determined using the climbing-image nudged elastic band 

(CINEB) method68–70 as implemented in the VASP transition state theory tools developed at the 

University of Texas (http://theory.cm.utexas.edu/vtsttools/).  Structures and migration pathways were 

optimized until the force on each atom fell below 0.03 eV/Å.  Vibrational frequencies were obtained by 

constructing the Hessian matrix (second derivatives of total energy with respect to ion positions) using 

finite displacements of atoms (0.02 Å displacements).  For the larger supercells, we constructed a subset 

of the Hessian consisting of groups of atoms surrounding the oxygen vacancy or migration pathway.71 

We employed several tools for analyzing the electronic structure of LaCoO3 in multiple spin 

states and the absence or presence of an oxygen vacancy. Atom- and angular-momentum-projected 

densities of states (PDOS) were obtained from single-point calculations using the tetrahedron method 

with Blöchl corrections.72 For convenience, PDOS plots show positive values for the majority spin states 

and negative values for the minority spin states. All PDOS plots were shifted such that the Fermi energy 

(the energy above which there are no occupied states) equals zero. We also used Bader’s atoms in 

molecules73 approach, as implemented by Professor Henkelman’s group at the University of Texas,74,75 to 

partition the electron density in our calculations. Density difference plots showing how electrons 
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rearrange upon oxygen vacancy formation require a reference density for the oxygen atom. For this 

purpose, we computed the oxygen atom in a triplet state, but we allowed the minority electron to 

fractionally occupy the three p-orbitals to obtain a spherical charge density. This is required so that we do 

not bias our density difference plots through an arbitrary choice of x, y, or z for the doubly occupied 2p 

orbital. Finally, the magnetic moments we report were obtained by integrating the spin density within a 

sphere around each atom. The radii for the spheres were determined for each element by the PAW 

potentials we used (vide supra).  

 

 

RESULTS AND DISCUSSION 
 

Determining Ueff for Co
3+
 

 
Conclusions drawn from previous DFT+U studies of LaCoO3 have depended strongly on the 

chosen value of the Ueff parameter (vide supra).  For less empirical predictions, we determine the ab initio 

value of Ueff for Co3+ from UHF calculations on embedded cluster models of Co3O4.  We choose Co3O4 

(spinel structure), the simplest cobalt oxide that contains Co3+ ions, to give us the most transferable Ueff 

value for Co3+ ions in an oxide material. While the Ueff value in principle depends on structure and 

magnetic state, we require a consistent Ueff value so that energy differences are valid (i.e., derived from 

the same Hamiltonian). The Ueff value for LS Co3+ is most appropriate since it represents the ground state 

of LaCoO3 and Co3O4. Furthermore, at low temperature (T < 5 K), the Co3+-O2- distances are 1.93 Å and 

1.91 Å for LaCoO3 and Co3O4, respectively.  The spinel structure (Co3O4) also features tetrahedrally 

coordinated HS Co2+ ions.  These Co2+ ions align antiferromagnetically with one another.53,76  The 

greatest discrepancies between Co3O4 and LaCoO3 are the presence of Co2+ in Co3O4 and the different 

octahedral linkage in the spinel (edge shared) and perovskite (corner shared) structures. We calculate the 

values of U, J, and Ueff=U-J among the d electrons on the central Co3+ ion in the cluster.  With expanding 

cluster size, the central Co ion should become increasingly bulk-like.  We find (figure 3) that Ueff 
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converges to 4.0 eV in a cluster of Co33O86
87-.  Our result agrees reasonably well with the value U=5 eV 

obtained for LS Co3+ in LaCoO3 by fitting X-ray photoemission data with a parameterized configuration 

interaction model for a CoO6 cluster.77 Likewise, our Ueff value is reasonable when compared with the 

values for other 3+ transition metal ions: Cr3+ = 3.2 eV, Fe3+
 = 4.3 eV.47  Our Ueff value for Co3+ disagrees 

significantly with the values obtained from linear-response theory which are 6.7 eV for LS Co3+ in 

Co3O4
78

 and 7.22 eV for LS Co3+ in LaCoO3.
30  Another linear-response study obtains the Ueff value for 

LS Co3+ as a function of structure, giving rise to unreasonable values in excess of 8 eV.28  Based on this, it 

seems that linear-response theory can overestimate Ueff. This may arise because the linear-response 

method of calculating Ueff derives the self-interaction error correction using a theory (DFT-LDA) which 

already contains self-interaction error. Thus results from those calculations should be interpreted with 

caution. 

 

Figure 3.  U (orange), J (blue) and U-J (black) for Co3+ ions in clusters obtained from Co3O4.  The 
converged value of U-J is 4.0 eV. This value is converged to 0.3 eV (the difference between the 
Co26O68

68- and Co33O86
87- clusters). 

 

Bulk Structural and Electronic Properties of LaCoO3 
 

To validate the transferability of our ab initio Ueff value for Co3+ from Co3O4 to LaCoO3,, we 

compare experimental observables to those from LDA+U and GGA+U calculations for different Co3+ 
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spin configurations (table 1).  We find that the IS state only exists in a ferromagnetic (FM) configuration 

while the HS state only converges in the antiferromagnetic (AFM) configuration.  This may explain why 

the IS state is routinely found when researchers perform FM DFT+U calculations on LaCoO3.
25,26  

Although FM and AFM solutions exist for the HS/LS configuration of LaCoO3,  we use an AFM model 

for this state (in keeping with the paramagnetism of LaCoO3 above 90 K). We require that LS Co3+ ions 

have HS Co3+ neighbors (and vice versa) with the HS Co3+ aligned antiferromagnetically with one 

another.  Periodic boundary conditions necessitate imposing such order to model a paramagnetic material.  

Experimental quantities obtained at low temperature (T < 90 K) should be compared to the LS state while 

observables obtained at room temperature (or higher) should be compared with the magnetic states.  As 

expected, the LDA+U functional gives equilibrium volumes (Vo) smaller than the experimental volumes 

while the GGA+U functional gives volumes larger than experiment.  The optimized lattice constants for 

both of these functionals follow the same trend as the equilibrium volume. The only exception is the LS 

case where both functionals underestimate the lattice constant. The GGA+U functional slightly 

overestimates the LS equilibrium volume because it overestimates the angle between the lattice vectors 

(61.3o compared to 61.0o from experiment)22 while the LDA+U angle (61.1o) is in better agreement with 

experiment. However, neither functional offers a significant advantage in terms of structural parameters.  

The GGA+U functional gives bulk moduli (Bo)  in agreement with room temperature experiments 

(comparing IS, HS, and HS/LS with experiment) while the LDA+U values are much higher.  Finally, the 

eigenvalue gap between the highest occupied band and the lowest unoccupied band (Eg), which provides a 

crude estimate of the band gap, is larger than the experimental gap (0.6 eV from optical spectroscopy79 

and 0.9 eV from soft X-ray absorption spectroscopy80); however, the eigenvalue gap is close enough that 

we can reasonably trust both our LDA+U and GGA+U calculations for LaCoO3.  Note that the IS state is 

predicted to be metallic, indicating that it does not play a significant role in the electronic structure of 

LaCoO3 at temperatures below 500 K (below which LaCoO3 is an insulator).  A detailed discussion of the 

spin state energetics is provided later (vide infra). These results suggest that our DFT+U calculations 

properly capture the physics of LaCoO3.  
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Table 1.  Equilibrium volumes per formula unit, f.u.(V0), lattice constants (a, b, c), bulk moduli (B0), and 
eigenvalue gaps (Eg) of LaCoO3 in different spin states calculated with LDA+U and GGA+U using the ab 
initio value Ueff=4.0 eV, as compared with experiment. V0 and a values for LS LaCoO3 should be 
compared to the 5 K value while the IS, HS/LS, and HS states should be compared with the 295 K value. 
The LS (5 K) structure is rhombohedral and requires only one lattice constant (a). The IS, HS/LS, and HS 
states were analyzed in the monoclinic cell which has three separate lattice constants (a, b, and c). B0 and 
Eg measurements were conducted at room temperature; therefore these properties should be compared 
only to IS, HS/LS, and HS state predictions.  
  LDA+U  GGA+U 
Property Experiment LS IS 

(FM) 
HS/LS HS 

(AFM) 
 LS IS 

(FM) 
HS/LS HS 

(AFM) 
V0  
(Å3/f.u.) 

55.21 (5 K)a 
55.71 (295 K)b 

52.32  
53.96 

 
53.82 

 
55.61 

 56.50  
58.97 

 
58.25 

 
60.12 

a / Å 5.426 (5 K)a 
5.370 (295 K)b 

5.246  
5.312 

 
5.350 

 
5.304 

 5.375 
 

 
5.476 

 
5.418 

 
5.416 

b / Å ---- 
5.433 (295 K) b 

----  
5.345 

 
5.391 

 
5.466 

 ----  
5.554 

 
5.506 

 
5.585 

c / Å ---- 
7.640 (295 K) b 

----  
7.605 

 
7.466 

 
7.678 

 ----  
7.759 

 
7.813 

 
7.952 

B0 (GPa) 120c, 150d 222 203 206 195  177 149 157 152 
Eg (eV) 0.6e, 0.9f 0.87 Metal 1.05 1.08  1.12 Metal 1.14 1.46 
a Ref. 22  
b Ref. 19 
c Ref. 11 
d Ref. 81 at room temperature 
e Ref. 79: optical gap 
f Ref. 80: gap from soft X-ray absorption at room temperature 

  

Having validated our ab initio DFT+U method against measured bulk properties of LaCoO3, we 

now consider how the spin state of Co affects the electronic structure of LaCoO3 using Bader analysis73–75 

(table 2) and PDOS (figure 4).  First, the Bader charge on La (qLa) shows negligible variation with the 

magnetic configuration, indicating that the significant interactions occur between the other atoms (Co and 

O). Bader analysis reveals that qCo becomes significantly more positive with increasing magnetic moment 

on the Co ion. Correspondingly, qO becomes more negative as µCo increases.  These trends indicate that 

the system becomes increasingly ionic for higher µCo.  This is also consistent with the fact that the HS 

state has the largest eigenvalue gap (table 1), suggesting that it is the most ionic. Analyzing the PDOS 

reveals strong hybridization of Co 3d and O 2p states in all spin states, based on their overlapping 

energies.  Consistent with a diamagnetic state, the LS PDOS is perfectly symmetrical with regard to 

majority and minority spin states, and the Co 3d states contribute to both the valence and conduction 
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bands.  This result agrees with the crystal field picture of LS LaCoO3 in which Co3+ has a t2g
6
eg

0 electron 

configuration.  The IS state is half-metallic with a wide Co 3d band crossing the Fermi level in the 

majority spin states.  This delocalization is consistent with the t2g
5
eg

1 electron configuration that has a 

half-filled eg band.  The JT distortion is insufficient to limit the delocalization of the eg electrons resulting 

in the metallic state.  The HS state of LaCoO3 has all of the majority Co 3d states in the valence band (as 

expected for the t2g
4
eg

2 configuration).  The minority Co 3d states are very broad in the valence band 

(consistent with one of three t2g orbitals being occupied). The conduction band has no significant majority 

spin states and significant minority Co 3d peaks indicating that most of the minority Co 3d states are 

unoccupied.  The HS/LS configuration shows a convolution of LS and HS states in LaCoO3.  Specifically, 

the large peak at low energy corresponds to the HS Co ions and the increased density of Co 3d states at 

the top of the valence band is consistent with the LS Co ions.  Additionally, the conduction band has 

majority Co 3d states (consistent with LS Co ions) and the sharp peak in the minority channel (consistent 

with HS Co ions).    Finally, we note that in all cases, the O 2p states fall almost entirely in the valence 

band, corresponding to their essentially closed-shell character. 

Table 2.  Magnetic moments (μCo) and Bader charges (q) of LaCoO3 in different spin states calculated 
with LDA+U and GGA+U with the ab initio value Ueff=4.0 eV. 
  LDA+U  GGA+U 
Property  LS IS 

(FM) 
HS/LS HS 

(AFM) 
 LS IS 

(FM) 
HS/LS HS 

(AFM) 
µCo (µB)  0.00 1.94 2.97 HS 

0.05 LS 
2.88  0.00 2.16 3.04 HS 

0.13 LS 
2.98 

qLa (e)  2.06 2.05 2.05 2.07  2.09 2.10 2.09 2.09 
qCo (e)  1.25 1.31 1.47 HS 

1.25 LS 
1.45  1.30 1.36 1.54 HS 

1.30 LS 
1.52 

qO (e)  -1.10 -1.12 -1.14 -1.17  -1.13 -1.15 -1.17 -1.20 
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Figure 4.  Projected densities of states for LaCoO3 with the Co ions (from top to bottom) in the low spin 
(LS), intermediate spin (IS), high spin/low spin (HS/LS), and high spin (HS) states with the LDA+U (left) 
and GGA+U (right) functionals.  Positive values indicate majority spin states while negative values 
indicate minority spin states.  Co 3d states (black) and O 2p states (red).  The dashed vertical line appears 
at the Fermi level, with occupied states at negative energies and unoccupied states at positive energies. 
 

The nature of the transition from nonmagnetic to paramagnetic behavior around 90 K remains 

controversial, and experiments suggest that a mixture of spin states is responsible for the 

paramagnetism.22  To investigate this issue, we computed the equation of state (energy vs. volume, figure 

5) for each spin state using LDA+U and GGA+U calculations.  We found it sobering that the two sets of 

calculations give completely opposite qualitative trends. The low spin state (nonmagnetic) is the low 

temperature ground state and should have the lowest energy among the different spin configurations.  

LDA+U calculations properly predict this. However, the GGA+U calculations incorrectly predict that the 
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LS state has the highest equilibrium energy. Finally, our hybrid DFT calculations using the HSE0682,83 

functional indicate that, although this functional mostly uses GGA (PBE) exchange and correlation, the 

inclusion of short-range exact exchange gives a reasonable ordering of LS < HS. Others have shown that 

the B3LYP84 hybrid functional produces a reasonable spin state ordering for LaCoO3.
35 While hybrid 

functionals offer an alternative to LDA+U for analyzing the ordering of spin states, we believe that 

significant insight can be gleaned by examining the LDA+U energetics. 

When considering which spin states occur above 90 K, we rely on the LDA+U results.  We find 

that an equal mixture of HS and LS Co ions is slightly favored over the IS state.  However, the HS/LS 

mixture and the IS state have similar energies, meaning that both states may contribute to the 

paramagnetism of LaCoO3.  Finally, the HS state lies more than 0.1 eV/f.u. above the mixed HS/LS state 

indicating that a purely HS state is less stable than a mixture of HS and LS Co3+ ions.  Overall, LDA+U 

data, which we believe are more meaningful in this situation, support the notion that the nonmagnetic-to-

paramagnetic transition arises from Co3+ ions being excited into the HS state within a background that is 

mostly LS in nature.27 Since our electronic structure calculations indicate that the IS state is metallic, this 

latter state most likely only exists above the insulator to metal transition (500 K).  The IS and HS/LS spin 

states probably coexist at SOFC operating temperatures, proving that a thorough analysis of oxygen 

transport in LaCoO3 must include Co spin state effects. 

 

Figure 5.  Energy vs. volume for LaCoO3 with different spin states of Co.  LDA+U gives (reasonable) LS 
< HS/LS < IS < HS ordering while GGA+U gives (unreasonable) HS < IS < HS/LS < LS ordering. 
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Oxygen Diffusion in LaCoO3 

 
 Analyzing the effects of different Co spin states on oxygen transport requires understanding the 

oxygen diffusion mechanism.  Experiments show that oxygen diffusion occurs via a vacancy-mediated 

hopping mechanism.41,42  Again, when diffusion occurs via this mechanism, two parameters control the 

oxygen diffusion coefficient (DO): Cv and Dv (eq. 1).  

	
 � �
�� 	
 �
�
3 � �� 	
 

(1) 

 

CV and CO are the oxygen vacancy and oxygen concentrations, respectively. We express these quantities 

in moles/mole LaCoO3. This accounts for the factor of 3 in the denominator of eq. 1. ∆Gf,vac governs Cv 

(vide infra) while Dv adopts an Arrhenius form (eq. 2). 

	
 � ���∆����/��� � 1
6 � !"��∆#

‡/�%��∆����/��� 
(2) 

 

The righthand side of equation 2 arises from transition state theory85,86 where υ0 is the attempt frequency, 

a is the jump length, ∆S‡ is the entropy difference between the initial and transition states, the factor of 

1/6 arises from diffusion in three dimensions, and ∆Hmig is the enthalpic barrier to migration.  In light of 

the controversy over the different spin states in LaCoO3 (vide supra), our analysis of oxygen transport 

will show how different Co spin states alter the oxygen vacancy formation process (e.g., ∆Gf,vac) and the 

oxygen migration process (e.g., ∆Hmig). 

 Oxygen vacancies play a fundamental role in the oxygen transport mechanism in LaCoO3 (vide 

supra).  We therefore analyze how the magnetic state of Co3+ changes the fundamental physics of oxygen 

vacancy formation.  Since experiments indicate that oxygen vacancies interact negligibly with one 

another in LaCoO3,
41,87 we require a model which reproduces the dilute limit of oxygen vacancies.  We 

first computed ∆Ef,vac (eq. 3), which neglects thermal effects (vide infra), in the pseudocubic (40-atom) 

and 2×2×2 rhombohedral (80-atom) supercells.   

∆&',
)* � &+,',*-.
, � &/,0',*- 1 1
2&
3  

(3) 
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We find that ∆Ef,vac decreases by as much as 0.48 eV when increasing the supercell size from pseudocubic 

to rhombohedral (table 3).  Thus, vacancy-vacancy interactions (arising from periodic boundary 

conditions) are significant in the pseudocubic cell.  We further increased the rhombohedral supercell size 

from 2×2×2 (80 atoms) to 3×3×3 (270 atoms), and we found that the LDA+U LS oxygen vacancy 

formation energy decreases by only 0.12 eV. This difference is sufficiently small to show that the 2×2×2 

rhombohedral supercell reasonably represents the limit of dilute oxygen vacancies in LaCoO3.  The 

vacancy concentration in this cell is 2.1% (δ=0.0625), which roughly corresponds with the vacancy 

concentrations determined from thermogravimetry (e.g., δ≈0.01 at 950oC and PO2 = 0.01 atm).88  Our 

larger supercell LDA+U and GGA+U calculations of the vacancy formation energy as a function of spin 

state (table 3) show that the LS state is the best environment for oxygen vacancy formation.  Note that the 

trends from the 80-atom supercell are reproduced in the pseudocubic 40-atom cell for GGA+U but not for 

the LDA+U calculations. From this point forward, we ignore the LDA+U oxygen vacancy formation 

energies because of the well-known overbinding of LDA compared to the GGA, leading to spuriously 

high vacancy formation energies within LDA+U. As a last point, we predict that the HS state has the 

highest oxygen vacancy formation energy, and the HS/LS state falls in between these two extremes.  This 

indicates that changing the operating conditions (e.g., increasing the total pressure should stabilize the 

LS state, though the oxygen partial pressure should be kept constant to avoid lowering Cv)
81
 or making 

small modifications to the chemical composition that preserve more LS Co
3+
 ions may offer a rational 

means of increasing the oxygen vacancy concentration (and thus the ionic conductivity) of LaCoO3.  

Table 3.  Oxygen vacancy formation energy (∆Ef,vac) in LaCoO3 for different Co spin configurations in 
the pseudocubic and 2×2×2 rhombohedral supercells. 
 LDA+U  GGA+U 
Spin State Pseudocubic 2×2×2 rhombohedral  Pseudocubic 2×2×2 rhombohedral 
LS 3.27 eV 2.79 eV  1.08 eV 0.90 eV 
IS 2.85 eV ----b  1.37 eV ----b 
HS 3.07 eV 2.94 eV  2.23 eV 1.89 eV 
HS/LS ----c 3.02 eV  ----c 1.45 eV 
Experimenta 2.2 eV 
a Ref. 88 
b We could not obtain the IS state in the 2×2×2 rhombohedral supercell (vide infra) 
c The HS/LS state cannot be constructed with the proper antiferromagnetism in the pseudocubic cell. 
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Electronic structure analysis offers a way to explain why the oxygen vacancy formation energy 

changes with magnetic state.  When we analyze the electronic structure of LS and HS LaCoO3 in the 

presence and absence of an oxygen vacancy using the GGA+U results, we find that Co ions adjacent to 

the vacancy have magnetic moments around 2.5 μB (table 4).  Additionally, these ions have significantly 

reduced charges in the presence of an oxygen vacancy, indicating that they accept the electrons released 

when the vacancy forms.  Since two Co ions were bound to the vacant oxygen site, each accepts one 

electron resulting in a localized reduction from Co3+ to Co2+ on these sites.  We find that, regardless of 

whether the oxygen vacancy is formed in HS or LS LaCoO3, the final state of these ions is always high 

spin Co2+.  This occurs because the exchange stabilization of aligning the d shell in Co2+ is greater than 

the penalty introduced by the crystal field splitting.  These effects are nearly balanced in Co3+ (leading to 

the complex magnetic behavior of LaCoO3); however, in Co2+ the crystal field splitting is reduced 

compared to Co3+,16 so the exchange stabilization effect dominates.  

Table 4.  Magnetic moments (µCo) and Bader charges (q) in the 2×2×2 rhombohedral supercell before and 

after the creation of an oxygen vacancy (VO
••) determined using GGA+U calculations with Ueff = 4.0 eV.  

Co* indicates a cobalt ion adjacent to the vacant oxygen site. 

 LS  HS/LS  HS 
 Before VO

•• After VO
••  Before VO

•• After VO
••  Before VO

•• After VO
•• 

µCo (μB) 0.0-0.1 0.0-0.1  
HS: 3.0 
LS: 0.0 

HS: 3.0 
LS: 0.0 

 3.0 3.0 

µCo* (μB) ------ 2.6  ------ 
HS: 2.6a 
LS: 1.9 

 ------ 2.5 

qLa (e) 2.09 2.08 ± .01  2.09 2.08  2.10 2.08 ± .01 

qCo (e) 1.31 1.30  
HS: 1.54 
LS: 1.28 

HS: 1.53 
LS: 1.28 

 1.52 1.52 

qCo* (e) ------ 1.20  ------ 
HS: 1.19, 1.29a 

LS: 1.27 
 ------ 1.17 

qO (e) -1.13 -1.15 ± .02  -1.17 -1.17 ± .01  -1.21 -1.21 ± .01 
a One HS ion adjacent to the oxygen vacancy and another nearby HS ion show reduced magnetic 
moments and Bader charges. 
 

We can explicitly verify that the final state after oxygen vacancy formation is high spin Co2+ by looking 

at an electron density difference plot that shows how the electrons rearrange upon vacancy formation in 

LS LaCoO3 (figure 6).  Around the Co ions adjacent to the vacancy, we not only see an increase in 

electron density, we also see a region of decreased electron density.  This demonstrates that a 
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rearrangement occurs in the d manifold of the Co ions, as required by the reduction of LS Co3+ to HS 

Co2+.  This also explains why LS LaCoO3 is more receptive to oxygen vacancies than HS LaCoO3.  The 

rearrangement in the d manifold allows for additional exchange stabilization in LS LaCoO3 that cannot be 

gained in HS LaCoO3.
36  HS/LS LaCoO3 behaves slightly differently than its magnetically homogenous 

counterparts.  In this state, the HS Co ion adjacent to the vacancy demonstrates the same reduced 

magnetic moment as occurs in the HS state.  Similarly, the LS Co ion adjacent to the vacancy shows an 

increased magnetic moment of 1.9 μB.  To compensate for the fact that the LS Co increases its magnetic 

moment more than the HS Co reduces its magnetic moment, another HS Co (approximately the same 

distance from the LS Co ion as the first one) also reduces its magnetic moment.  Bader analysis indicates 

that this second HS Co also undergoes reduction (q is significantly reduced from 1.53 to 1.29 e) while 

showing that the LS Co ion adjacent to the vacancy does not undergo a reduction (q insignificantly 

changes from 1.28 to 1.27).  Taken together, the magnetic moments and Bader charges for HS/LS show 

that the oxygen vacancy reduces two HS Co3+ sites to HS Co2+ (only one of the two is adjacent to the 

oxygen vacancy) while causing a magnetic transition from LS Co3+ to IS Co3+ for the LS Co3+ ion 

adjacent to the vacancy.  This detailed analysis demonstrates that a single description of oxygen vacancy 

formation in LaCoO3 will not account for significant changes in the oxygen vacancy formation process 

caused by different Co3+ spin states.  
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Figure 6.  Electron density difference for low spin LaCoO3 (∆ρ= ρdefective + ρO – ρhost) calculated with the 
GGA+U functional.  Volumetric plot (top) with isosurfaces at +0.03 e/Å3 (yellow) and -0.03 e/Å3 (blue).  
Ions (except those around the vacancy) are shown in reduced size for clarity. Color designations: cobalt 
(blue), lanthanum (green) and oxygen (red).  Contour plot (bottom) on the (211) plane intersecting the 
oxygen vacancy site and its two nearest Co ions. Figure created with VESTA.89,90 

 

 Our previous work on La1-xSrxFeO3
91 (LSF) demonstrated the relevance of taking into account 

thermal corrections to the oxygen vacancy formation energy.  In agreement with Gryaznov, et al.,92 we 

found that the thermal contributions from the perfect and defective LSF solids contributed significantly to 

∆Gf,vac.  We expect that LaCoO3 will show similar contributions from the solids, so we provide oxygen 

vacancy formation energies (table 5) using different levels of approximation for the thermal corrections 
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(see ref. 91 for equations).  The approximations are as follows: ∆Ef,vac neglects all thermal corrections, 

∆Hf,vac(0 K) includes zero-point energy (ZPE) corrections, ∆Hf,vac(700oC) includes ZPE corrections plus 

the heat capacity (Cp) integrated from absolute zero to 700oC and ∆Gf,vac(700oC) includes ∆Hf,vac(700oC) 

and entropic (S) terms.  We determined Cp and S for the solid phases by using the harmonic oscillator 

approximation with the vibrational frequencies determined from a cluster of atoms within the supercell 

containing the departing oxygen ion and the two cobalt ions around the defect site. We provide an 

LDA+U and GGA+U analysis of phonon frequencies in LS LaCoO3 in the supporting information.  For 

the solid phases, we neglected PV terms in the enthalpy and assumed that the constant volume heat 

capacity equals Cp.
93  We chose this cluster for the vibrational frequency calculations based on comparing 

clusters of increasing size (up to 16 atoms) and seeing that the thermal contributions to the vacancy 

formation enthalpies and free energies were converged to 0.02 eV for the small cluster.  We used the 

standard ideal gas, rigid rotor, and harmonic oscillator approximations for homonuclear diatomic 

molecules93 to determine Cp and S for O2(g). We account for the PV contribution to the enthalpy of O2(g) 

by integrating Cp instead of Cv.  The large entropic contribution to ∆Gf,vac arises from the vacancy 

formation process releasing an oxygen atom from the lattice to form half of an O2(g) molecule.  For 

LaCoO3, the thermal corrections only make a small impact on the enthalpies of vacancy formation.  The 

significant entropic contribution from the gas-phase O2 molecule gives rise to large thermal contributions 

in ∆Gf,vac. A correction (∆& � 0.42 eV) for the known overbinding of O2 by DFT-GGA was derived by 

subtracting the experimental O2 bond dissociation energy from the computed O2 bond dissociation energy 

and dividing by 2 (since ½O2(g) is the product of oxygen vacancy formation). This correction shifts the 

vacancy formation energies upwards because it destabilizes the products (specifically the ½O2). 

Table 5.  Oxygen vacancy formation energies in LaCoO3 for different Co spin states with different 
approximations to the thermal contributions. Thermal corrections use 6�3= 1 atm for the ideal gas 
approximation.  Calculations performed at the GGA+U level in the 2×2×2 rhombohedral supercell. 
Values in parentheses reflect a correction for the known overbinding of O2 by DFT-GGA. 
Spin State ∆Ef,vac / eV ∆Hf,vac(0K) / eV ∆Hf,vac(700°C) / eV ∆Gf,vac(700°C) / eV 
LS 0.90 (1.32) 0.85 (1.27) 0.84 (1.26) -0.08 (0.34) 
HS 1.89 (2.31) 1.86 (2.28) 1.83 (2.25) 0.99 (1.41) 
HS/LS 1.45 (1.87) 1.44 (1.86) 1.40 (1.82) 0.62 (1.04) 
Experiment88 2.2 1.2 
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 We do not present the vacancy formation process in IS LaCoO3 because we were unable to 

stabilize that configuration within the 2×2×2 rhombohedral supercell.  This lack of convergence is likely 

due to the supercell not accommodating the JT distortion required by the IS state. We did obtain the 

vacancy formation energy for the FM IS state in the pseudocubic supercell, and found it exceeds the LS 

state value by 0.28 eV (within GGA+U theory in the pseudocubic supercell).  Others have also 

investigated oxygen vacancy formation in IS LaCoO3 in the pseudocubic cell.43,45,46  Lee, et al.43 

employed an optimized Ueff value of 3.3 eV for Co3+ obtained by fitting the reaction enthalpy for forming 

LaCoO3 from CoO, La2O3, and O2.  Their oxygen vacancy formation energy in the FM IS state, including 

an empirical correction for the known DFT-GGA overbinding of O2, is between 2.5 and 3 eV, somewhat 

higher than experiment. Recently published work by Mastrikov, et al.45,46
 used DFT-GGA to calculate the 

oxygen vacancy formation energy for the IS FM configuration of LaCoO3 in a rhombohedral variant of 

the 40-atom supercell. Their reported values of ∆Ef,vac = 3.42 eV and  3.64 eV far exceed experiment, and 

the errors likely result from the well-known misrepresentation of the LaCoO3 electronic structure by 

DFT-GGA (as opposed to GGA+U or hybrid DFT). Additionally, our results show that the 40-atom 

supercell they used probably produces a significant overestimation of ∆Ef,vac, and larger supercells should 

be employed to determine whether their value is converged. 

 As mentioned earlier,  Hong, et al. examined surface exchange kinetics of LaCoO3 using both 

experimental methods and DFT-based calculations.37 As in our present study, they investigated ∆Ef,vac for 

various Co magnetic moments. In contrast to our study here, they predicted that the LS state would have 

the highest ∆Ef,vac (~3.5 eV), for both GGA+U and hybrid functional calculations in the 40-atom 

supercell. Lower ∆Ef,vac values (derived from GGA+U) of ~2.7 eV and ~2.4 eV were reported for the 

ferromagnetic IS and HS states, respectively. These spin states experienced dramatic decreases in ∆Ef,vac 

to 1.3 eV and 1.4 eV, respectively, with hybrid functionals. Such large changes are not surprising given 

the significant differences between our calculations and those of Hong, et al. They utilized the 40-atom 

supercell that we showed to be insufficient for describing oxygen vacancy formation in LaCoO3. 
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Numerical differences between their work and ours include the Ueff value (empirically fit value of 3.3 eV 

vs. ab initio value of 4.0 eV), slightly different GGA functionals (PW-91 vs. PBE), and the use of a lower 

planewave kinetic energy cutoff (600 eV vs. 750 eV). In order to obtain results for a specific spin state, 

Hong, et al. fixed the overall magnetization of the cell. In contrast, we allow free relaxation of the spin 

density, only constraining antiferromagnetic solutions to have equal numbers of alpha and beta electrons. 

Finally, they do not report the magnetization of the final states they obtained for any of the spin states 

they examined. These differences, especially the last one, may explain some of the differences in our 

values.  Our argument for the reduced vacancy formation energy in the LS state comes from well-founded 

physical arguments: the extra intra-atomic exchange stabilization gained by the final state relaxing from 

LS Co2+ to HS Co2+ lowers the oxygen vacancy formation energy for the low spin state (vide supra). 

Though Hong, et al. rely on the O 2p band center as a measure of the Co-O bond strength, this metric 

depends on the methodology (e.g., GGA functional, PAW potential) and does not account for final state 

relaxations which may lower the cost of breaking the bond. Additionally, the bands provided by DFT are 

of limited value because they have no physical meaning (in the Kohn-Sham formalism, orbitals or bands 

are used only as a convenience for evaluating the kinetic energy term and are not unique). Given our use 

of larger supercells, more accurate numerical parameters, and physical arguments based on d orbital 

occupations and charge reorganization, we expect our predictions to be more reliable than those of Hong, 

et al. 

 Oxygen vacancy formation energies determine the oxygen vacancy concentration. However, 

theoretical oxygen vacancy concentrations are rarely reported for SOFC cathode materials.94 Commonly, 

a Boltzmann factor is used to compute the vacancy concentration (equation 4).85,86 

�
3 � �
 � exp :�∆;',
)*<=> ? 
(4) 

 

Cv is the oxygen vacancy concentration (moles/mole LaCoO3), ∆Hf,vac is the enthalpy of vacancy 

formation, kB is Boltzmann’s constant, and T is the absolute temperature. When employing equation 4 to 

compute Cv, we increase ∆Hf,vac by 0.42 eV to account for the known overbinding of O2 by DFT-GGA 
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(vide supra). This expression works well for dilute, non-interacting vacancies in situations where the 

departing atom is referenced to a solid (e.g., Ni vacancies in NiAl85). In our case, forming the vacancy 

leads to a gaseous product and a large, positive entropy change (eq. 5). We employ Kroger-Vink 

notation95 where VO
•• represents an oxygen vacancy, CoBCD  and O
D  are Co3+ and O2- in the crystal, and the 

grouping FCoBC/ � V
•• � CoBC/ Irepresents a vacancy cluster where two Co3+ ions near the vacancy have 

been reduced to Co2+. 

2CoBCD 1 O
D → KCoBC/ � V
•• � CoBC/ L 1 1
2O"MgO (5) 

 

The large entropic change arising from forming O2(g) necessitates using equilibrium approaches to 

compute Cv as illustrated in equation 6.96 Recall that we defined Cv in terms of moles/mole LaCoO3 (vide 

supra). 

K � exp Q�∆R',
)* 
<=> S � TKCoBC/ � V
•• � CoBC/ LU6
3V/"W�XBCD Y"WZ
D Y � �
6
3V/"M1 � 2�
O"M3 � �
O 

(6) 

 

The computed vacancy concentrations using equation 4 (traditional method) and equation 6 (equilibrium 

method) are shown in figure 7 where the partial pressure of O2 is 49 torr, corresponding to the 

experimental conditions.41 All equilibrium calculations were carried out with 0.42 eV added to �Gf,vac to 

compensate for the known overbinding of the O2 molecule by DFT-GGA (vide supra). These results 

confirm our previous assertion that different spin states in LaCoO3 lead to large changes (2-3 orders of 

magnitude) in oxygen vacancy concentrations. We also observe that the LS spin state gives the highest 

oxygen vacancy concentration, in agreement with our reported ∆Hf,vac and ∆Gf,vac
 values. The traditional 

method always gives far lower oxygen vacancy concentrations than the equilibrium method because it 

neglects the positive entropy contribution from the O2 molecule. The slopes of the LS and HS/LS curves 

are less negative than the experimental value because the slope is controlled by the enthalpy of vacancy 

formation (which we underestimate with respect to experiment). The HS curve has a similar slope to the 

experimental concentration because its adjusted �Hf,vac agrees well with experiment.  As expected, the 
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HS/LS and LS results predict Cv values greater than experiment. The HS/LS and HS Cv curves bracket 

the experimental curve in agreement with their adjusted �Gf,vac values lying below and above, 

respectively, the experimental value.  Physically, a mixture of Co3+ spin states contribute to LaCoO3, so a 

proper comparison between our results and the experimental Cv data is not possible. For example, if the 

material had more HS than LS Co3+ ions, then we would expect the Cv curve to shift downward with 

respect to the HS/LS curve (toward the experimental values) because the trend is toward lower Cv with 

increasing HS Co3+. The curves in figure 7 become steeper for larger μCo, mirroring the trend we found 

for �Hf,vac (the slope is, approximately, -�Hf,vac/kB). A valid comparison with experimental Cv data 

requires larger length/time (e.g., Monte Carlo) simulations that account for thermal population of different 

Co3+ spin states and the effect of magnetic heterogeneity on the oxygen vacancy formation energies. Such 

simulations are beyond the scope of this work.  The trends we find provide sufficient atomic-level insight 

into how various Co3+ spin states affect oxygen transport in LaCoO3. Our results demonstrate that 

engineering LaCoO3-based cathode materials to have higher LS Co
3+
 concentrations should improve the 

oxygen diffusivity of these materials. This effect will be largest for pure LaCoO3. 

 

Figure 7. Oxygen vacancy concentrations (Cv, moles per mole LaCoO3) as a function of temperature 
computed for the LS (red), HS/LS (blue), and HS (green) spin states of LaCoO3. Solid lines use the 
equilibrium method while dashed lines employ the traditional method as discussed in the text. 
Experimental data (gray area) from Ishigaki et al.41 where Cv was estimated as the ratio of the vacancy 

Page 27 of 35 Journal of Materials Chemistry A

Jo
ur

na
lo

fM
at

er
ia

ls
C

he
m

is
tr

y
A

A
cc

ep
te

d
M

an
us

cr
ip

t



28 

 

diffusion coefficient (Dv) to the oxygen tracer diffusion coefficient (DO
*) multiplied by a constant factor 

of 1.0 or 0.69.41,42 Tabulated experimental data points (black circles) from ref. 41. 
 

 Our discussion of oxygen vacancy formation in LaCoO3 shows that the Co3+ spin state 

significantly affects the concentration of oxygen vacancies by altering ∆Gf,vac.  Completely understanding 

oxygen ion transport in LaCoO3 requires considering how the migration process couples to the magnetic 

configuration of Co3+.  For this purpose, we identified the minimum energy pathways for oxygen 

migration in the LS and HS/LS states using GGA+U calculations (figure 8). We did not investigate 

oxygen migration in the HS state because it probably does not occur independently (vide supra). 

Migration in the IS state was previously studied by Mastrikov, et al.45,46  The pathways (parts a and d) 

show slightly curved behavior consistent with the prediction made by Islam and Jones for LaFeO3.
97  The 

predicted migration barriers (parts b and e) are 0.69 eV and 0.49 eV for LS and HS/LS LaCoO3 

respectively while the experimental migration barrier from tracer diffusion experiments is 0.78 ± 0.22 eV 

obtained for 700oC < T < 1000oC.41 Tsvetkov et al.87 obtained 1.08 ± 0.10 eV for the migration barrier 

using polarization experiments. Tracer diffusion experiments provide a better comparison for our 

computed barriers because they do not involve an electric potential gradient (present in the polarization 

experiments). Our calculated barrier for LS LaCoO3 is comparable to the value of 0.71 eV obtained by 

Mastrikov et al.;45 however, a fair comparison between these theoretical barriers is not possible — their 

result is for the IS state and our result is for the LS state. Mastrikov et al. proposed that higher charge 

transfer from the migrating O ion to the central B ion at the transition state in (A,A’)(B,B’)O3 materials 

correlates with a lower migration barrier.45 In agreement with Mastrikov et al.’s finding for IS LaCoO3, 

we find almost no change in the charge of the migrating oxygen (∆q ≤ 0.02 e) at the transition state 

(compared to its charge at the initial state) for both LS and HS/LS LaCoO3. Therefore, although the data 

presented by Mastrikov, et al. show this correlation for Ba1-xSrxCo1-yFeyO3 (BSCF) and LSCF, this does 

not explain the difference in the computed barrier heights for LS and HS/LS LaCoO3. In the experimental 

temperature range, the correct comparison should be between our HS/LS value and the experiment, where 
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we see our value falls just slightly below the lower end of experimental range.  Below we offer insight 

into this discrepancy. 

 

Figure 8.  Diffusion pathways, energetics, and magnetism changes for LS and HS/LS LaCoO3. (a) 
Minimum energy pathway (MEP) for oxygen migration in LS LaCoO3. ξ denotes the reaction coordinate 
and proceeds from 0 (initial state) to 1 (final state). Co atoms (blue circles) at their nominal positions and 
O atoms (red circles) at ξ=0, 0.25, 0.50, 0.75, and 1. a1, a2, and a3 refer to the lattice vectors of the 80-
atom supercell. (b) Relative energy along the MEP for LS LaCoO3.  (c) Co magnetic moments along the 
MEP for LS LaCoO3. (d) MEP for oxygen migration in HS/LS LaCoO3. (e) Relative energy along the 
MEP for HS/LS LaCoO3.  (f) Co magnetic moments along the MEP for HS/LS LaCoO3. 
 

In addition to obtaining different barriers for LS and HS/LS LaCoO3, we find that the magnetic 

configuration produces different electronic behavior during oxygen migration. In particular, we see that 

the magnetic moments of the Co ions surrounding the migration pathway evolve differently in LS than in 

HS/LS LaCoO3.  In LS LaCoO3, oxygen migration involves a magnetic moment crossover between two 

of the Co ions surrounding the migration pathway (figure 8c).  We explain this in terms of an ionic 

picture.  Initially, the vacancy resides between CoA and CoB (see figure 8a).  This means that CoA and CoB 

exist in a reduced state (HS Co2+) while CoC remains in the LS Co3+ configuration.  In the final state, the 

vacancy resides between CoA and CoC, which now exhibit the HS Co2+ state while CoB becomes LS Co3+.  

Therefore, CoB is oxidized (Co2+
�Co3+) while CoC is reduced (Co3+

�Co2+) during the oxygen migration 
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process.  This indicates that the migration process couples to an electron transfer from CoB to CoC, which 

is opposite to the motion of the oxygen ion. We previously demonstrated this same behavior in LaFeO3.
91  

HS/LS LaCoO3 does not exhibit this coupling between oxygen ion migration and electron transfer 

because of the structure of the defect.  Our earlier analysis of oxygen vacancy formation in HS/LS 

LaCoO3 demonstrated that two HS Co3+ ions undergo reduction while the LS Co3+ ion adjacent to the 

vacancy becomes IS Co3+.  The two HS Co3+ (CoB and CoC in figure 8d) ions that undergo reduction 

bracket the diffusion pathway, and their magnetic moments remain essentially constant throughout the 

migration process.  The IS Co3+ ion (CoA in figure 8d) shows a small variation in its magnetic moment 

along the diffusion pathway, reaching a minimum at the transition state.  Because CoA, CoB and CoC 

bracket the diffusion pathway and their charge/magnetism remains constant throughout the migration (see 

figure 8(d,f)), no electron transfer couples to the oxygen ion migration in HS/LS LaCoO3.  However, in 

order for long range transport to occur, an electron transfer is required such that two Co2+ ions bracket the 

migration pathway for the next jump.  While modeling such an electron transfer is beyond the scope of 

this article, we expect that accounting for this electron transfer will increase the observed barrier for 

oxygen migration leading to better agreement with the experimental measurements. 

 The difference in oxygen migration between HS/LS and LS LaCoO3 is not just an electronic and 

magnetic issue.  The barrier in HS/LS LaCoO3 is significantly lower than in LS LaCoO3 (table 6).  To 

fully analyze the differences between LS and HS/LS LaCoO3, we calculate their oxygen diffusion 

coefficients using transition state theory.  As seen earlier, the calculated barrier for LS LaCoO3 is in 

reasonable agreement with the experimental data41 while the calculated barrier for HS/LS LaCoO3 falls 

below the measured value.  Our underestimation of the observed barrier for HS/LS LaCoO3 may result 

from the inability of our model to include the electron transfer step required to set up the next migration 

step leading to long range transport as noted above.  Dv for LS and HS/LS LaCoO3 are in fair agreement 

with experiment at 700oC. Since diffusion measurements occur at high temperature, it is of course 

surprising that the LS state (only stable up to 90 K) shows such good agreement with experiment. We 

compute the oxygen diffusion coefficient assuming our value of Cv (using eq. 6) and using the 
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experimental Cv value at 700oC in order to see how these differences affect DO. The result is a large 

discrepancy between experiment and theory for the LS state while the agreement is better – though still 

off - for the HS/LS state. Using the Cv value from experiment, we are nearly within one order of 

magnitude of experiment. Clearly, the oxygen diffusion coefficient depends strongly on the spin state of 

the Co3+ ions, though primarily through Cv.  

 

Table 6.  Diffusion coefficients for LS and HS/LS LaCoO3 calculated with GGA+U. 

 

 

 

 

 

CONCLUSIONS 
 
 We have presented an analysis of the effect of Co spin state on oxygen transport in LaCoO3 using 

detailed first-principles quantum mechanics calculations.  Our results provide new understanding 

regarding the intricacy of LaCoO3, specifically the interrelation of spin state with oxygen ion diffusivity.  

First, we calculated a new ab initio value of Ueff = 4.0 eV for LS Co3+ ions using the method of Mosey, 

Liao and Carter.47  We showed how LDA+U and GGA+U calculations lead to different spin state 

orderings with only LDA+U being reasonable.  We then demonstrated that the presence of LS Co3+ ions 

leads to lower oxygen vacancy formation energies.  We also showed that the spin state alters the vacancy 

Parameter LS LaCoO3  
Calculated 

HS/LS LaCoO3  
Calculated 

LaCoO3  
Experimental41 

a (Å) 2.82 2.61 ----- 
υ0 (THz) 8.53 6.31 ----- 
∆S╪ /kB [700°C] -1.86 -2.16 ----- 
∆Hmig (eV) 0.69 0.47 0.78 ± 0.22 
ZPE(TS)–ZPE(Min) (eV) -0.01 -0.01 ----- 
A (cm2/s) [700°C] 7.3 × 10-3 6.2 × 10-3 1.59 × 10-2 
Dv (cm2/s) [700°C] 2.18 × 10-6 2.58 × 10-5 1.43 × 10-6 
DO(cm2/s) [700°C] (Cv from eq. 6) 3.17 × 10-7 7.64 × 10-10 

9.20 × 10-13 
DO(cm2/s) [700°C] (Cv from expt.) 1.34 × 10-12 1.58 × 10-11 
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migration process and thus the vacancy diffusion coefficient.  On the whole, these results confirm that the 

spin state of the Co3+ ions critically influences oxygen transport in LaCoO3. 

 The results of our study indicate that modifying the operating conditions (e.g., operating pressure) 

or the material composition (e.g., doping) to increase the number of LS Co3+ ions at higher temperatures 

may offer a route toward improving the ionic conductivity of LaCoO3.  The results we provided also form 

the initial basis for a library of diffusion coefficients, derived from first principles, which can be used for 

longer time and length scale simulations (e.g., kinetic Monte Carlo).  Such an analysis including 

transitions between spin states, oxygen vacancy formation, and oxygen migration would provide a more 

complete description of oxygen ion conductivity in LaCoO3. 
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