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In this emerging area article we review recent progress in the mechanical destruction of cancer cells using laser-induced shock

waves. The pure mechanical damaging and destruction of cancer cells associated with this technique possibly opens a new route

to tumor treatments and corresponding therapies. At the same time progress in multiscale simulation techniques makes it possible

to simulate mechanical properties of soft biological matter such as membranes, cytoskeletal networks and even whole cells and

tissue. In this way an interdisciplinary approach to understanding key mechanisms in shock wave interactions with biological

matter has become accessible. Mechanical properties of biological materials are also critical for many physiological processes

and cover length scales ranging from the atomistic to macroscopic scale. We argue that latest developments and progress in

experimentation enable the investigation of shock wave interaction with cancer cells on multiple time- and length-scales. In this

way the integrated use of experiment and simulation can address key challenges in this field. The exploration of the biological

effects of laser-generated shock waves on a fundamental level constitutes an emerging multidisciplinary research combining

scientific methods from the areas of physics, biology, medicine and computer science.

1 Introduction

Cancer is not only one single disease but occurs in many

different pathologic conditions that widely differ in terms of

molecular biology, clinical course and prognosis. However,

common to all cancer types is the occurrence of malignant

neoplasia showing uncontrolled proliferation as well as inva-

sion of adjacent tissues and metastasis, mainly through the

lymph or blood system.1 Recent experimental results indi-

cate that during malignant transformation of cells changes in

their cytoskeleton and plasma membrane occur which lead to

significant changes in the mechanical properties of neopla-

sia, which in turn is a prerequisite for all three pathomecha-

nisms of malignancy.2–4 Hence, biomechanical changes, i.e.

changes in the cytoskeleton or the plasma membrane are fun-

damental processes and even help for the diagnosis of can-

cer.5–8 Consequently, the targeted mechanical destruction of

parts of the membrane or the cytoskeleton of tumor cells might

prevent neoplasia from metastasing through the body or even

lead to cell death.
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Traditionally, the only cure for cancer has been surgery,

i.e. resection of solid tumor tissue.9 Open surgery however

is always associated with a high risk for the patient, suppres-

sion of a patient’s immune system and a significant mortality

and morbidity rate. Minimally invasive techniques as an al-

ternative to open surgery for localized tumor treatment, such

as radiofrequency ablation,10–13 cryoablation14–16 or direct

laser ablation17,18 are methods which use a range of energies

for direct in situ tumor destruction through energy absorption

and killing by heating or evaporation. Connected with this

treatment are several unwanted side-effects such as killing of

healthy tissue, long duration of treatment or cutaneous burns

which delimits acceptance of these methods among patients.

Besides direct conversion of mechanical energy into heat,

biological material may be damaged by the effects of me-

chanical stress caused by shock waves.19 Such effects can be

caused for example by cavitation induced shockwaves which

can occur in ultrasound treatments. It has been shown that

shock waves interacting with cells within small enough time

intervals (on the order of nanoseconds) do not lead to any sig-

nificant increase of temperature.20

An efficient way to generate shock waves in biological sys-

tems became available to biomedical research by the use of

high-power lasers shortly after the invention of the Q-switched

pulsed laser in the 1960s.21 Short laser pulses can generate

stress waves by either optical breakdown in water or air,22,23
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ablation of a target material,24,25 or rapid heating and ex-

pansion of an absorbing medium.26,27 Laser-induced optical

breakdown in water or air occurs when the laser pulse energy

per volume in the medium is high enough to generate a plasma

in a spatially confined region. Associated with plasma forma-

tion are physical processes such as shock wave generation and

cavitation. The spatial extend of the laser-induced breakdown

effects can be reduced by lowering the incident laser-pulse en-

ergy. However, there is a lower limit to the pulse energy since

a threshold intensity is necessary to initiate the breakdown

process. In the decades succeeding the introduction of the

laser in clinical and basic research, the generation and prop-

erties of laser-induced shock waves (LISW) and the role of

mechanical effects in the interaction of LISW with biological

cells and tissue became the subject of intense research.28–35

The development of extracorporeal shock wave lithotripsy

(ESWL) in the 1980s provided yet another tool for the gen-

eration of shock waves which evolved as a clinical standard,

widely used as the only non-invasive surgical technique to

eliminate kidney stones and other urinary calculi.36 ESWL

uses focused high-amplitude pressure waves that are gener-

ated in a contact medium outside the patient’s body by a piezo-

electric, electrohydraulic or electromagnetic transducer, called

lithotripter. The patient is positioned in such a way that the

stone is in the focus of the pressure wave. When the acoustic

energy deposited in the focal region is high enough, cavitation

bubbles filled with vapor or gas form and collapse violently.

This collapse results in formation of a shock wave that in turn

contributes to disintegrating the stone. The multiple mecha-

nisms associated with stone disintegration by ESWL as well

as current advances in instrumentation and clinical praxis are

described elaborately by Rassweiler.34 Apart from stone de-

struction, ESWL can cause tissue injury as unwanted adverse

effects during treatment. Consequently, the study of interac-

tion effects of stress waves with biological tissue and cells has

become a recurrent topic in shock wave research.27,30,37–39

With the given experimental progress and the fast ongoing

developments both in computer hardware and multiscale mod-

elling strategies of soft biological systems in computational

science, we are today in a position to study the fundamental

effects of the interaction of shock waves with biological soft

matter not only on the mere macroscopic experimental scale

but also on the cellular and even sub-cellular level. With com-

putational coarse-graining techniques which subsume some of

the atomistic degrees of freedom by introducing new parti-

cles comprising many hundreds or thousands of atoms, much

larger length and time scales can be reached in molecular sim-

ulations than is possible with pure atomistic or even quantum

chemical methods.40–44 Coarse-grained models for simulating

biological structures which are part of a cell, such as phospho-

lipid bilayers and the cytoskeleton involving many millions of

particles, have offered to use molecular dynamics simulations

for the investigation of the mechanical destructive effects of

shock waves in complex biomolecules.45 In this way compu-

tational methods can underpin and support shock wave exper-

iments of biological systems in a way which would not have

been feasible ten years ago.

In this paper, we intend to highlight recent progress in the

experimental investigation of laser-induced shock wave ef-

fects on cells, along with several exciting recent developments

in applications of multiscale modeling and simulation to ex-

plore the interaction of shock waves with soft biological mat-

ter. Experimental progress with techniques such as photon

Doppler velocimetry (PDV) and the use of high-precision hy-

drophones allow for a very precise characterization of shock

wave profiles.46 New possible shock wave applications such

as drug delivery and gene therapy have emerged33,47,48 and

new multiscale methods for modeling and simulating biolog-

ical systems have been developed in computational science

during the last decade.42,49–51 We argue that with these new

experimental and computational developments we are seeing

a new emerging research area that focuses on exploring the

interaction of shock waves with tumor cells and the possible

destructive and therapeutic effects. A thorough understand-

ing of these effects might as well lead to the introduction of

laser-induced shock wave treatment as a new, additional form

of tumor therapy.

2 The impact of shock waves on cells

Both, LISW and lithotripter induced shock waves are broad-

band, unipolar waves. However, LISW do not produce a mea-

surable tensile component, see Fig. 1 and thus exclude all bi-

ological effects induced by cavitation which are very hard to

control experimentally.36,52 Cavitation is caused by the tensile

part of a shock wave and pressure measurements, e.g. with hy-

drophones in this context are done relative to the (hydrostatic)

pressure before shock wave impact. Hence, a negative pres-

sure, as can be seen in Fig. 1 describes a tensile wave. Also,

the rise times of shock waves generated with lithotripters dif-

fer remarkably from less than 30 ns to over 600 ns. This, along

with the necessity to use many shock pulses to generate sig-

nificant biological effects, causes studies based on lithotripter

generated shock waves to be comparable to each other only to

limited extent.

Therefore, LISW are a better tool to systematically study

biological effects of shock waves than ESWL, because they

eliminate all other known sources of cellular injury such as

cavitation, thermal denaturation, formation of free radicals

and bulk displacement. Thus, an experimental examination

of the cellular response to the pure mechanical stress effects

is possible. The characteristics of LISW depend on the laser

parameters wavelength, pulse duration and pulse energy, but
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Fig. 1 a) A typical pressure recording of of a lithotripter shock wave

passage. Note the drop of pressure to -3 MPa after 1 µs. Due to the

limited rise time of the hydrophone used, the rise time of the

pressure amplitude is underestimated.53 b) Typical shock wave

signals of a laser-induced shock wave displaying no tensile part. The

pressure profiles shown were recorded with high-precision

hydrophones at positions z = 250 µm (blue), z = 2500 µm (red) and

z = 5000 µm (black), where z is the distance between the location of

shock wave generation and the hydrophone probe tip.54

also on the mechanical and optical properties of the target ma-

terial.32

2.1 Shock wave induced cell permeability and drug de-

livery

As reviewed by Yao, LISW are able to render the cell mem-

brane permeable, allowing for drug delivery and gene trans-

fection.55 The application to whole tissue structures is also

possible. For example, transdermal insulin delivery by LISW

results in a reduction of the blood glucose level without caus-

ing any pain to the patient.56

With lithotripter shock waves it is also possible to perme-

abilize cells without killing them by reducing the deposited

energy below the lethal value.29,47,57–60 In this way, molecules

present in the surrounding medium can diffuse into the cells.61

In several recent studies, adherently grown cells on transpar-

ent substrates were exposed to shock waves and analyzed with

(fluorescence-) microscopy. In direct vicinity of cavitation

bubbles, the cells are completely destroyed and detached from

the surface.53,62 Cells close to the bubbles are permanently

permeabilized and killed, whereas cells further away from the

bubbles survive. This behavior can be attributed to deforma-

tions of the cytoskeleton.63 The fact that ESWL can cause tis-

sue damage, inspired experiments that applied lithotriper in-

duced shock waves to tumors in vivo. While several first stud-

ies in animal models did not show any impact of shock waves

on tumor growth,64 some results seemed encouraging, for ex-

ample a delayed tumor growth in mice65 and even complete

remission of dorsal skin tumors in hamsters.66

Parallel to the in vivo experiments on tumors, a large num-

ber of in vitro studies on different cell lines in culture were per-

formed as reviewed by Coleman64 and Delius.67 Most striking

for a possible shock wave based tumor therapy was a study on

different normal and malignant cell lines, which showed no

selective effect.38

Up to date, shock wave treatment based on ESWL has not

been used in clinical traits. This is probably because the phys-

ical mechanisms related to the cavitation phenomenon that

cause both stone destruction and tissue damage are complex,

not well understood, hardly experimentally controllable, and

because no selective effects on cells have been observed.38,67

2.2 Laser-induced mechanical shock waves

When irradiating an absorbing material with a pulsed laser, the

optical energy deposited on the absorber is transformed into

mechanical energy. A shock wave forms at the surface and

then propagates through the absorber.68 The shock wave prop-

erties such as rise time, velocity of propagation or peak pres-

sure depend on the absorbing material and the laser parame-

ters. For one specific laser/absorber system, the peak stress

of the shock wave can be tuned by varying the laser fluence

that is equal to the total energy deposited per area of illumina-

tion.25,69,70 In this experimental configuration, well-defined,

reproducible shock waves can be generated without the side

effect of heating or cavitation.39 Thus, the pure mechanical

effect of the shock wave on the cells can be investigated.

Figure 2 shows the basic features of the experimental se-

tups used in several initial studies performed by Doukas and

others.28,29,71–74 The laser beam is directed onto the bottom

of a cell culture vessel, that consists of an absorbing material.

Upon illumination with the laser, a shock wave is formed that

travels into the vessel, and interacts with the cells. For beam

diameters of a few millimeters, peak pressures up to approxi-

mately 100 MPa can be obtained.

In many early studies of the 1980s to 1990s, the effects
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Fig. 2 Basic elements of the experimental setups used to study the

effects of laser induced shock waves on cells.28,29,71–74 A pulsed

laser beam irradiates an absorbing material at the bottom of the

vessel that contains the cells and their growth medium. At the

surface of the absorber, a shock wave is formed that moves forward

into the vessel. When the absorbing material is covered with a

transparent material facing the laser, the peak pressure of the shock

wave is further enhanced.70

caused by shock waves could not always be clearly separated

from those caused by direct laser irradiation or probable con-

tamination of cell cultures which were used as in vitro mod-

els. In addition, a precise characterisation of the shock wave

profile was very often not done due to a lack of precision of

hydrophone measurements, and proper control experiments

were not always performed or reported. The repetitive use

of the same polymer (usually polyimide) as target material

for shock wave generation, can – as we know today – diver-

sify the resulting profile of shock waves due to changing ab-

sorbance of the polymer even after the first laser pulse.75,76

In experimental setups of early studies, the polyimide film of-

ten formed one end of a narrow pipette tube in direct contact

with the target cells, which decreased the reproducibility of

the experiments.29,71 Thus, studies of the biological effects of

shock waves induced by pulsed laser ablation of polymer films

have generally been hindered by difficulties in reproducible

growth conditions of cell cultures and by the difficulty of gen-

erating well-characterized and reproducible pressure pulses

whose temporal and spatial characteristics are known. For

future applications in the medical sciences it is essential to

study not only single cells but more complex systems such as

tissues. In this context, as the biological soft matter under in-

vestigation is more complex, its physical properties have to be

very well characterized and be reproducible. This is one of the

challenges for future studies in the field.

In one of the early studies of the 1990s it was concluded that

for one specific cell line the survival rates of cells exposed to

LISW depend on the stress gradient σ = pmax/τr, where pmax

is the peak pressure and τr is the rise time of the shock wave.71

The rise times of the shock waves in this study were varied be-

tween 10 and 30 ns. However, repetitive laser shots (5 times)

were used which renders the results of these experiments less

reproducible and reliable. In fact, the survival rates among

different cell lines differ remarkably at constant physical pa-

rameters (pmax,τr). For example, only 50% of transformed

(immortalized) retinal pigment epithelium cells survive ex-

posure to shock waves with pmax = 74 MPa and τr = 10 ns.

However, 100% of normal retinal pigment epithelium cells

survive this procedure.74 A shock wave with τr = 10 ns and

pmax = 30 MPa kills 50% of mouse breast sarcoma cells,71

whereas human promelocytic leukemia cells survive this ex-

posure.29

All of the above mentioned studies that use the experimen-

tal principle denoted in Fig. 2 have had major disadvantages

in the techniques used to characterize the physical conditions

in the vessel containing the medium with the cells. Also, in

many of these studies reproducible cell culture preparation

was problematic, introducing many possible sources of errors

into the experiment. For example, in some studies the cells

were treated with gel and ice (but some were not), or only

cell suspensions instead of real adherently grown monolay-

ers were used, thus reducing the reproducibility of the exper-

iments. The pressure profiles are measured with piezoelectric

elements (Polyvinylidene fluoride, PVDF) either in form of

needle hydrophones or piezoelectric films that are brought in

contact to the surface of the culture vessel. In both cases, a

transfer medium (either water or grease) serves as the acoustic

contact to the piezoelectric element. However, shock waves

are known to decay rapidly (within micrometers) in liquids

and tissue.77–79 Thus, the need for a fluid as contact medium

may lead to wrong pressure measurements and it would be de-

sirable to determine shock wave properties on a microscopic

scale, rather than on a much coarser scale with a PVDF sensor

of millimeter dimensions.

A newly developed optical method to determine the pres-

sure profiles is photon Doppler velocimetry.46 This technique

has very recently been used in a comprehensive study to de-

termine the velocity profile of the bottom of the vessel during

shock wave propagation. The measured profiles served as in-

put for molecular dynamics simulations that compute the pres-

sure fields within the whole vessel with high time resolution.

In this way, the local pressure conditions, i.e. the pressure lev-

els directly at the location of the cells during the shock wave

experiment could be thoroughly characterized. Furthermore,

the pressure threshold for the destruction of human brain tu-

mor cells (U87 glioblastoma) could be determined.54
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Fig. 3 An integrated approach combining the full complexity of the real experimental system with computational coarse-grained (CG) models

of reduced complexity. In CG models, typically, only two major components of cells determining their mechanical properties relevant for their

interaction with shock waves are considered.

3 Multiscale modeling approaches in cancer

research

Multiscale approaches for computational modeling of me-

chanical properties of biological materials has developed into

an emerging area of research. The key to understanding com-

plex diseases like cancer is to have a systematic comprehen-

sion of the relevant processes at the cellular, sub-cellular and

molecular level. Progress in biomolecular modeling and com-

putational method development can give additional insight to

this end and a whole range of simulation and modeling meth-

ods have been developed.80–83 When it comes to the effects of

mechanical destruction or damage of cancer cells induced by

shock waves, it is a useful approach to reduce the complexity

of the problem by focusing on the two major components of an

eucariotic cell which are responsible for most of its mechani-

cal properties: the plasma membrane and the cytoskeleton, see

Fig. 3.

Perhaps the most obvious challenge in simulating the prop-

erties of biological macromolecules is their large size, im-

paired by the necessity to include at least a representative part

of their environment. This includes the surrounding solvent,

proteins or cofactors which may be bound to a protein or mem-

brane. The area of biomolecular modelling is still evolving,

and it is not yet at a stage where exact, quantitative predictions

of, for example, binding or free energies, ligand bindings or

other dynamical features of sub-cellular structures can be rou-

tinely made. Therefore, it is very important to link simulation

approaches with experimental observations.

Traditionally, computational biology has been mostly an

adoption of atomistic or ab-initio molecular dynamics or

Monte-Carlo methods from chemistry and physics, often used

as a black box tool to complement experimental large-scale re-

search efforts in genomics, glycomics, proteomics, structure-

aided drug design and structural biology. Thus, strong skepti-

cism of any computational modeling results is sometimes en-

countered among experimentalists even today and is just as

misguided as blind acceptance of numerical results without

critical analysis. Here, it is crucial for the computational sci-

entist to clarify the assets and limitations of current computa-

tional approaches. For example, biomolecular all-atom simu-

lations are still limited to the nanosecond regime and to a few

thousand atoms.42

The integrated use of computational and experimental

methods at multiple scales provides a powerful approach to

elucidate key mechanisms in the effects of laser-induced shock

waves when interacting with tumor cells and neoplasia. In the

following we focus first on coarse-grained mechanical models
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Fig. 4 Scheme illustrating top-down and bottom-up strategies for

developing CG computational models for a common phospholipid

molecule (DPPC, dipalmitoylphosphatidylcholine, C40H80NO8P)

most frequently occurring in plasma membranes.45 The CG model

is a typical bead-spring model of polymer physics composed of

three parts, one hydrophilic head (H) particle and two hydrophobic

tail (T) particles, connected by bonds that are described by entropic

springs. 40,42

for bilayer membranes and cytoskeleton networks. We then

turn toward latest computational developments that combine

these approaches with the numerical study of mechanical ef-

fects of shock waves in these complex structures which has

created a new research area.

3.1 Coarse-grained models of membrane dynamics

Coarse-grained (CG) models provide a route to explore

biomolecular systems on longer time and length scales.42,84

They constitute a class of mesoscale model, in which many

atoms are treated by grouping them together into new particles

which act as individual interaction sites usually connected by

entropic springs, see Fig. 4.

CG models were introduced originally for globular pro-

teins by Levitt and Warshel in a pioneering 1970s paper85

(then called hybrid classical/quantum mechanical approach)

and since then have found their way into polymer physics as

so-called bead-spring models,40 as well as into engineering,

geophysics and other areas of computational research.

A ”bottom-up” CG model is a model of a particular system

that is constructed on the basis of a more detailed model for

the same system as indicated in Fig. 4. In principle, the high-

resolution, all-atom model may be based on atomistic data de-

duced from atomistic structure calculations.

In contrast, ”top-down” models do not rely upon or directly

relate to a more detailed model for a particular system. In-

stead, they are usually related to the full complexity of the

real experimental system by addressing observables on length

scales that are accessible to the CG model. Often, these ob-

servables are thermodynamic averaged quantities such as pres-

sure, temperature, stress and strains or forces accessible by di-

rect experimental measurement. Figure 4 illustrates schemati-

cally these two major approaches to coarse-graining.

CG simulations are much less computationally expensive

than their atomistic counterparts, because the number of in-

teracting particles is drastically reduced and can access much

larger length- and time scales than is possible in all-atom ap-

proaches, let alone in quantum chemical calculations.86–88

Coarse graining procedures may simply remove certain de-

grees of freedom (e.g. vibrational modes between two atoms)

or it may in fact simplify the two atoms completely via a sin-

gle particle representation. The ends to which systems may

be coarse grained is simply bound by the accuracy in the dy-

namics and structural properties one wishes to replicate. The

challenge of this modern area of research is still in its infancy,

and although it is commonly used in biological modeling and

polymer physics, the analytic theory behind it is still poorly

understood.

There is a very large body of literature on computational

studies of the static and dynamic properties of biomembranes

using atomistic and CG modelling approaches89,90 which have

been reviewed in depth e.g. by Pandit and Scott91 and Woods

and Mulholland.88

With the rise of so-called solvent-free, or implicit simula-

tion schemes for membranes, which became fashionable at

the turn of the millennium, the number of publications in this

field has constantly increased. Solvent-free models of lipid bi-

layer structures do not explicitly take the fluid molecules of

the aqueous environment into account. These models are ei-

ther based on a Langevin equation of motion accounting for

the Brownian random motion of the fluid molecules, or on the

complete modeling of all effects of the solvent by effective

interaction potentials between the constituent particles of the

membrane only.92–95 As one is usually only interested in the

structural and dynamic details of the membrane and not in the
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surrounding fluid, this allows to reduce the number of neces-

sary integrations and thus the computational costs consider-

ably. Many of the used potentials are either derived from intu-

ition, from standard potentials routinely being using in poly-

mer physics or from quantum chemical calculations of force

field parameterizations.81,89,96,97

Almost all of the existing simulation studies of biomem-

brane properties have been performed at or very near at equi-

librium. When it comes to studying the shock wave interaction

with biomembrane structures, which is a highly transient and

non-equilibrium process, there is only a handful of papers, all

of them limited to very small all-atom simulations with explic-

itly modeled solvent and not taking into account the particular

thermodynamic transient conditions of shock waves.98–100

In a very recent research paper that provided a new multi-

scale approach to this problem, it was discussed that even in

the largest of these all-atom simulations published to date, the

size of the considered system was several orders of magnitude

too small in size and too limited in the time scale to be able to

capture any relevant effects of shock waves in membranes ob-

served in experiments such as transient permeability and sub-

sequent self-repair of parts of the membrane in an eucariotic

cell.101

3.2 Coarse-grained polymer network models of the cy-

toskeleton

An important part of the eucariotic cell is its cytoskeleton. The

cytoskeleton is a network of semi-flexible and rod-like macro-

molecules which is responsible for providing structural in-

tegrity, mechanical stability and for protecting the cells’ con-

stituents from external forces.102 It also plays various roles of

much higher complexity. Through self-organization, the cy-

toskeleton can even exert forces on its surroundings, which

enables the cell to perform locomotion and change its shape.

It is therefore responsible for the cell’s motility and migration

abilities.

In particular with cancer cells’ mechanical changes in the

stiffness of the cytoskeleton by alterations in genetic expres-

sion, a bottom-up approach in computational modeling has

been proven essential since the microstructure of reconstituted

systems can be systematically controlled in the modeling pro-

cess.106

The cytoskeleton mainly consists of three types of long, fil-

amentous proteins: F-actin, intermediate filaments and micro-

tubules. They all differ in their roles, structure and size. Actin

microfilaments for example are about 6-8nm wide, intermedi-

ate filaments 10nm, and microtubules are hollow with 14nm

inner and 25nm outer diameter.

The three filament types diversely contribute to the mechan-

ical stability of the cytoskeleton and the cell, since they differ

quite drastically in their own stiffness. While microtubules

Fig. 5 a) A mouse NIH3T3 fibroblast cell, fixed and stained for

DNA (blue) and the major cytoskeletal filaments actin (red) and

alpha-tubulin (green). The cell was imaged by fluorescence

microscopy on an optical IX70 microscope with a deep-cooled CCD

camera.103 b) Image of the actin cytoskeleton (lamellipodium)

showing a relatively sparse network in a frozen hydrated sample.104

c) Computed network structure of the cytoskeleton based on

molecular dynamics simulations of semi-flexible polymers including

cross linking particles.105

mainly resist compression, actin and intermediate filaments

help maintaining the cell-shape by bearing tension. The bend-

ing stiffness of a filament can be characterized with help of

the worm-like chain model and the persistence length Lp, con-

cepts which are introduced in polymer physics.107 For exam-

ple, the flexural rigidity of microtubules corresponds to a per-

sistence length of 5,200 microns showing that a microtubule

is rigid even over cellular dimensions. By contrast, the persis-

tence length of an actin filament is only approximately 17.7
microns, explaining why actin filaments within cells are usu-

ally cross-linked into bundles. The filaments are called “in-

termediate“, because, in the smooth muscle cells where they

were first discovered, their diameter (about 10nm) is between

that of the thin actin-containing filaments and the thicker

myosin filaments. Intermediate filaments are the toughest

and most durable of the three cytoskeletal filaments: when

cells are treated with non-ionic detergents and concentrated

salt solutions, the intermediate filaments survive while most

of the rest of the cytoskeleton is destroyed. Intermediate fila-

ments typically form a network throughout the cytoplasm, sur-
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rounding the nucleus and extending out to the cell periphery.

They are often anchored to the plasma membrane at cell-cell

junctions, called desmosomes, which helps to resist shearing

forces and large strain deformation. This appears to be espe-

cially relevant for resisting the large stresses caused by laser-

induced shock waves.

Many of the mechanical properties of the cytoskeleton are

attributed to the biopolymer actin.108 Above the overlap con-

centration actin filaments form entangled solutions that are

mechanically weak. The elasticity of such a solution can be

considerably enhanced by actin binding proteins which act

as crosslinkers and depends on their effect on the network

microstructure and their micro-mechanical and biochemical

properties.

Semiflexibility and stiffness can be introduced in CG mod-

els of polymer networks by appropriate potentials.109 Com-

puter simulations of network models of the cytoskeleton of eu-

cariotic cells are usually based on CG approaches of entangled

polymer networks as they have been commonly used in poly-

mer physics for decades.110 Figure 5 shows two examples of

the morphology of actin and tubulin networks along with a CG

model based on a molecular dynamics approach.104,105 The

whole host of literature available in macromolecular atomistic

and CG network models has been reviewed comprehensively

by Mofrad and Kamm.111

With the increase of computing power it has now become

feasible to combine the hitherto separate investigations of net-

works and biomembranes to a combined approach in an at-

tempt to create simple mechanical models of cells that mimic

some of the key elastic-viscoelastic properties of real cellular

systems and even tissue.80,112

3.3 Combining shock wave research with coarse-grained

simulations

The exploration of shock wave effects, bond breaking and fail-

ure with CG models of soft biological systems coined an im-

portant emerging field of research which has been introduced

only a few years ago.45,113,114 This new approach combines

coarse-graining with coupling the atomistic and the contin-

uum domain. The surrounding aqueous environment which is

only needed to transfer the energy of a shock wave to the me-

chanical model of a membrane, is coarse-grained using con-

tinuum theory. At the same time, those areas of interest within

the membrane where dynamic damage or failure occurs, can

still be modeled with either atomistic resolution, or by using a

further CG description of molecular structures, see Fig. 6.

Full atomistic simulations are not capable of capturing the

time- and length-scales important for understanding key ef-

fects when a shock wave hits a lipid bilayer membrane and

induces potential damage to the cytoskeleton. By combining

latest results in modeling and multiscale simulation techniques

Fig. 6 Multiscale model of a membrane including atomistic details

in the regime of the phospholipids and a multi-resolution continuum

model in the fluid regime based on a simulation technique called

smooth particle hydrodynamics (SPH).101

it has even become possible to perform impact simulations

which incorporate the salient mechanical features of a cell, the

cytoskeleton with its semi-flexibility, the plasma membrane

with its bending rigidity, the fluid environment within the cell,

and the aqueous surrounding of the cell, cf. Fig. 7.

4 Summary and future directions

This article has given a brief account of recent experimental

and computational developments in the application of shock

wave research to cancer treatment which constitutes an emerg-

ing research area with numerous exciting perspectives. Sig-

nificant progress in this field can only be made with multidis-

ciplinary approaches, including biomedical molecular model-

ing, computational chemistry, biophysics and the medical sci-

ences. Simulation efforts can contribute on all levels of bio-

logical complexity to a better understanding of complex dis-

eases like cancer. Thus, rather than focusing on very accurate

studies on the finest level including only a few atoms and ex-

tremely small systems, new methodological developments are

needed on all levels such as CG, mesoscale and macroscale

models. An integration of all these tools could allow a multi-

resolution view on various aspects of relevant biological pro-

cesses occurring in the shock wave interaction with whole can-

cer cells, tumor tissue and even on the organic scale.
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Fig. 7 a) Snapshot of a simulated particle-based cell model,

impacted with a plate with velocity v = 5ms−1. b) Simulated

protoplasmic effective shear stresses developing at at time of impact,

as a function of the projected position in the x,y,z plane of the

cell.115
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