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Abstract 

The electron density change from reactants towards the transition state of a 

chemical reaction is expressed as a linear combination of the state-specific dual 

descriptors (SSDD) of the corresponding reactant complexes.  Consequently, the 

SSDD can be expected to bear important resemblance to the so-called Natural 

Orbitals for Chemical Valence (NOCV), introduced as the orbitals that 

diagonalize the deformation density matrix of interacting molecules.  This 

agreement is shown for three case studies: the complexation of a Lewis acid with 

a Lewis base, a SN2 nucleophilic substitution reaction and a Diels-Alder 

cycloaddition reaction.  As such, the SSDD computed for reactant complexes are 

shown to provide important information about charge transfer interactions 

during a chemical reaction.  
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Introduction 

Conceptual Density Functional Theory (also known as DFT based reactivity theory or 

chemical DFT) is an important tool to study problems in chemical reactivity1,2,3. In 

this theory, reactivity indices are introduced as response properties, i.e. derivatives of 

the energy E with respect to the number of electrons N and the external potential 

v(r)4, the two quantities of a molecule that are perturbed when it undergoes a 

chemical reaction. These properties can then be linked to interesting chemical 

quantities of which many were already known by chemists but only defined in an 

empirical way. Examples of these quantities include the electronegativity5–7 and the 

concepts of hardness8–10 and softness11. Other important quantities that have been 

introduced and enable the study of problems in regioselectivity are the Fukui function 

and the dual descriptor12–16. In addition, in the course of the development of the 

theory, other reactivity indices, such as e.g. electrophilicity17,18,19 and local 

softness20,21, have been introduced that are not necessarily derivatives of the energy. 

Also, the theory has provided a framework for the rationalization and use of a number 

of chemical principles, such as Sanderson’s principle of electronegativity 

equalization22,23 and Pearson’s Hard and Soft Acids and Bases24–28 and Maximum 

Hardness Principles29. 

It is well known that density functional theory uses the electron density ρ(r) of the 

system as the basic variable instead of the wavefunction Ψ. This is formally based on 

the Hohenberg-Kohn theorems30 and implies that the electron density determines all 

ground state atomic and molecular properties. Since a chemical reaction involves the 

transition of a system from one ground state to another, it can ultimately be 

considered as a reshuffling31 of the electron densities between the interacting 

molecules. In this contribution, we will investigate electron density changes during 
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the chemical reaction when going from the reactants to the transition state within a 

conceptual DFT framework using the recently introduced state specific dual 

descriptor32,33. It will be shown that this quantity, computed for a pre-reactive 

complex of two interacting molecules, provides an interesting connection with the 

Natural Orbitals for Chemical Valence (NOCV), introduced by Michalak, Mittoraj 

and Ziegler34,35. 

 

Theoretical developments 

During the course of a chemical reaction, the electron density of the reacting 

molecules is perturbed due to the change in the external potential and the charge 

transfer between the reagents36. In line with the analysis of Morell et al., the electron 

density at the transition state of the reaction ρTS
(0),ext (r)

 
can be extrapolated from the 

ground and excited state electron densities of the reagents at the onset of the reaction 

ρR
(i)(r)

 
( )0≥i  

 

 ρTS
(0),ext (r) = α i

i≥0
∑ ρR

(i)(r)  (1) 

 

In the approach we will adopt in this paper, the reactant state is considered to be the 

initial complex of the reacting molecules at the beginning of the intrinsic reaction 

coordinate. Since indeed then the left and right hand sides of (1) should integrate to 

the same number of electrons, this implies that 

 

 α i = 1
i≥0
∑  (2) 
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so that Eq. (1) can be rewritten as: 

 

 ρTS
(0),ext (r) = 1− α i

i≥0
∑







ρR
(0)(r) + α i

i≥0
∑ ρR

(i)(r) (3) 

 

where ρR
(0)(r)  is the ground state electron density of the reactant complex. Then, 

Eq. (3) becomes 

 

 ρTS
(0),ext (r) = ρR

(0)(r) + α i
i≥0
∑ ρR

(i)(r) − ρR
(0)(r)( ) = ρR

(0)(r) + α i
i>0
∑ ∆fi(r)  (4) 

 

where ∆fi(r) is defined as the state dual descriptor for excited state i (or state-specific 

dual descriptor) 

 

 ∆fi (r) ≡ ρR
(i)(r) − ρR

(0)(r) (5) 

 

As can be seen, ∆fi(r) is defined as the difference between the various excited state 

electron densities of this complex and the ground state electron density of the reactant 

complex. These state-specific dual descriptors, already in use to study electron 

transfer33,37,38, are generalization of the usual or “traditional” dual descriptor, 

introduced as the derivative of the Fukui function39 with respect to the number of 

electrons at constant external potential. 

 

 f (2)(r) =
∂f (r)

∂N





v

≈ f + (r) − f −(r)  (6) 
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The Fukui function was introduced as the derivative of the electronic chemical 

potential µ with respect to the external potential and is connected through a Maxwell 

relation with the change of the electron density with respect to the number of 

electrons 

 

 f (r) =
δµ

δv(r)










N

=
∂ρ(r)

∂N





v

 (7) 

 

The electronic chemical potential is the derivative of the energy with respect to the 

number of electrons and has been identified as the negative of the electronegativity χ. 

 

 µ =
∂E
∂N






v

= −χ  (8) 

 

Due to the discontinuity of ρ(r) with respect to the number of electrons, the left and 

right side derivative of Eq. (7) will be different and will be associated with the Fukui 

function, for an N-electron system, for an electrophilic ( f − (r) ) and a nucleophilic (

f + (r) ) attack respectively 

 

 f − (r) =
∂ρ(r)

∂N





v

−

= ρN (r) − ρN−1(r)  (9) 

 

 f + (r) =
∂ρ(r)

∂N





v

+

= ρN+1(r) − ρN (r)  (10) 
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In these equations, ρN (r) , ρN+1(r) and ρN−1(r) correspond to the electron densities 

of the N, N+1 and N−1 electron system respectively. 

Returning to Eq. (4), it can easily be seen that the change in the electron density 

∆ρ(r)when going from the reactant complex to the transition state of the reaction can 

be written as 

 

 ∆ρ(r) ≡ ρTS
(0),ext (r) − ρR

(0)(r) = α i
i>0
∑ ∆fi (r) (11) 

 

which, in principle, is an exact expression. This expression decomposes the density 

variation from the initial state of the reaction to the transition state in a series of 

contributions from the different state-specific dual descriptors of the reactant 

complex. It should indeed be stressed that the state-specific dual descriptors involved 

should necessarily be evaluated for the reactant complex in the initial stages of the 

reaction.  

This expression also allows a nice physical interpretation of the density deformation 

upon a chemical reaction. Eq. (11) decomposes the total deformation density in a 

series of density changes corresponding to excitations in the reactant complex, which, 

in view of the earliness of this complex, will largely correspond to either intra-

fragment excitations and/or excitations between the two interacting fragments. It is 

tempting to associate the former to the polarization contribution of the two charge 

clouds when they are perturbed by the approaching reagents, whereas the latter should 

be associated to charge transfer between the fragments. This is depicted in Figure 1. 
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Figure 1. Intra-fragment (green) and inter-fragment (red) state specific dual 

descriptors for the interaction between two fragments A and B. 

  

The conceptual DFT framework also allows the derivation of an expression for the 

density change for the isolated reactants, say A and B, to the transition state of the 

reaction which can be derived as follows. The density change of both A and B can be 

expressed to first order as 

 

 ρA (r) = ρA
0 (r) +

∂ρA (r)

∂NA







vA

∆NA +
δρA (r)

δvA( ′r )










NA

∆vA( ′r )d ′r∫  (12) 

and 

 ρB(r) = ρB
0 (r) +

∂ρB (r)

∂NB







vB

∆NA +
δρB (r)

δvB ( ′r )










NB

∆vB( ′r )d ′r∫  (13) 
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These equations, in addition to the Fukui function, now also contain the linear 

response function χ(r, ′r ) . This latter descriptor has been proven quite helpful to 

characterize electronic effects such as inductive and mesomeric effects40–42. 

 

 χ(r, ′r ) ≡
δρ(r)

δv( ′r )










N

 (13) 

 

As can be seen, the first term describes the charge transfer to/from the fragments upon 

their evolution to the transition state, whereas the second term describes the 

polarization of their electron densities due to the perturbation in the external potential. 

The total density of the transition state can thus be written as 

 

 
ρTS (r) = ρA(r) + ρB (r) = ρA

0 (r) + ρB
0 (r)

+ fA(r)∆NA + fB (r)∆NB + χA(r, ′r )∆vA ( ′r )d ′r +∫ χB(r, ′r )∆vB ( ′r )d ′r∫
 (14) 

or 

 

 ∆ρ(r) = fA (r)∆NA + fB(r)∆NB + χA(r, ′r )∆vA ( ′r )d ′r +∫ χB (r, ′r )∆vB( ′r )d ′r∫ (15) 

 

Now writing 

 

 ∆N = ∆NA = −∆NB
 (16) 

 

yields 

 

 ∆ρ(r) = fA (r)∆N − fB(r)∆N + χA (r, ′r )∆vA( ′r )d ′r +∫ χB (r, ′r )∆vB( ′r )d ′r∫  (17) 
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10 

 

 

If it is considered in the course of the reaction that electrons are transferred from B to 

A, the density response towards charge transfer of A will be governed by fA
+ (r)  and 

the density response for B by fB
−  

 

 ∆ρ(r) = fA
+ (r) − fB

− (r)( )∆N + χA(r, ′r )∆vA ( ′r )d ′r +∫ χB(r, ′r )∆vB ( ′r )d ′r∫  (18) 

 

The quantity fA
+ (r) − fB

− (r)
 
can now be considered as an approximation for the dual 

descriptor at the initial stages of the reaction, so that, finally, 

 

 ∆ρ(r) ≈ f
(2)(r)∆N + χA (r, ′r )∆vA ( ′r )d ′r +∫ χB (r, ′r )∆vB ( ′r )d ′r∫  (19) 

 

showing that, when ∆ρ(r) is considered between the TS and the isolated reactants, 

the charge transfer between the two fragments is modulated by the dual descriptor. 

This again points to the role of this quantity in determining the density deformation 

upon the evolution towards the transition state. 

 

The decomposition described above bears resemblance with the Natural Orbitals for 

Chemical Valence (NOCV) introduced by Mittoraj, Michalak and Ziegler43,44. These 

NOCVs, ψi, are defined as the eigenvectors that diagonalize the deformation density 

∆ρ(r) 

 ∆ρ(r) = νiψ i
2 (r)

i=1

M

∑  (20) 
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In this case, ∆ρ(r)  is defined as the density change between two interacting 

fragments and these two isolated fragments in the geometry they adopt in the 

complex. This deformation density can then be expressed as a sum of pairs of 

complementary eigenfunctions (ψk, −ψk) corresponding to the eigenvalues νk and –νk. 

 

 ∆ρ(r) = νk ψ k
2 (r) −ψ −k

2 (r) 
k=1

M /2

∑  (21) 

As such, the eigenvalue νk is the number of electrons that is transferred from orbital 

ψk to -ψk upon bond formation. The density deformation, ∆ρk (r) , represented by a 

complementary NOCV pair, can thus be expressed as 

 

 ∆ρk (r) = νk ψ k
2 (r) −ψ −k

2 (r)   (21) 

 

In addition, a method to obtain interaction energies associated to each of these density 

deformations has been put forward. 

 

The aim of the present paper is to show how much similar the information provided 

by the NOCVs and the state specific dual descriptors (SSDDs) are. In this context, a 

NOCV stabilization energy counterpart is also required. It is obvious that the electron 

density distortion energy needed to change the density, on each physical point, by

∆ρ(r) at constant external potential, is somehow comparable to the NOCVs 

stabilizing energy. A DFT based derivation for calculating such an energy is given in 

annex, the actual computation of such quantity would be quite difficult to perform 

though.  
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So for the time being, we propose a different and more suitable, even though more 

approximate, way to evaluate the electron density distortion energy. The density 

deformation energy reads:  

 ∆Edistortion = Ev ρ f
  − Ev ρi[ ]  (22) 

Starting from Eq. (22) and assuming the electron density deformation can be 

approximately computed through a particular state specific dual descriptor, then the 

electron distortion energy can be calculated using 

 

 
∆Edistortion = Ev ρi

exc  − Ev ρ0[ ] ≈ ∆Ei
exc  (23) 

 

in which ρi
exc stands for the density of the specific excited state i, while ρ0 is the 

ground state density. This energy can therefore be roughly approximated by the 

excitation energy ∆Ei
exc . Indeed, the excitation energy only differs from Eq. (23) by 

the way the exchange correlation functional is computed for the first term of the right 

hand side. As a consequence, the excitation energy corresponding to each state 

specific dual descriptor can be expected to yield a fair measure of the energy needed 

to distort the electron density by ∆fi(r). In this framework, the first state specific dual 

descriptor would be the easiest way to modify the electron density and the first 

excitation energy a fair approximation of the energy needed to make this modification 

happen. However, distorsion energy is not the only interesting parameter for that 

purpose. The oscillator strenght is another quantity that might also be relevant45. The 

oscillator strength ( fmn ) for a transition between two states m and n is computed 

through the following equation:  
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( ) 2

23

2
mnmn

e
mn EE

q

m
f µ−=

h
 (24) 

 

in which me stands for the electron mass, q the electron charge. En  and Emare the 

energies of states m and n respectively while µmn is the associated optical transition 

dipole moment. The oscillator strength characterizes the intensity of a transition 

between two states, which is related to the transition rate. The next step is to assume 

that it also carries information about the likelihood to distort the electron density from 

state m to state n. Thus, a SSDD associated to an excitation with an oscillator strength 

of zero could suggest that this way to distort the density is quite unlikely, while one 

might be confident in an electron density evolution associated with a big oscillator 

strength. Another interesting point is the relation between the transition dipole 

moment between two quantum states and the overlap integral between these two 

states. The molecular dipole moment is actually the sum of the electron moment ( )eµ  

and the nuclei moment ( )Nµ . The nuclei moment does not depend on electron 

coordinates. Assuming the nuclei conformation is barely changed so that the electron 

wave-functions remains almost the same during the excitation process : 

 nemmnNneNmmn S ψµψ+µ=ψµ+µψ=µ  (25) 

Thus the transition dipole moment is related to the integral overlap. As a 

consequence, the higher the dipole moment, the better the spatial overlap between the 

two quantum states, therefore the easier the charge transfer will be. A weak transition 

dipole moment does not necessarily indicate a nil charge transfer. 

All these assumptions are tested from several chemical relevant situations in the next 

part.  
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Computational Details 

All the molecules have been fully optimized at B3LYP/6-31+G(d) level of theory 

with Gaussian 09 Rev B.0246. Vibrational frequencies have been computed to 

characterize transition states and stationary points. IRC calculations have also been 

performed to obtain chemical pathways. The State Specific Dual Descriptors (SSDD) 

of ith order have been calculated as the difference between the density of the ith 

excited state and the density of the ground state. The excited state densities have been 

obtained through TDDFT calculations limited to the first 10 excitations. The cube file 

associated to each density has been computed using the “medium” grid which gives a 

fair balance between accuracy and computational time. The NOCVs have been 

calculated at the transition state of each chemical reactions, except for the formation 

of the NH3-BH3 complex (details given in the text), using ADF 2013.0147 on Gaussian 

geometries. The same grid quality as for the dual descriptor has been applied for 

NOCVs. To facilitate the comparison between the NOCVs and the State Specific 

Dual Descriptors, positive basins are colored in cyan while negative basins are 

colored in orange. All the energies are given in kcal/mol. In all pictures, the acronym 

IDT stands for Isosurface Density Threshold. This acronym is recalled in the caption 

of the first picture.  
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Results and Discussion 

The theoretical development makes a formal relation between the dual descriptor, 

either usual or state specific, and the NOCVs. In this part, some computational 

evidences are provided to support this assumption. The investigated chemical 

reactions are the formation of the NH3-BH3 Lewis acid-Lewis base complex from 

borane and ammonia, the nucleophilic substitution of chloromethane by chloride, and 

two [4+2] cycloadditions.  In each example, the dual descriptor computed for the pre-

reactive complexes of these reactions is compared to the results of a NOCV analysis 

performed on the transition state. It will be seen that, in general, both concept match 

surprisingly well.  

 

1. NH3-BH3 

 

The first reaction investigated is the formation of the NH3-BH3 complex from borane 

and ammonia. As this chemical phenomenon occurs without transition state, the 

NOCV analysis has been performed on the product. The State Specific Dual 

Descriptors (SSDDs) have been computed on a constrained geometry in which the 

boron and the nitrogen atom are kept at 4 Å distance and both fragments are oriented 

in the reactive conformation. Both SSDD and NOCVs maps are represented in 

Figure 2a and Figure 2b respectively. As can be expected, only one NOCV pair is 

prevalent. The associated stabilizing orbital energy is 65.3 kcal/mol. As expected, this 

NOCV pair indicates that the electron density flows from the nitrogen atom of 

ammonia (orange basin) towards the boron atom (blue basin) of borane. This is in 

perfect line with the classical rationale of the reaction as the formation of a dative 

bond between the lone pair of nitrogen and the empty 2pz orbital of boron. The former 
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is the HOMO of the system while the latter is its LUMO. The first SSDD has also 

been computed and is displayed in Figure 2a. As expected, the SSDD predicts that 

nitrogen is nucleophilic and therefore loses electron density during the process, while 

the boron is electrophilic, and hence acquires density during the reaction. Interestingly 

the usual dual descriptor (not represented here), computed as the difference in 

densities between the LUMO and the HOMO, is identical to the first SSDD. The only 

notable difference is an orbital relaxation torus located around the boron atom. 

Pictures of the abovementioned NOCV pair and SSDD are also quite similar and 

overall provide the same chemical information. It is worth noticing that the oscillator 

strength associated with the first excitation (involved in the calculation of the 1st 

SSDD) is 0.0682 while the oscillator strengths of 2nd and 3rd excitations vanish. The 

1st SSDD seems the only relevant dual descriptor needed to characterize the evolution 

of the electron density. Thus, for the formation of NH3-BH3, both the first NOCV pair 

and the SSDD are able to characterize the evolution of the electron density and 

provide quite similar chemical information. Besides the NOCV and SSDD maps are 

very similar. 

 

 

2. SN2 reactions 

Two prototypical bimolecular nucleophilic substitution reactions48 (SN2) have been 

investigated. The reactions involve chloromethane (resp. bromomethane) as the 

substrate in which the halogen atom is substituted by a chlorine ion. NOCV pairs have 

been calculated for the transition state. The same methodology has been applied for 

this system as for the previous one. In addition, the reactants have been fully 

optimized with the distance between the attacking chloride and the carbon frozen at 
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4 Å. The results are displayed in Figure 3 and in Figure 4. Again, only one NOCV 

pair is dominant with an energy of 39.5 kcal/mol. (respectively 40.7 kcal/mol for 

bromomethane reacting with chloride). In both cases, the NOCV pair (Figure 3d and 

Figure 4d) corresponds to a charge transfer from one of the four lone pairs of the 

chloride nucleophile (orange basin) towards the carbon atom of the substrate (blue 

basin). It is interesting to note that the leaving chlorine gets extra density during the 

course of the reaction. 

 

Three State Specific Dual Descriptors have been calculated. They are all displayed in 

Figures 3a, 3b, 3c and 4a, 4b, 4c. The first two SSDDs (Figure 3a, 3b and 4a, 4b) 

originate from degenerated excitations, both at 3.41 eV (respectively 2.84 eV for 

bromomethane) and exhibit almost nil oscillator strengths with a value around 3.10-4 

(respectively 2.10-3 for bromomethane system). It is very unlikely that these SSDDs 

correspond to important electron density distortion reactive modes. The usual dual 

descriptor computed from frontier densities is very similar to these first two SSDDs. 

In this particular case, the usual dual descriptor fails to characterize the chemical 

reactivity. On the other hand, the third SSDD has a much bigger oscillator strength of 

4.10-2 (respectively 8.10-2 for bromomethane system) and originates from an 

excitation of 3.48 eV which is quite close to the first two excitations. This SSDD 

corresponds to an inter-fragment electron excitation from one chloride lone pair 

toward the σ*C-Cl anti-bonding orbital (resp. σ*C-Br). This SSDD provides the same 

information as the NOCV pair. Indeed, the orange basin located on the attacking 

chloride represents the loss of density this atom undergoes during the chemical event, 

while the blue basin on the carbon of the substrate, either chloromethane or 

bromomethane, describes the gain of density resulting in the formation of the 
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chemical bond. The SSDD is also able to predict the gain of density the leaving group 

gets during the course of the process, though the chosen IDT on Figures 3 and 4 does 

not reveal the corresponding blue basin (lowering the IDT to 0.006 a.u. would make it 

visible). One can argue that, at infinite distances (much more than 4A), the difference 

in energy between the three first SSDD (3.48 vs 3.41) should vanish, this difference 

being reasonably attributed to a weak interaction between Cl and CH3Cl. However, at 

distances greater than 4 A, convergence troubles appear, typically do to self-

interaction errors49.   

It is also worth noticing that by comparison with the usual dual descriptor, the SSDDs 

are more robust. Indeed, the oscillator strengths are good indicators of the likelihood 

of the corresponding electron distortion mode. Thus, it is quite easy to determine 

which SSDD is more likely to represent the electron density evolution. 

 

3. Diels-Alder Cycloadditions 

In this section, two kinds of Diels-Alder cycloadditions have been investigated50. 

Firstly, the formation of cyclohexene has been studied. Next, to probe the effect of 

substitution, the cycloaddition between butadiene and dicyanoethane has been 

studied.  

 

a. Butadiene-ethene cycloaddition. 

For the butadiene-ethylene system, two main NOCV pairs, depicted in Figure 5a and 

5b, are observed. The stabilization energies associated with the two NOCV pairs are 

23.7 and 23.0 kcal/mol respectively. They are interestingly lying quite close to each 

other. As can be seen from Figure 5a, the first NOCV pair characterizes the charge 

transfer from the dienophile, in this case the ethylene, acting as nucleophile to the 
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diene, acting as the electrophile. It can be seen that the orbitals associated with this 

NOCV pair roughly correspond to the HOMO of ethylene and the LUMO of 

butadiene. The second NOCV pair, with almost the same energy as the first pair, 

describes the reverse process, a donation from the diene toward the dienophile. In this 

case, the corresponding orbitals are the other pair of frontier orbitals, namely the 

HOMO of butadiene and the LUMO of ethylene. The fact that the two main NOCVs 

pairs exhibit the same energy can be expected since the two pairs of frontier orbitals 

have roughly the same energy gap. 

Three State Specific Dual Descriptors have been calculated and are displayed in 

Figure 6. As for the previous system, the SSDDs have been computed for a pre-

reactive complex in which the distances between reacting atoms are set at 4 Å. The 

usual Dual Descriptor (not shown) highly resembles the first SSDD. As can be seen in 

Figure 6, this very first SSDD does not characterize charge transfer between the 

fragments. It indeed describes an intra-fragment excitation and can thus be assumed 

that it constitutes the easiest way to polarize the electron density in the pre-reactive 

complex. The fact that the first SSDD and the dual descriptor densities are mainly 

located on the butadiene fragment is due to the fact that the frontier orbital energies of 

butadiene lie within the energy gap of the frontier orbitals of ethylene.  Contrarily to 

the previous examples, the very first SSDD properly describe the main reactive mode 

for this reaction. The main product isolated after a tentative reaction between 

butadiene and ethylene is not cyclohexene but 4-vinyl-cyclohexene. The latter product 

is formed by the cycloaddition between two butadiene molecules. The first SSDD just 

shows that butadiene is more reactive than ethylene and tends to react with another 

butadiene molecule. The rationalization of this chemical behavior through the use of 

the dual descriptor has already been described in several papers14,51,52. 
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The second and third SSDDs correspond to excitation energies of 5.41 and 5.56 eV 

respectively. Those energies are quite close to each other and somehow reflect the 

quasi degeneracy of the NOCVs pair energies. Their oscillator strengths are 1.10-2 and 

5.10-2 respectively. It appears quite clearly that those two SSDDs provide the same 

kind of information as the NOCV pairs. Both SSDDs arise from inter-fragment 

excitations. The second SSDD looks like the first NOCV pair and predicts the charge 

transfer from ethene toward butadiene. On the contrary, the third SSDD describes a 

back-donation from the butadiene to ethene. The energy order is the same as for the 

NOCV pairs. The donation from ethene toward butadiene corresponds to a lower 

excitation energy than the back-donation. 

To investigate the effects of the distance variation between the reacting atoms, the 

SSDDs have also been computed for a distance of 2.8 Å between the reacting 

molecules, which however can still be considered to belong to the reactant region53. 

The first three SSDDs are displayed in Figure 7. Three main differences occur when 

one compares the results at 2.8 Å with the results at 4 Å. First, the SSDDs order 

differs. Indeed, the first two SSDDs swap. The one looking like the first NOCV pair, 

namely the second SSDD at 4 Å, now turns out to be the first SSDD at 2.8 Å. Finally, 

one observes an increase in the oscillator strength. Indeed, for the 2.8 Å system, they 

are from 3 to 10 times higher than for the 4 Å system. This can be explained by the 

better overlap between the two quantum states involved in the electronic transition. 

The excitation energies and the oscillator strength for both systems are gathered in 

Table 1. 

 

b. Butadiene-1,1-dicyanoethene cycloaddition 
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The same methodology has been applied to the cycloaddition of butadiene with 1,1-

dicyanoethene. Introducing substitution on the dienophile results in the loss of 

synchronicity of the reaction. Indeed, the bond between a butadiene carbon and the 

unsubstituted carbon of dicyanoethene is created first. Then the reaction continues by 

forming the bond between the other terminal carbon of butadiene with the substituted 

carbon of dicyanoethane. The chemical process remains concerted though. Again, one 

observes two main NOCV pairs, displayed in Figure 8. The first NOCV pair has a 

stabilization energy of 44.5 kcal/mol and constitutes the predominant one. The second 

NOCV pair exhibits a lower stabilizing energy of 18.3 kcal/mol. The information 

provided by these two NOCV pairs is very similar to that of butadiene-ethene system. 

Since cyano groups are electron withdrawing, they stabilize the whole set of orbitals. 

As a consequence, the energy gap between the HOMO of butadiene and the LUMO of 

ethylene decreases, thus generating a higher stabilization energy. Another quite 

important difference is the asymmetry. Indeed, in both NOCV pairs, the electron 

density transfer between the unsubstituted carbon of 1,1-dicyanoethene and one 

carbon of butadiene is clearly observed. Unexpectedly, the charge transfer leading to 

the formation of the other bond, namely the one between the substituted carbon of 

1,1-dicyanoethene and the other terminal carbon of butadiene, is not observed on the 

two main NOCVs. As the NOCVs have been computed at the Transition State (TS), 

one can conclude that this bond formation happens after the TS.  

 

Again, the three first SSDDs have been computed and are represented in Figure 9. 

The usual dual descriptor, not shown, is very similar to the first SSDD. It is easy to 

see that the first SSDD resembles the main NOCV. The prediction of the reacting site 

is easy, since the SSDD condensed value on the electrophilic basin located below and 
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above the unsubstituted carbon of 1,1-dicyanoethene (0.21 a.u) is higher than that of 

the substituted carbon (0.13 a.u). The future asymmetry of the TS is well predicted by 

the first SSDD. However, it appears clearly that none of the SSDD is able to provide 

the same information as the second NOCV. To tackle this problem, it has been 

supposed that the second NOCV reflects a late phenomenon that cannot be predicted 

from the reactant complex. So the SSDDs have been again computed for the geometry 

of the maximum reaction force54,55,56, almost at the inflexion point on the Potential 

Energy Surface (PES). It is supposed that being closer to the TS, the SSDD 

corresponding to the second NOCV would eventually show. The SSDDs calculated 

for this geometry are displayed in Figure 10. As can be seen, the first SSDD remains 

unchanged. On the contrary the second SSDD appears very different. As can be seen 

for the second SSDD, although not completely identical to the second NOCV, the 

chemical information on the reacting carbon, namely the unsubsituted carbon of 1,1-

dicyanoethene and one terminal carbon of butadiene, is identical. Indeed, the terminal 

carbon of butadiene exhibits an electrophilic behavior, while the unsubstituted carbon 

of 1,1-dicyanoethene acts as nucleophile. This behavior totally matches the analysis 

for the second NOCV that indicates a loss of density of the latter and the gain of 

density of the former. So, even though the two maps are not totally identical, the 

chemical information provided by both is equivalent.  

 

Conclusions 

In this paper, a formal link between the Natural Orbitals for Chemical Valence 

(NOCV) and both the “usual” dual descriptor and the state specific dual descriptors 

(SSDD) is made. This physical development is based upon a Taylor series expansion 

of the electron density variation at the onset of a chemical reaction. The relation 
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between the NOCV stabilization energies and the excitation energies attached to each 

state specific dual descriptor is also discussed. In addition, the role of the oscillator 

strengths for rationalizing the likelihood of the electron density evolution is analyzed. 

These theoretical considerations have been tested for different chemical reactions like 

the bimolecular nucleophilic substitution or Diels Alder cycloaddition. It appears that 

in all cases, the main NOCV matches one of the first three State Specific Dual 

Descriptor. It appears that from a basic analysis of the excitation type and the 

oscillator strength, the SSDD matching the NOCV can be predicted a priori. In 

addition, some examples show that the usual dual descriptor is not always up to a 

proper description of the chemical reactivity. On the other hand, the state specific dual 

descriptor proves its flexibility. 
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The annex is dedicated to the derivation of a DFT expression of the electron density 

distortion energy. Its relation with excitation energies is discussed. 

The energy needed to distort the electron density at constant external potential is 

given by: 

 

 ∆Edistortion = Ev ρ f
  − Ev ρi[ ]  (26) 

 

In Eq. (26), v represents the common external potential to both states. iρ  and fρ  are 

respectively the electron densities of initial and final states. Using the regular electron 

density functional energy, Eq. (26) becomes: 

 

 ∆Edistortion = ρ f (r) − ρi(r) v(r)dr∫ + FHK ρ f
  − FHK ρi[ ] (27) 

 

in which FHK ρ f
  

is the universal Hohenberg-Kohn functional. If one assumes that 

the final electron density is not that different from the initial electron density, then 

using a second order Taylor’s development, one gets: 

 

∆Edistortion = ∆ρ(r)v(r)dr∫ +
δF

δρ(r)






 ρi

∆ρ(r)dr +
1

2

δ 2F

δρ(r)δρ( ′r )






 ρi

∆ρ(r)∆ρ( ′r )dr∫∫∫ d ′r    

  (28) 

In Eq. (28), ∆ρ(r) denotes the difference between final and initial densities

∆ρ(r) = ρ f (r) − ρi (r) . Still in Eq. (24), the subscript ρi  indicates that the derivative 

of the Hohenberg-Kohn functional with respect to the electron density is evaluated for 
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the initial density.  Then, by combining the two first terms of the right hand side of 

Eq. (24), one obtains: 

 

∆Edistortion = ∆ρ(r) v(r) +
δF

δρ(r)






 ρi












dr∫ +

1

2

δ 2F

δρ(r)δρ( ′r )






 ρi

∆ρ(r)∆ρ( ′r )dr∫∫ d ′r   

  (29) 

 

In this equation, the expression between brackets in the first hand side term is easily 

identified as the chemical potential of the initial state and therefore Eq. (29) becomes: 

 

 
∆Edistortion = µi ∆ρ(r)dr∫ +

1

2

δ 2F

δρ(r)δρ( ′r )






 ρi

∆ρ(r)∆ρ( ′r )dr∫∫ d ′r  (30) 

 

Since the number of electrons remains the same in the initial and final state, the first 

hand side term of Eq. (30) vanishes and one eventually gets: 

 

 
∆Edistortion =

1

2

δ 2
F

δρ(r)δρ( ′r )






 ρi

∆ρ(r)∆ρ( ′r )dr∫∫ d ′r  (31) 

 

Assuming ∆ρ(r)  is well represented by a weighted combination of state specific 

excited states ( ∆ρ(r) = α i
i

∑ ∆fi(r) , see Eq. 11). In this case, Eq. (31) reads: 

 

 
∆Edistortion =

1

2

δ 2F

δρ(r)δρ( ′r )






 ρi

α i∆fi(r)
i

∑ α j∆f j ( ′r )
j

∑ dr∫∫ d ′r  (32) 
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Eq. (32) can be rearranged as: 

 

 
∆Edistortion =

1

2

δ 2F

δρ(r)δρ( ′r )






 ρi

α i
2∆fi(r)

i

∑ ∆fi ( ′r )drd ′r   ∫∫   

 

 
+

δ 2F

δρ(r)δρ( ′r )






 ρi

∫∫ α iα j∆fi (r)∆f j ( ′r )
j>i
∑

i

∑ drd ′r  (33) 

 

In cases where the electron density variation is well represented by a single state 

specific dual descriptor (α i = 1;∀j ≠ iα j = 0 ), Eq. (33) becomes: 

 

 
∆Edistortion =

1

2

δ 2F

δρ(r)δρ( ′r )






 ρi

∆fi(r)∆fi( ′r )dr∫∫ d ′r  (34) 

 

In the few studied examples, it will be seen that one generally needs at best only one 

state specific dual descriptor and in the worse cases two state specific dual 

descriptors. Therefore, Eq. (34) is a fair measure of the energy needed to distort the 

electron density at each point by ∆fi(r). Identifying the hardness kernel, Eq. (34) now 

reads: 

 

 
∆Edistortion =

1

2
η(r, ′r )∆fi(r)∆fi( ′r )dr∫∫ d ′r  (35) 
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The hardness kernel is traditionally decomposed into two terms: a Hartree term 

translating the electrostatic repulsion between electron and another term gathering the 

kinetic and the exchange-correlation energy: 

 

 
∆Edistortion =

1

2

∆fi (r)∆fi( ′r )

r − ′r
dr∫∫ d ′r + R(r, ′r )∆fi(r)∆fi ( ′r )dr∫∫ d ′r









  (36) 

 

It is generally assumed that the Hartree term is predominant57,58 and hence that 

Eq. (36) can be reduced to: 

 

 
∆Edistortion ≈

1

2

∆fi(r)∆fi ( ′r )

r − ′r
dr∫∫ d ′r  (37) 

 

Eq. (37) is therefore only a rough evaluation of the energy needed to change the 

electron density by ∆fi(r), supposedly when the kinetic, exchange and correlation can 

be overlooked with respect to the electrostatic energy. But it would be very difficult to 

assess when this approximation is justified. Besides, the use of Eq. (36) to express the 

distortion energy supposes the knowledge of a good approximation for the kinetic and 

exchange correlation term, which is not the case so far.  
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(a) (b) 

  
 

Figure 2. NH3-BH3 system: (a) state specific dual descriptor for the first excited state with reactive 
centers separated by 4 Å (isosurface density threshold, IDT = 0.015 electron/bohr3) and (b) first 
NOCV pair (IDT = 0.003 a.u.). 

 

 

 

 

 

 

 

a) 

 

b) 

 
(c) (d) 

  
 

Figure 3. SN2 reaction: (a), (b) and (c) state specific dual descriptors for the first, second and third 
excited states respectively with reactive centers separated by 4 Å (IDT = 0.009 a.u.) and (d) first 
NOCV pair (IDT = 0.004 a.u.). 
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(a) (b) 

 
 

(c) (d) 

  
 

Figure 4. Cl- CH3-Br system: (a), (b) and (c) state specific dual descriptors for the first, second and 
third excited states respectively with reactive centers separated by 4 Å (IDT = 0.008 a.u.) and (d) 
first NOCV pair (IDT = 0.004 a.u.). 

 

 

 

 

(a) 

 

(b) 

 

 

Figure 5. Butadiene-ethene system. (a) and (b) represent the first and second NOCV pairs 
respectively (IDT = 0.002 a.u.). 
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(a) (b) (c) 

  
 

 

Figure 6. Butadiene-ethene system. (a), (b) and (c) represent the state specific dual descriptors for 
the first, second and third excited states respectively with reactive centers separated by 4 Å (IDT = 
0.0035 a.u. for the first one and 0.0066 a.u. for the other two).  

 

 

(a) (b) (c) 

 

 
 

 

Figure 7. Butadiene-ethene system. (a), (b) and (c) represent the state specific dual descriptors for 
the first, second and fourth excited states respectively with reactive centers separated by 2.8 Å (IDT 
= 0.0037 a.u.). 
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(a) 

 

(b) 

 

 

Figure 8. Butadiene-dicyanoethene system. (a) and (b) represent the first and second NOCV pairs 
respectively (IDT = 0.0022 a.u.). 

 

 

(a) (b) (c) 

 
  

 

Figure 9. Butadiene-dicyanoethene system. (a), (b) and (c) represent the state specific dual 
descriptors for the first, second and third excited states respectively with reactive centers separated 
by 4 Å (IDT = 0.004, 0.0025 and 0.004 respectively). 

 

 

  

Page 35 of 36 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



36 

 

 

(a) (b) (c) 

 
  

 

Figure 10. Butadiene-dicyanoethene system. (a), (b) and (c) represent the state specific dual 
descriptors for the first, second and third excited states respectively with reactive centers separated 
by 2.8 Å (IDT = 0.0037, 0.0015 and 0.0039 respectively). 

 

 

 

SSDD 1 2 3 4 

4 Å 
Excitation energies (eV) 4.94 5.41 5.56 5.76 

Force constant 0.241 0.016 0.052 0.003 

2.8 Å 
Excitation energies (eV) 4.89 5.10 5.84 5.96 

Force constant 0.037 0.192 0 0.151 
Table 1. Excitation energies and force constants for SSDDs of the butadiene-ethene system. 

 

 

SSDD 1 2 3 

4 Å 
Excitation energies (eV) 3.12 4.98 5.26 

Force constant 0.027 0.147 0.005 

2.8 Å 
Excitation energies (eV) 3.77 4.85 5.49 

Force constant 0.155 0.045 0.002 
Table 2. Excitation energies and force constants for SSDDs of the butadiene-dicyanoethene system. 
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