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Abstract

We report a study of the intramolecular vibrational distribution (IVR)
occurring in the ground electronic state of Uracil (S0) in the gas phase, follow-
ing photoexcitation on the lowest energy bright excited state (Sπ) and decay
through the ethylene-like Sπ/S0 Conical Intersection (CI-0π). To this aim we
have performed 20 independent Ab Initio Molecular Dynamics starting from
CI-0π (ten of them with 1 eV of kinetic energy randomly distributed over the
different molecular degrees of freedom) and 10 starting from the ground state
minimum (Franck-Condon, FC, point), with an excess kinetic energy equal to
the energy gap between CI-0π and the FC point. The simulations, exploiting
PBE0/6-31G(d) calculations, were performed over an overall period of 10 ps.
A thorough statistical analysis of the the variation of the geometrical parame-
ters of Uracil during the simulation time and of the distribution of the kinetic
energy among the different vibrational degrees of freedom provides a consis-
tent picture of the IVR process. In the first 0-200 fs the structural dynamics
involve mainly the recovery of the average planarity. In the 200-600 fs time
range, a substantial activation of CO and NH degrees of freedom is observed.
After 500∼600 fs most of the geometrical parameters reach average values sim-
ilar to those found after 10 ps, though the system cannot yet be considered in
equilibrium.
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1 Introduction

Vibrational cooling (VC) is a fundamental process for photochemistry and

photophysics.1−7 Following absorption of light, an excess of vibrational energy

is deposited in a molecule and is redistributed among the different molecular

vibrational levels (Intramolecular Vibrational Redistribution, IVR)1−yamada

before it is finally dissipated to the environment, usually the surrounding sol-

vent molecules, until thermal equilibrium is re-established.

For what concerns intramolecular processes, the study of the IVR mecha-

nism in the gas phase has attracted significant attention,8−19 since it is ubiq-

uitously involved in physical, chemical and biological processes. An atomistic

understanding of the formation and the breaking of bonds, a process lying

at the heart of chemistry, requires indeed a full comprehension of vibrational

energy redistribution.8−12 In the last decades the processes governing the en-

ergy flow between the different molecular vibrational degrees of freedom have

been thoroughly studied both experimentally and theoretically, such that an

exhaustive review of the contributions in this field is now far beyond the scope

of any short introduction. Instead we refer to a few fundamental works.8−15

From the experimental point of view, the developments in High resolution IR

spectroscopy9, 2D-IR spectroscopy (see10 and references therein) and in multi

photon photo-electron spectroscopy12 have provided fundamental insights on

the interplay between a bright spectroscopic state (which is ’prepared’ fol-

lowing light absorption) and dark ones, which are coupled to the former via

anharmonic couplings. The possibility of controlling the course of a chemi-

cal reaction by selectively exciting different molecular vibrational modes is a

spectacular proof of the importance of exact knowledge of the involved IVR.11

Conversely, theoretical approaches, despite the success of purely statistical the-

ory as the RRKM theory,13 have successfully sought for more refined models

able, for example, to understand mode-specific processes.14,15

In the present contribution we shall focus on a case seldom tackled by

theoretical approaches, i.e. that of a photoexcited molecule at a conical in-
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tersection between an excited and the ground (S0) electronic state. Once the

Wave-Packet (WP) has decayed to S0, on the molecule there is a considerable

amount of energy (of the order of some eV) that has to be thermalized and, in

the meantime, affects its spectral properties. The absorption spectra of vibra-

tionally hot molecules are indeed red-shifted with respect to their equilibrium

counterpart and VC is mirrored by a blue-shift of the transient spectra.20−28

The VC rates span a rather wide time range, between few ps and some

tents of ps, and strongly depend on the solvent, being larger for hydrogen

bonding solvents. Its study can thus give fundamental insights on solute-

solvent interaction and on energy transfer in complex systems. Furthermore,

the VC rate can directly affect the photophysical and photochemical reactivity:

until the energy is not dissipated it is available for further reactions, potentially

being even more important than excited state reactivity, as proposed for the

formation of pyrimidine photohydrates.29 Finally, VC processes can make the

assignment and the interpretation of the experimental time-resolved spectra

more cumbersome.

Despite its importance, and the important insights obtained by using phe-

nomenological models,24,25 microscopic mechanisms at the base of VC pro-

cesses are still elusive and the number of studies on this topic rather lim-

ited, while several experimental results have been recently reported in the

literature.20−25

In an interesting study of 9,methyl-Adenine in different solvents, Middleton

et al. have shown that the VC rate, besides depending, as expected, on the

hydrogen bonding (HB) properties of the solvent, is different in water and in

D2O.21 Solvent isotope effect may indicate that a considerable portion of the

excess energy decays by exciting relatively high frequency (>700 cm−1) solvent

modes. Not only low-frequency modes, which can be considered as friction,

are thus involved in the solute-solvent vibrational energy transfer, but spe-

cific solute vibrations, requiring a more accurate treatment. This conclusion is

supported by very recent studies on purine derivatives20 and on VC in photoex-

cited thymine.24,25 The insensitiveness of the VC rate to temperature changes
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can been explained by invoking the involvement of high frequency modes in

the solute, which directly transfer vibrational quanta to solvent modes with

the same frequency.25

It is clear that these experimental results can be explained only by mon-

itoring the intramolecular and intermolecular energy transfer processes at an

atomistic level. As a first step in this direction, we here report a study of

IVR in the ground electronic state of Uracil (hereafter Ura) in the gas phase,

following photoexcitation in the UV. In particular we shall study, by using

Ab Initio Molecular Dynamics simulations, the processes occurring in a hot

Ura molecule soon after the lowest energy ππ∗ bright excited state has non

radiatively decayed to S0, via a Conical Intersection, in the absence of exter-

nal interactions. This is a process where a substantial amount of potential

energy is deposited on our system (for nucleobases, see also below, typically

∼4.0 eV), that is very far from equilibrium, particularly suitable to be treated

by atomistic calculations. Many of the other theoretical models used to study

vibrational energy transfer are instead often based on approximations such as

weak coupling or near equilibrium,24,25 which do not hold in the present case.

Our aim is to obtain meaningful insights in the intramolecular vibrational

distribution, following photoexcitation, in order to understand how the vibra-

tional energy, concentrated at CI in a specific subset of vibrational modes,

is partitioned among the whole vibrational states, until reaching a pseudo-

equilibrium state. Besides being directly relevant for Ura photophysics in the

gas phase,30 including the photodissociation processes,31 this study represents

also a first step towards the study of VC in solution, since it would shed light on

the intramolecular vibrational process occurring in Ura and on the vibrational

mode more likely to communicate with solvent molecules.

Independently of VC, furthermore, the study of nucleobases excited state

decay has recently aroused a lot of interest, because of the biological implica-

tion of the interaction between UV radiation and DNA.32−34
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2 Computational details

The electronic structure calculations employed the PBE0 functional, a

parameter-free hybrid functional, where the amount of exact exchange has

been determined in order to fulfill a number of physical conditions, without

resorting to any fitting procedure.35 Despite the absence of adjustable param-

eters, besides providing a reliable description of the ground state properties of

several classes of compounds, TD-PBE0 results have shown an overall degree

of accuracy comparable with that of the best last generation functionals, in

the description of both bright and dark excitations, and both valence and Ry-

dberg states.36 Furthermore, the vibrational analysis performed on the ground

of PBE0/TD-PBE0 results (excited state minima geometry and vibrational

frequencies) turned out to be in remarkable agreement with the experimental

indications for several classes of compounds.37 For what concerns nucleobases,

PBE0 has already provided a very accurate description of their bright states,

providing vertical excitation and emission energies within ∼0.15 eV the cor-

responding experimental absorption maxima.38 In particular, for Ura in the

gas phase, PBE0 results are very close to those obtained at the CCSD(T)

and CASPT2 level.39−46 In fact the S0→Sπ vertical excitation energy com-

puted at the PBE0/6-31G(d)//TD-PBE0/6-311+G(2d,2p) level is 5.26 eV, to

be compared with the 5.25 eV value obtained at the CR-EOM-CCSD(T)/aug-

cc-pVTZ level.46 Our simulations will exploit the cost-effective 6-31G(d) basis

set. Previous studies have indeed shown that while TD-PBE0/6-31G(d) is

not expected to provide accurate and ’converged’ (with respect to the size of

the basis set) excitation energies, it gives reliable equilibrium geometries and

allows a fairly accurate vibrational analysis, as shown by the computed IR

spectra of a set of semirigid molecules47 and by the general accuracy of the

computed vibrationally resolved absorption spectra.37

ADMP simulations. We have performed 10 independent ADMP (Atomic

Density Matrix Propagation) simulation runs starting from the CI0π (labeled

as CI0) and 10 starting from the ground state minimum (labeled as FC4)
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with a nuclear kinetic energy of 0 eV and 4 eV, respectively. To obtain 10

distinguishable CI0 trajectories, the initial kinetic energy was set to 0.000001

Hartree and randomly distributed among the 36 Cartesian coordinates of the

system. All the simulations were performed in the micro canonical ensemble

with a time-step of 0.2 fs over an overall period of 10 ps. The locally developed

code VAMD48 (Vibrational Analysis from Molecular Dynamics trajectories)

was used to obtain the evolution of the most significant geometry shift as well

as the picture of the intramolecular vibrational energy redistribution during

the process. Concerning the last point, we recall49 that the normal modes (v)

of any molecular systems are the eigenvectors (Kv
ij) of the covariance matrix

of mass-weighted velocities K with elements:

Kij =
1

2
〈
√

(mimj)vivj〉 [i, j = 1, . . . , 3N ] (1)

N , m, vi being the the number of the atoms, the masses and the atomic

velocities, respectively. The eigenvalues of K(λv
i ) represent the average kinetic

energy in each vibrational mode i along the selected period of simulation.

Please note that these vibrational modes are anharmonic in nature.48,50 The

anharmonic effects, providing the couplings between the different vibrational

modes, are expected to play a relevant role in the IVR process.

The vibrational modes (eigenvectors of K) at the CI0π point, being quite

different from those of the ground state, are considered as time dependent

(Kv
ij(t)). The covariance matrix K was then re-evaluated at each time step of

the simulation (tn) by considering the set of points that fulfill the condition

tn ± ∆tn, with ∆tn = 0.2× 100 fs, (or tn ± ∆tn ∈ [0, 40] fs, if tn <20 fs).

The set of time dependent kinetic energies of each normal mode (Tv(t))

was then evaluated from the projection of the atomic velocities on each time

dependent eigenvector (Kv
ij(t)).

In order to include the effect of the kinetic energy gained in the motion

from the FC point to the CI, we have also performed ten 10-ps long simula-

tions starting from the CI0π structure, with 1 eV of kinetic energy randomly

distributed among the different vibrational modes (CI1 simulations).
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All electronic structure calculations have been performed by using the

Gaussian09 package.51

3 Results

3.1 A description of the Ura decay

Before analyzing our results, it is important to concisely review the most im-

portant features of the lowest energy excited states in Ura. Experiments reveal

the presence of a strong absorption band at ∼ 4.8-5.0 eV (depending on the

solvent),32,39 and computations ascribe this feature to a ππ∗ transition (here-

after Sπ), which mainly corresponds to an HOMO→LUMO excitation.39−46

Different computational methods unanimously predict that Sπ is not the lowest

energy excited state in the FC region: an underlying dark state is predicted,

with nπ∗ character (hereafter Sn), which mainly arises from the excitation

of an electron from the Lone Pair (HOMO-1) of the C4-O8 carbonyl group

(see Figure 1) to the π∗ LUMO.39−46 The degree of the involvement of Sn

in the Ura photoactivated dynamics is still a very controversial issue,39,40,45

falling outside the focus of the present study, which instead deals with the

radiationless Sπ→S0 decay.

TD-PBE0/6-311+G(2d,2p) geometry optimizations show that a planar sta-

tionary point is present on Sπ (Sπ-minpla∗), exhibiting a low imaginary fre-

quency, at -i220 cm−1, corresponding to the out of plane motion of H6 and

to an out of plane deformation of the pyrimidine ring, involving especially C6

atom. The most significant geometry shift in Sπ-minpla∗ with respect to the FC

structure involves the C5C6 bond length that increases by ∼ 0.1 Å. The C4O8

bond length increases by only 0.02 Å, ruling out any significant involvement

of the carbonyl π bond. The passage through a pseudo-planar plateau, is also

suggested by Resonance Raman experiments on Ura in solution, indicating

that the most intense bands correspond to in-plane stretching and bending.52

According to our previous studies in solution, on the other hand, both in

acetonitrile and in water a ’real’ non-planar minimum is present (Sπ-min),
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where the ring adopts a boat-like conformation: N3 and C6 are out of the

plane defined by N1, C2, C4, and C5, and undergo partial pyramidalization,

with C6-H6 and N3-H3 bonds out of the average molecular plane).39,40

It has not been possible to locate the non-planar minimum in the gas phase,

due to the presence of the close-lying Sn state (destabilized relative to Sπ in

polar solvents), since geometry optimizations decay to Sn. In any case, in

solution the Sπ-min is separated by a negligibly small energy barrier (< 100

cm −1) from the crossing region with S0, suggesting fast radiationless decay to

S0.
40

CASSCF/CASPT2 calculations in the gas phase provide a similar picture

to that obtained at the TD-DFT level.40,43a CASSCF(14,10)/6-31G(d) geom-

etry optimization of Sπ leads to a pseudoplanar minimum, where only H6 is

out of the plane of the ring, that however disappears at the MS-CASPT2 level.

This latter method indicates instead a barrierless path leading from the FC

point to an ethene-like CI with S0 (CI0π), characterized by pyramidalization of

C5 and by out-of-plane distortion of H5. Another recent MS-CASPT2 study41,

confirming the importance of a proper inclusion of dynamical correlation ef-

fects, predicts the existence of a minimum on Sπ surface, exhibiting a boat-like

conformation of the six-membered ring, similar to that found in solution at

the PCM/TD-PBE0 level,39 separated by a very small energy barrier from an

ethene-like CI with S0. A detailed discussion of the computational studies on

the gas phase dynamics of Ura is outside the scope of the present paper and

we refer to some very recent reviews for a more thorough analysis.42 For what

concerns the aim of this study it suffices to say that there is general consensus

on the existence of the ethene-like CI, firstly located by Matsika,44 while the

existence of a real minima on the Sπ surface, and the height of the energy

barrier separating them from CI0π is still matter of debate.42,43,45 In any case,

also the studies predicting the existence of such a minimum suggest that it is

separated by rather small energy barrier from the conical intersection with Sn

and S0.
45 On the balance, the curves reported in Figure 2 should thus provide

a qualitative reliable picture of the Sπ PES.

8

Page 8 of 36Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



For what concerns the time scale of the decay, gas phase time-resolved spec-

tra provide slightly different time-constants depending on the experimental

technique adopted, the excitation wave-length and the fit procedure adopted.

The first pump-prob ionization experiments30a−c suggest monoexpoential de-

cay with a time-constant of 2.4 ps. More recent studies, with a better time

resolution, show instead bi or tri-exponential decay, with an ultrafast compo-

nent (≤ 100 fs), namely 130 fs (photoelectron imaging spectroscopy and mass-

selected ion spectroscopy experiments in Ar, pump wave length at 267 nm))30e,

< 50 fs (time-resolved photoelectron spectroscopy with pump wave length at

250 nm), )30d, and 90 fs (strong field electron dissociation experiments)30f . All

these studies reveal also the presence of a component on the ps time scale (1.05-

2.6 ps) and one of them 30d suggests a tri-exponential decay, with a third in-

termediate time constant = 530 fs. The interpretation of these time-constants

lead to several deviating suggestions concerning the decay mechanism from the

Sπ stationary point. Firstly an indirect Sπ→Sn→S0 path, secondly, a direct

Sπ→S0 path, and finally the coexistence of these two latter paths were put

forward as explanations.40,43,45 In any case there is consensus that on a ∼1 ps

time-scale a non-negligible part of the excited WavePacket (WP) has reached

CI0π and it has passed on S0.

Since our reference structure for S0 and all the vibrational analysis have

been performed at the PBE0 level, it is important to obtain a PBE0 esti-

mate of the CI0π structure, in order to avoid spurious results simply due to

the difference of geometrical parameters provided by PBE0 and CASSCF. As

a consequence, we choose a representative structure from the S0/Sπ crossing

region individuated with the help of our previous study of the Sπ PES in solu-

tion. The structure, see Figure 1, is similar to that located by CASSCF(8/8)

calculations39 and the S0/Sπ energy gap is only 0.1 eV at the TD-PBE0/6-

31G(d) level and 0.04 eV at the TD-PBE0/6-311+G(2d,2p) level.

From the energetic point of view - referencing the S0 minimum energy

to 0 eV - the Sπ energy at the FC point is predicted at 5.45 and 5.29 eV

by TD-PBE0/6-31G(d) and TD-PBE0/6-311+G(2d,2p) calculations, respec-
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tively. The Sπ-minpla∗ is calculated at 5.13 and 4.98 eV employing TD-

PBE0/6-31G(d) and TD-PBE0/6-311+G(2d,2p), respectively. Finally, the

CI0π Sπ energy is found at 4.0 eV and that of S0 at 3.96 eV according to

TD-PBE0/6-311+G(2d,2p) calculations and at 4.12 eV and 4.0 eV (S0) ac-

cording to TD-PBE0/6-31G(d) calculations.

3.2 Analysis of the simulation

The starting point of our study is CI0π. We shall thus focus on the system

soon after its decay to S0, looking for an atomistic description of the IVR. As

discussed in the previous section, the WP reaches the CI0π with a maximum

of ∼1 eV of excess kinetic energy (the difference between the energy of the

pump pulse and that of the CI). Only a detailed quantum dynamical study of

the WP dynamics, following photoexcitation, of its motion on the Sπ PES, its

possible interaction with Sn and, then, of the dynamics around the CI could

provide insights on the amount of kinetic energy of the WP at the CI and on its

distribution among the different vibrational degrees of freedom. Such a study

is outside the scope of the present paper, focussed on the ground electronic

state, and TD-DFT PES would not be suitable to study the dynamics in the

proximity of the CI.53 Instead we can envisage three limiting situations. In a

first reference model, we assume that the WP arrives on S0 at the CI0π with 0

kinetic energy, since it has lost at the CI all the excess energy coming from light

absorption, for example due to the interaction with Sn or because it remains

on the part of the WP still on the Sπ surface. In a second scenario the initial

state at CI0π has the excess kinetic energy of 1 eV randomly distributed that

among the molecular degrees of freedom. In a final scenario, this excess energy

is initially rather localized on what are most likely the most active coordinates

in the FC→CI0π transition.

In this study we shall mainly explore the first scenario; ten 10 ps indepen-

dent simulations on S0 (hereafter labeled as CI0 simulations) are performed

starting from CI0π with 0 excess energy monitoring the redistribution of the

potential energy among the different degrees of freedom during the path of

10

Page 10 of 36Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



the WP towards the FC point. As for the second scenario, ten 5 ps simula-

tions starting from the CI0π structure, with 1 eV of kinetic energy randomly

distributed among the different vibrational modes (CI1 simulations) are per-

formed. As discussed above, the study of the third scenario described above, in

principle very interesting, requires the knowledge of the vibrational motions on

the Excited state PES, before the WP has reached the CI, and of the behavior

of the WP at CI0π. Both tasks are beyond the aims of this study. On the

other hand, in order to get some very preliminary insights on this scenario, we

have performed a test simulation where 1 eV of kinetic energy is concentrated

on a single, presumably important, vibrational degrees of freedom (see section

3.2.2.). Since we are dealing with an isolated system, the energy cannot be

dissipated through intermolecular interactions; as a consequence our reference

’equilibrium’ system would be that obtained by 10 independent ground state

simulations starting from the S0 minimum, with 4 eV of excess kinetic energy

(FC4 simulations).

We shall start our analysis by examining how the geometry parameters

change during our MD simulations, focussing mainly on the first ps of simu-

lation, since it provides a more reliable base to get insights on the processes

operating in solution. In the first hundreds of fs after the decay to the ground

state, intramolecular vibrational redistribution is dominated by the couplings

existing among uracil vibrational modes. On a longer time-scale the interaction

with solute-solvent vibrations comes instead significantly into play, making an

analysis focussed only on the solute vibrations less relevant. On the other

hand, for some degrees of freedom we shall discuss the results for the entire

simulation time (1-10 ps, the relevant plots are shown in the Supporting Infor-

mation, SI); besides to providing the limit values of our simulations, they can

be important to understand the IVR in the gas phase or in non-polar solvents.

3.2.1 Main geometry parameters

C5-C6 moiety Ura structure at CI0π is strongly distorted, and the most

significant shifts with respect to FC concern the C5-C6 moiety: the C5-C6 bond

11
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is elongated by 0.1 Å, being more similar to a single one; C6 and, especially,

C5 are strongly pyramidalized, with the C5 out of the average molecular plane

and H5 almost perpendicular to the latter (see Fig. 1). We can therefore

expect that, once on S0, C5-C6 moiety is that undergoing the most significant

changes and the most of the kinetic energy is localized on this local mode. We

therefore start our analysis with these degrees of freedom.

In the first hundreds of fs C5-C6 bond distance undergoes indeed a signifi-

cant decrease: after 200 fs of simulation its average value decreases from 1.45

Å to 1.374 Å, and after 1 ps to 1.368 Å. This distance is already very close

(see Fig. 3) to the average value found after 10 ps (the black circle at 1.365

Å), and only 0.007 Å larger than the average value found in FC4 simulations.

After 10 ps the C5-C6 distance is 1.365 Å and this value is affected by the

longer average distances found in the first ps of the simulation: the average

distance in the last 2 ps is 1.364 Å and in the last ps 1.363 Å. By comparison,

the corresponding average value in FC4 MD simulations is 1.359 Å. Anal-

ogously the RMSD in the first ps of the CI0 simulation is double (0.034 vs

0.017) than in the FC4 simulations, but already in the 1-3 ps range the CI0

and FC4 simulations exhibit rather similar RMSD values (0.0168).

The C4-C5-C6 angle (see Figure in the SI) exhibits a behavior similar to

that just described for the C5-C6 bond undergoing a very steep increase in the

first 200 fs of the simulation, reaching quickly values (∼ 118◦) similar to that

found after 10 ps (and in the FC4 simulations).

Figure 4 reports the variation of the main dihedral angle associated to the

C5 atom. Confirming the results discussed above, after 200 fs their average

is already very close to 0◦, as in the ground state minimum. Interestingly,

C5-C6-N1-C2 dihedral that at the CI0π is the most distorted is also the fastest

to regain planarity, showing very small oscillations around the average value,

at difference with C5-C4-N3-C2 dihedral angle, which shows noticeable oscil-

lations up to 1 ps (actually up to 2.5 ps, see SI).

As discussed in in the SI, C5-H5 and C6-H6 bond lengths also quickly

recover average values close to those found in the FC4 simulations.
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C6-N1 bond distance (see SI), after an extremely sharp increase (from 1.33

Å up to 1.43 Å) in the first 200 fs (likely due to a flux of kinetic energy from

C5-C6) mirrored by a very large RMSD (0.10), exhibits a slow decrease, with

a similar RMSD than in FC4 simulation, but a slightly longer distance. In the

last 2 ps the average C6-N1 distance is indeed 1.40 Å in the CI0 simulations

and 1.39 in the FC4 ones. Analogously (see SI) the C4-C5 distance in the first

300 fs exhibits a sudden increase, due not only to the kinetic energy flowing

from the C5-C6 bond but also to the intrinsic electronic features of the S0 PES

(the C4-C5 bond length is shorter at the CI, 1.432 Å, than in the S0 minimum,

1.456 Å). However, within 1 ps its average value is very similar to that found

in the last ps of the simulation (1.480 Å). This value is only slightly larger

than that found in the last ps of the FC4 simulations (1.475), the two sets of

simulations exhibiting very similar RMSD values (0.02 and 0.019, respectively)

in this interval.

N3 moiety N3-C4 bond is one of the most active degrees of freedom during

the simulation time (see Fig. 5). At the CI0π it is significantly elongated

at 1.445 Å (in the S0 minimum it is 1.40 Å), while N3 undergoes partial

pyramidalization. As expected, it shows a noticeable activity at the beginning

of the simulation. In the first 200 fs it starts, on the average, decreasing. Its

average value after the first 200 fs becomes indeed 1.43 Å, i.e. practically the

same than that found in the FC4 simulation, as most of the kinetic energy

has flown into other degrees of freedom. However, between 0.5 and 2 ps it

shows a remarkable average lengthening, with a larger activity than in the

FC4 simulations up to 10 ps. Its length average over 10 ps is ∼ 1.442 Å,

rather close to the starting value at the CI0π and almost 0.014 Å longer than

the 10 ps average in the FC4 simulations. Interestingly, even in the last ps of

the simulation the N3-C4 bond length is longer by ∼ 0.01 Å in CI0 than in

FC4 simulations, with a larger RMSD (0.026 vs 0.022).

C2-N3 exhibits a similar behavior to N3-C4 (see Fig. 5), but for a smaller

activity at the beginning of the simulation, since its value at the CI0π is more

similar to that of the S0 minimum (it is smaller by ∼ 0.015 Å). After 400 fs
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its average value in CI0 and MD4 simulations is extremely similar (1.395 and

1.393 Å, respectively). Starting at 400-500 fs, we then observe a significant

flow of kinetic energy, and the average bond length in CI0 simulations is higher

than that issuing from FC4 simulations. In the 400 fs-1 ps range the average

C2-N3 bond length is 1.406 Å, with an RMSD value significantly higher than

in the corresponding interval in the FC4 simulations. In the last ps of the CI0

simulations the C2-N3 average length is 1.407 Å, more than 0.01 Å longer than

in FC simulation, with a noticeably larger RMSD (0.025 Å vs 0.018 Å).

The flow towards NH stretchings, especially N3-H3 seems to start after

some hundreds of fs but then it continuously increases. N3-H3, indeed, after a

very sudden small increases in the first fs of the simulation (its length at the

CI0π is slightly shorter than in the FC) exhibits a first ’jump’ between 200 fs

and 800 fs, when it reaches an average value of 1.023 Å. It then keeps almost

continuously increasing, for the entire simulation time. In the last ps of the

simulation its average length is 1.03 Å, i.e. 0.02 longer than at the CI.

The C2-N3-C4 behavior somewhat mirrors that of the N3 bond lengths (see

Fig. 6). In the first 300 fs of the simulation time it exhibits a sharp increase.

This is not surprising since the C2-N3-C4 is significantly smaller (∼124.2◦) than

in the FC (∼128.5◦). However, after 300 fs it starts significantly decreasing

and its average value after 2 ps is 125◦. This ’decreasing’ trend continues also

for longer simulation time. The average value between 6 and 8 ps, just to

make an example, is 124 ◦, i.e. smaller than at the CI. Interestingly also FC4

simulations predict a decrease of the C2-N3-C4 angle, though much smaller

than that found in CI0 simulation, indicating that an excess of energy can be

’trapped’ in this moiety, undergoing pyramidalization.

A detailed description of the behavior of the remaining degrees of freedom

can be found in the SI

CI1 simulations

Finally, we have checked how our picture would change in the case that

the WP reaches the CI0π without any energy dissipation, i.e. with one 1 eV of

extra kinetic energy (labelled as CI1 simulations). As shown in the SI, all the
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internal degrees of freedom exhibit the same qualitative evolution, whether the

initial kinetic energy is 0 eV or 1 eV in excess, which reveals the same behavior

of the vibrational cooling. The two sets of simulations also lead to very similar

average values for all the Ura degrees of freedom, as shown in Table 1, where it

is reported the average of the absolute differences between the values observed

for 0 eV of Kinetic Energy (KE) excess and 1 eV for KE excess, for 3 different

regimes of the process: [0-200] fs, [200-1000] fs, [1000-5000] fs. However, some

slight differences are observed that can reveal in which internal coordinates

the kinetic energy excess is located, meaning that these internal coordinates

are particularly involved in the IVR process. The excess is first located in the

torsional motions of C2-N3, N3-C4 and C4-C5 bonds and also in the C5-H5,

C6-H6, C5-C6, C6-N1, N1-H1 bonds. After about 200 fs the excess is rapidly

spread in the opposite part of the system, to vest more particularly the C2-

N3, N3-C4 and N3-H3 bonds. From the simulation of these two scenarii, a

first observation of the kinetic energy propagation can be made. However this

description can be improved from the evaluation of the kinetic energy flow

along each time dependent eigenvector which is dealt within the next section.

3.2.2 Kinetic energy flow

Starting from the CI0π point at 0 eV, the overall averaged kinetic energy

oscillates between 1 and 3 eV, after some tents of fs. with an average period

of 25 fs (see Figure 7, panel a). The amplitude of the oscillation slightly

decreases after 500 fs and is found in the range 2±0.5 eV. Along the dynamics,

the corresponding period becomes less defined and also decreases up to about

5-10 fs. The vibrational analysis reveals (see Figure 7, panel b) that more

than 90% of the kinetic energy flow is partitioned on 12 normal modes (mode

a to mode l) and decreases sharply to about 50% after 200 fs. Four of them

(modes a,b,c,d) have a kinetic energy which can overtake 40% of the total

flow during the process (see Figure 8). The analysis of the average atomic

fluctuations along these modes reveals that they correspond to out-of-plane

motions. Among these four modes, the mode a, and the mode d in a lesser
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extent, flow during the process (see Figure 8). The mode a is a ring-puckering

motion: this is a butterfly-like motion in which N3,H6 atoms and O7, O8

atoms move unsymmetrically. The mode d corresponds to the unsymmetrical

out of plane motion of N1 and C5 atoms in which the C6-H6 bond tend to be

stretched. From 200 to 600 fs after the decay, the remaining 50% of the kinetic

energy flow is partitioned over the 18 remaining modes (mode m to mode ad).

Six of them (modes m,n,o,p,q,r) capture a non-negligible part of the kinetic

energy flow. The modes m and n correspond to in plane motions, involving

basically the atoms N3-C6 moving in-phase for the mode m, and the atoms N1-

C4 moving 180◦ out-of-phase for the mode n. The average atomic fluctuations

along the modes o,p,q,r clearly reveal the stretching motions of the two C2-O7

and C4-O8 bonds (modes o,p) and of the two NH bonds (modes q,r). These are

the modes from which the kinetic energy can be released outside the molecule.

Between 600 fs and 1 ps, the partition of the kinetic energy among the

different vibrational modes starts equilibrating, not exhibiting the large dif-

ferences just described. On the other hand, it is clear that some modes still

provide a larger contribution to the total kinetic energy. They correspond to

some in-plane motions of the atoms belonging to the cycle (modes f,k,n) and

also to in-plane motion in which the oxygen atoms are involved symmetrically

(mode i) and un-symetrically (mode s).

Now we examine the behavior of the IVR from the CI0π point by con-

sidering 1 eV of initial kinetic energy on the eigenvector that corresponds to

ring-puckering motion (mode a) of Ura, to get some preliminary information

on the third scenario discussed in the previous section. The total kinetic en-

ergy reaches 4 eV after 13 fs and draws a damped wave which oscillates after

250 fs in the range 2.5±1 eV (see Figure 12 in the SI). Starting from 1 eV, the

kinetic energy on the ring-puckering motion oscillates for a period of about

15-25 fs between 0 eV and a growing maximum amplitude that reaches 2.1 eV

(50% of the total kinetic energy) after 60 fs and decreases up to 0 eV after 250

fs. This mode is then reactivated around 500 fs. to reach a maximum value of

0.5 eV. Four other modes involving the out of plane motion of H5 and H6 and
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some in plane and out of plane motions of the ring are activated at the very

beginning of the simulation (about 10 fs). Each of them absorbs about 1-1.5

eV from the mode a in the period 10-100 fs. These four modes are deactivated

after 150-200 fs and are sparsely reactivated during the process for a very short

period that does not exceed 10 fs. Then, most of the other modes start to be

activated at 150 fs. They reach 0.5-1 eV of kinetic energy between 400 and 600

fs. We can conclude that concentrating all the excess of kinetic energy only

on the ring-puckering motion does not influence profoundly the timescales to

recover planarity.

4 Discussion

The analysis of the geometric parameters and of the kinetic energy during the

simulations provides a clear and consistent picture of the processes ruling the

IVR in uracil after the decay to S0 through the CI0π.

We can individuate three distinct time-regimes. The first corresponds to

the time range 0-200 fs and it involves mainly the recovery of the average

planarity, starting from the strongly distorted structure of uracil at the CI0π.

50 % of the kinetic energy is indeed concentrated on only four vibrational

modes, corresponding to out-of-plane motions. After ∼250 fs the average

values of all the dihedral angles have already reached a value close to 0◦ (or

180◦), and then oscillate around this value for all the simulation. A first

interesting point is that, although C5-C6 moiety exhibits the largest distortion

from the planarity, after having reached the planarity it exhibits very small

oscillations (see, for example, Figure 4), which is in line with the large stiffness

of the C5-C6 double bond. C5-C6 bond average distances also decreases within

250 fs to a value close to that of a standard CC double bond.

At the same time, the intra-ring bond distances and angles start recovering

the values they have at the S0 minimum, while all the exo-cyclic ones (CO, NH,

CH bond distances) increase. Interestingly, C5-H5, N1-C6 and C4-O8 bonds

show the largest elongation in the first 20 fs. C5-H5, whose involvement can be
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expected since this bond is strongly distorted at the CI0π, however it recovers

within 250 fs its initial value, whereas N1-C6, at the CI0π significantly shorter

than at the FC, after 180 fs starts decreasing. The C4-O8 bond length, instead,

steadily increases in the first 250 fs, being the first ’recipient’ of the kinetic

energy flow coming from the C5-C6 bond, in line with the conjugation existing

in the C5=C6-C4=O8 moiety. This result can be put in nice relation with

the findings of transient IR experiments on Guanine in solution, indicating a

significant involvement of the exocyclic CO bond in the vibrational cooling

process.23

The second time-regime can be identified in the 200-600 fs time range. After

250 fs the C5-C6 moiety has indeed almost reached its standard structure, i.e.

similar to that issuing by FC4 simulations, and we witness a more substantial

’activation’ of the degrees of freedom of the C2N3C4 moiety: increase of the

C2-N3, N3-C4, C2-O7 bond lengths and decrease of the C2-N3-C4 bond angle,

with non negligible oscillations of the associated dihedral angles, while the C4-

O8 bond is still active. Finally, after 500∼600 fs most of the average values are

similar to that found after 10 ps. On the other hand, this does not mean that

our system can be considered to have reached equilibrium. Our calculations

show that some degrees of freedom keep evolving during the entire time of our

simulations. In particular, the N1-C6 average bond length and the C2-N3-C4

bond angle, after a strong increase in the first 200 fs, steadily decrease for 10

ps. The N3-H3 bond lengths, on thecontrary, steadily increases, though the

former degrees of freedom exhibit large variation in the first ps. The C2-N3,

C2-O7 and N3-C4 bond lengths strongly increase during the first ps, before

getting close to their ’final’ values (actually, the C2-N3 bond length exhibits a

small but noticeable increases up to 10 ps).

The bond lengths of the CI0 simulations are still different after 10 ps from

that of FC4 simulation. It seems that the ’random’ energy distribution put

more energy on all the degrees of freedom (for example stretching NH and

CH), while a complete redistribution of the energy localized in the CI0π in

well specific modes could require more time.
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The indications obtained by analyzing the variation of Ura geometrical

parameters are fully confirmed by the analysis of the kinetic energy distribution

during the simulation. In the first 200 fs of the simulation, more than 40%

of the total kinetic energy is concentrated on only 4 modes, corresponding to

out-of-plane motion of Ura, with predominant contribution form the C5-C6

moiety. In a subsequent time window, we then observe a significant activation

of vibrational modes involving the carbonyl groups and the NH bonds.

In the end, our simulations thus provide a clear physical picture of the

IVR process, showing a flow of kinetic energy from the C5-C6 moiety, more

rigid, towards the bonds involving the N3 atom, whose lengths increase and, at

the same time, whose bond angle decreases. These findings suggest that the

accumulation of kinetic energy on the C2-N3H3-C4 moiety leads to a larger

pyramidalization of the N3 atom, as in a Sp2→Sp3 partial re-hybridization.

Similar trends, though quantitatively less significant, are obtained for the N1

atom. At the same time significant quantity of energy accumulates on the C2-

O7 and, especially, in the C4-O8 bonds. In other words, most of the vibrational

energy shows a tendency to accumulate on the floppiest part of the molecule

(the N3 moiety) and the ’exocyclic’ bonds. Interestingly, this energy does not

flow back towards the C5-C6 moiety, whose behavior is rather quickly (within

1 ps) very similar to that predicted by the FC4 simulations.

Our findings are fully consistent with the experimental results concerning

the solvent effect on vibrational cooling of nucleobases in solution,20−22 since

the energy accumulated on the N3-H and the carbonyl moiety can be effec-

tively dissipated through solute-solvent hydrogen bonds. It seems that we do

not observe a relevant flow of kinetic energy towards low-frequency motion as

those involving dihedral angle variation (for example out of plane motion of

the ring). Though the Ura planarity at the CI0π is strongly distorted, the

planarity is very quickly recovered (with small RMSD). This finding would

be also consistent with the involvement of high-frequency solute-solvent inter-

molecular modes in the cooling, low-frequency ’frictional’ modes playing a less

important role. Furthermore, our simulations show a significant activation of
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CH and NH bonds, which can be related with the photodissociation of these

bonds, following also one photon absorption.31a

We have shown that this picture is valid also in one of the the other two

limit situations we can have at the Conical Intersection (CoI). Adding one

additional eV of kinetic energy randomly distributed on the different degrees

of freedom do not affect the trends we have highlighted, but only increases the

fluctuations of the systems. Furthermore, a very preliminary analysis of the

third scenario we have mentioned, i.e. that a significant portion of the excess

energy is localized on the vibrational degrees of freedom leading to the CoI,

suggests that our picture holds also in this limit situation. The planarity is

quickly recovered also when 1 eV of excess kinetic energy is concentrated on

a single ring-puckering mode, and, in any case, most of the variations with

respect to CI0 and CI1 simulations are found in the first the first hundreds of

fs after the decay to S0. On this ground we expect that, as far as this test is

representive, the first time-regime we described can last more than 200∼250

fs, but then the system should proceed along the same lines we have proposed.

5 Conclusion

In the present study we have provided an atomistic description of the In-

tramolecular Vibrational Redistribution processes occurring on the ground

state of Uracil, following UV excitation, after that WP has reached the ground

state at the CI with the spectroscopic ππ∗ excited state. To this aim we have

performed a significant number (30) of ground state Ab Initio Molecular Dy-

namics simulation, by exploiting the accurate PBE0 functional, comparing the

results obtained when starting from the CI0π point (with 0 or 1 eV of extra

kinetic energy) and from the Franck-Condon point, with 4 eV of extra kinetic

energy (corresponding to the Energy gap with CI0π). The simulations have

been performed for 10 ps a much longer period of that our analysis focus on

(mainly the first ps). On this ground we think they provide a solid ground for

discussing the most relevant redistribution processes in the gas phase.
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The analysis of the variation of Ura structural parameters and of the re-

distribution of the total kinetic energy among the different vibrational modes

provide an interesting picture of the IVR process, which can provide insights

not only on the photo activated dynamics in the gas phase. We observe indeed

a very fast (within 200 fs) and almost irreversible kinetic energy flow from the

out-of-plane vibrational degrees of freedom involving the C5-C6 moiety, that

most significantly distorted at the CI0π, towards the exocyclic bonds, CO and

NH groups, and then, towards the C2-N3-C4 moiety. On the other hand, in

the ground state C5-C6 bond is a ’stiff’ degree of freedom, while the C2-N3-C4

moiety is coupled with several medium- and low-energy vibrational modes that

can effectively receive the kinetic energy flow, preventing its flow back to the

C5-C6 moiety. We can hypothesize that a similar mechanism could be opera-

tive in several systems. CI are often reached by distorting a moiety that is rigid

in the ground state and floppier in the excited state (e.g., in Ura, the C5-C6

bond), since this motion obviously leads to a large decrease of the energy gap

between ground and excited states. Once the WP is back on the S0 surface, we

thus expect that most of the kinetic energy will flow towards the vibrational

modes leading to recover from this distortion (in our case, restoring a planar

C5-C6 double bond), but then it is all dissipated in the ’floppiest’ part of the

molecule, (in our case the N3 moiety) and/or on the exocyclic part.

Besides its interest for the study of gas phase photo activated dynamics

(for example, it could give insights on the preferred photo dissociative paths),

our study can give some preliminary, but useful, hints on the Vibrational

Cooling process in solution. Our picture is indeed fully consistent with the

experiments showing that solute-solvent hydrogen bonds (involving NH and

CO groups) play a significant role in the VC of several nucleobases and that

the VC process in the closely related Thymine molecule is insensitive to the

temperature.24,25

Our analysis is based on a classical description of the nuclear motions,

and thus we cannot properly describe quantum vibronic effects. On the

other hand, although methods rooted in MultiConfigurational Time Depen-
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dent Hartree (MCTDH) theory,54 coupled to a hierarchical transformation

of the hamiltonians,55,56 have hugely increased the range of applicability of

Quantum Dynamical approaches, a full anharmonic treatment of a molecule

as uracil is still very challenging. From the methodological point of view,

our study thus provides encouraging indications on the usefulness of atomistic

simulation to integrate phenomenological model for understanding complex

processes as IVR and vibration cooling.
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Table 1: Mean absolute difference (Å or degrees) between the CI0 and CI1 simula-
tions for Ura degrees of freedom in three different time interval

Coordinate 0- 200 fs 200-1000 fs 1000-5000 fs
N1-C2 0,005 0,003 0,006
C2-N3 0,004 0,007 0,007
N3-C4 0,004 0,005 0,007
C4-C5 0,004 0,002 0,004
C5-C6 0,006 0,004 0,002
C6-N1 0,008 0,002 0,003
N1-H1 0,008 0,004 0,003
C2-O7 0,001 0,003 0,003
N3-H3 0,005 0,005 0,008
C4-O8 0,003 0,001 0,001
C5-H5 0,005 0,001 0,001
C6-H6 0,017 0,009 0,002

N1-C2-N3 0,2 0,1 0,1
C2-N3-C4 1,0 0,9 0,7
N3-C4-C5 0,8 0,2 0,3
C4-C5-C6 0,8 0,1 0,1
C5-C6-N1 0,4 0,2 0,1
C6-N1-C2 0,7 0,2 0,5

N1-C2-N3-C4 6,9 1,3 0,2
C2-N3-C4-C5 10,7 1,6 0,4
N3-C4-C5-C6 7,1 1,0 0,3
C4-C5-C6-N1 0,9 0,3 0,1
C5-C6-N1-C2 3,0 0,4 0,2
C6-N1-C2-N3 2,6 0,6 0,2
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Figure 1: Schematic drawing, atom labeling, and selected bond distances (in Å) of
uracil in FC point (S0 minimum, a) and at the Sπ/S0 CI (b)
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Figure 2: Schematic drawing of the Potential Energy Surfaces of the excited state
involved in the Uracil photophysics
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Figure 3: Variation of the average C5-C6 bond length according to the CI0 (contin-
uous line) and FC4 (dashed lines) averaged simulations. The average value over the
0-10 ps averaged simulations is marked with a filled circle (CI0 simulations) or an
empty circle (FC4 simulations)

Figure 4: Variation of the average and C5-C4-N3-C2 (black) and C5-C6-N1-C2 (red)
dihedral angles according to the CI0 averaged simulations The average value over
the 0-10 ps averaged simulations is marked with a filled circle (CI0 simulations) or
an empty circle (FC4 simulations)
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Figure 5: Variation of the average C2-N3 and N3-C4 bond lengths according to the
CI0 (continuous line) and FC4 (dashed lines) averaged simulations The average value
over the 0-10 ps averaged simulations is marked with a filled circle (CI0 simulations)
or an empty circle (FC4 simulations)
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Figure 6: Variation of the average C2-N3-C4 bond angle according to the CI0 (con-
tinuous line) and FC4 (dashed lines) averaged simulations. The average value over
the 0-10 ps averaged simulations is marked with a filled circle (CI0 simulations) or
an empty circle (FC4 simulations)
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Figure 7: (a) Variation of the total kinetic energy averaged over 10 CI0 simulations
in the interval 0-600 fs. (b) Decomposition of the total kinetic energy (averaged over
10 simulations) in the most relevant vibrational modes
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Figure 8: Schematic description of some of the vibrational modes more involved in
the vibrational relaxation process, and their average percentual contribution to the
total kinetic energy in different time-ranges (the maximal contribution is given in
parenthesis). 36
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