
This is an Accepted Manuscript, which has been through the 
Royal Society of Chemistry peer review process and has been 
accepted for publication.

Accepted Manuscripts are published online shortly after 
acceptance, before technical editing, formatting and proof reading. 
Using this free service, authors can make their results available 
to the community, in citable form, before we publish the edited 
article. We will replace this Accepted Manuscript with the edited 
and formatted Advance Article as soon as it is available.

You can find more information about Accepted Manuscripts in the 
Information for Authors.

Please note that technical editing may introduce minor changes 
to the text and/or graphics, which may alter content. The journal’s 
standard Terms & Conditions and the Ethical guidelines still 
apply. In no event shall the Royal Society of Chemistry be held 
responsible for any errors or omissions in this Accepted Manuscript 
or any consequences arising from the use of any information it 
contains. 

Accepted Manuscript

www.rsc.org/pccp

PCCP

http://www.rsc.org/Publishing/Journals/guidelines/AuthorGuidelines/JournalPolicy/accepted_manuscripts.asp
http://www.rsc.org/help/termsconditions.asp
http://www.rsc.org/publishing/journals/guidelines/


The interplay between interface structure, energy level alignment and

chemical bonding strength at organic-metal interfaces
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What do energy level alignments at metal-organic interfaces reveal about the metal-molecule bonding strength? Is it permissible

to take vertical adsorption heights as indicators of bonding strengths? In this paper we analyse 3,4,9,10-perylene-tetracarboxylic

acid dianhydride (PTCDA) on the three canonical low index Ag surfaces to provide exemplary answers to these questions. Specif-

ically, we employ angular resolved photoemission spectroscopy for a systematic study of the energy level alignments of the two

uppermost frontier states in ordered monolayer phases PTCDA. Data are analysed using the orbital tomography approach. This

allows the unambiguous identification of the orbital character of these states, and also the discrimination between inequivalent

species. Combining this experimental information with DFT calculations and the generic Newns-Anderson chemisorption model,

we analyse the alignments of highest occupied and lowest unoccupied molecular orbitals (HOMO and LUMO) with respect to the

vacuum levels of bare and molecule-covered surfaces. This reveals clear differences between the two frontier states. In particular,

on all surfaces the LUMO is subject to considerable bond stabilization through the interaction between the molecular π-electron

system and the metal, as a consequence of which it also becomes occupied. Moreover, we observe a larger bond stabilization for

the more open surfaces. Most importantly, our analysis shows that both the orbital binding energies of the LUMO and the overall

adsorption heights of the molecule are linked to the strength of the chemical interaction between the molecular π-electron system

and the metal, in the sense that stronger bonding leads to shorter adsorption heights and larger orbital binding energies.

1 Introduction

The alignment of molecular energy levels at metal-organic in-

terfaces is important for the engineering of organic electronic

devices and has been studied in great detail for many years.

A large body of experimental data has been assembled, and

powerful models have been developed that describe the phe-

nomenology well1–17.

It is clear that ultimately the energy level alignments will

be determined by the atomistic structure of the interface. Ev-

idently, this link will always be taken into account automat-

ically when the electronic properties in general and energy

level alignments in particular are calculated with atomistic

first- principles methods, such as density functional theory, al-

beit within the error of the chosen functional. However, in

many experiments on energy level alignments, the interface
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structure is not so well controlled, sometimes not even known,

and it is therefore often difficult to establish the link between

electronic and geometric structures on the basis of the avail-

able experimental data.

Of course, there is also a large body of experimental work

focussing on interface structures18–20 , but in our view the sys-

tematic connection between electronic and geometric struc-

ture of these interfaces has not been investigated sufficiently so

far, since the majority of previous works, including our own,

have – with a few notable exceptions (e.g.21,22) – focussed on

either electronic or atomic structure, at the expense of the re-

spective other. Here we attempt a discussion of both aspects

on the same footing.

To approach this goal, we study in this paper the electronic

structure of the 3,4,9,10-perylene-tetracarboxylic acid dianhy-

dride (PTCDA) molecule on the three canonical low index

Ag surfaces. This material system PTCDA/Ag(hkl) is ide-

ally suited to attempt a comprehensive and unified view of

geometric and electronic interface structures, because a com-

plete set of lateral and vertical structural data is available for

these interfaces and has been published, see e.g. Bauer et al.23.

Moreover, there are large variations in the surface reactivity of

these three surfaces, allowing us to study how this parameter

influences geometric and electronic interface structures.
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Table 1 Structure parameters of the ordered monolayer phases of PTCDA on low index surface of silver that are studied in this work. Cf.

ref. 27,31,32,34.

PTCDA
monolayer

phase unit cell
number of molecules

in unit cell
orientation

of molecules

BW/Ag(110)

a1=11.9 Å, a2=11.9 Å
86.7◦

commensurate 1 along[001]

HB/Ag(110)

a1=21.23 Å, a2=11.65 Å
91.08◦

incommensurate 2

A: along[001]

B: along [11̄0]

T/Ag(100)

a1=16.34 Å, a2=16.34 Å
90◦

commensurate 2

A: along[001]

B: along [11̄0]

HB/Ag(111)

a1=19.0 Å, a2=12.6 Å
89◦

commensurate 2

A: along[01̄1]

B: misaligned by 17◦

purified by repeated re-sublimation. The evaporation flux was

calibrated with a quartz microbalance before and controlled

by a quadruple spectrometer during deposition, allowing high

reproducibility of total adsorption doses of PTCDA.

After deposition, surface order was checked with low en-

ergy electron diffraction (LEED). LEED experiments were

done with a multi-channel plate LEED, using typical beam

currents of 1 nA to prevent the molecular film from being dam-

aged by the electron beam.

In our ARPES experiments the samples were illuminated

with 35 eV photons under an incident angle of 40◦ with respect

to the surface normal using in-plane polarized light. The pho-

toelectrons were recorded with a toroidal electron analyzer.

This analyzer allows the simultaneous detection of photoelec-

trons emitted with polar angles between ±80◦, with kinetic en-

ergy differences up to 2 eV and without any change of the inci-

dent light polarisation. Its energy resolution is approximately

150 to 200 meV in the present experimental conditions. To

collect photoelectrons in the full hemisphere above the sam-

ple surface, the sample was rotated around its surface normal

in steps of 1◦. The range of azimuthal rotation was chosen for

each particular experiment, taking into account the symmetry

of used Ag surface, and in order to avoid artifacts caused by

absorption of the reflected ultra violet beam inside the ana-

lyzer. Additionally, the photon energy was varied in different

experiments in the range of (30-35) eV to improve the beam

focusing and suppress reflection-caused artifacts. For more

details on the toroidal analyzer see39.

Converting the polar and azimuthal photoelectron take-off

angles into parallel momentum (kx,ky), we obtain a three-

dimensional data cube of the PE signal I(EB,kx,ky). This data

cube can be deconvoluted using the expected momentum maps

φ(kx,ky) of gas phase molecules38. The φ(kx,ky) can be deter-

mined as squares of the Fourier transform of real space orbitals

as predicted by density functional calculations of the gas phase

molecule35,36. In this way, experimental orbital projected par-

tial densities of states can be derived38.

2.2 Theory

All theoretical results presented in this work have been ob-

tained within the framework of density functional theory

(DFT) using the generalized gradient approximation (GGA)40

to account for exchange-correlation effects.

In order to calculate constant binding energy (CBE) mo-

mentum maps of an isolated PTCDA molecule (insets in

Fig. 2), which are necessary for the k-space deconvolution

of experimental ARPES I(EB,kx,ky) data cubes to obtain

experimental partial densities of states (PDOS) of HOMO

and LUMO on the different Ag surfaces, we utilized the

plane wave code ABINIT41. The all-electron potentials were

replaced by extended norm-conserving, highly transferable

Troullier-Martins pseudo potentials42 using a plane wave cut-

off of 50 Ryd. We employed a super cell approach with a box

size of 50× 50× 22 Bohr3 and Γ point sampling of the Bril-

louin zone. The geometry of the free molecule was optimized

by using GGA40 for exchange-correlation effects.

For the computation of theoretical PDOS (Fig. 7), charge

density profiles (Fig. 4.3), work functions (Table 3, Fig. 8) and

adsorption energies (Fig. 12) of PTCDA on Ag(110), Ag(100)

and Ag(111) we employed a repeated slab approach using the

VASP code43,44. The substrate was modeled by 6 metallic

layers with an additional vacuum layer of ≈ 15 Å. In addition,

for each surface we performed calculations of a freestanding

molecular layer and the bare Ag substrate, using the same ge-

ometry, energy cut-off and k-point grid as for the PTCDA/Ag
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ρsubstrate(r)) via

∆ρ(r) = ρtot(r)− (ρmol(r)+ρsubstrate(r)), (1)

where for the calculation of ρmol(r) and ρsubstrate(r) the atoms

were frozen in the geometry of the ρtot(r) calculation. Solving

the one-dimensional Poisson equation for this charge density

difference we obtained changes in the potential induced by

the bond dipole formation upon adsorption (red-blue dashed

line in Fig. 8a). The second contribution to the work function

change ∆Φbend, due to the bending of the molecule upon ad-

sorption, was calculated as the difference of the laterally aver-

aged electrostatic potential above and below the freestanding

PTCDA monolayer (dashed cyan line of Fig. 8b)54.

3 Results

3.1 Surface structures

In this paper, four different monolayer films have been inves-

tigated. These are the herringbone (HB) phase on Ag(111)
32 , the T-phase on Ag(100)31, the brickwall (BW) phase on

Ag(110)24–26 and the HB phase on Ag(110)27–30. Structure

parameters of these phases are summarized in Table 1 and

the corresponding unit cells are plotted in Fig. 1. While the

BW/Ag(110) monolayer consists of parallel molecules and

has one molecule per unit cell, the HB/Ag(110), HB/Ag(111)

and T/Ag(100) monolayers have two differently oriented

PTCDA molecules in their unit cells.

We denote the two differently oriented molecules in these

three monolayer films as A and B according to following no-

tation (see Fig. 1): (1) for HB/Ag(110), the A-molecule is

the one oriented along [001], i.e. the one with the same ori-

entation as in the BW/Ag(110), while the B-molecule is ori-

ented along [11̄0], i.e. perpendicular to A; (2) for T/Ag(100),

the choice of A and B is arbitrary, because both molecules in

the unit cell are identical by symmetry; (3) for HB/Ag(111),

the A-molecule (also referred to as the aligned molecule34)

is almost perfectly aligned along [101̄]; the B-molecule (also

referred to as misaligned34) is rotated 17◦ away from [101̄],

yielding a rotation of 77◦ relative to the A-molecule55. Energy

levels of the HB/Ag(111)33,34,55, the HB/Ag(110)27 and the

BW/Ag(110)38 have been reported before. Here, we present

new data for the T/Ag(100) and discuss systematic trends be-

tween all four surfaces.

3.2 Angle resolved photoemission spectroscopy

Fig. 2 shows cross sections through measured data cubes

I(EB,kx,ky), i.e. constant binding energy (CBE) momentum

maps, at binding energies EB near to those of the HOMO and

the LUMO for the respective films. Since molecules with dif-

ferent in-plane orientations are present in the films (except

for BW/Ag(110)), the experimental CBE momentum maps

have to be compared to superpositions of calculated φ(kx,ky)
maps for the respective orientations. The corresponding su-

perpositions are shown as insets in Fig. 2. It can be seen

that the measured distributions fit well to the predicted ones.

While only one molecular orientation is present in the map of

BW/Ag(110)37,38 , the maps of T/Ag(100) and HB/Ag(110)27

can each be decomposed into two nearly perpendicular ori-

entations. The map HB/Ag(111) has multiple orientations33,

due to the combination of two molecular types with altogether

6 domains (three rotational domains, each of which has an ad-

ditional mirror domain associated with it) .

Close inspection reveals that the experimental intensities for

the different molecular orientations within one film may peak

at different binding energies. For example, this can be ob-

served in Fig. 2d where at the given binding energy the side

lobes on the left and the right (one orientation) are stronger

than the corresponding peaks at the top or the bottom (the

other orientation). Therefore, in deconvoluting the data cube

for each film in k-space and energy we have to take the possi-

bility of differential binding energy shifts between molecules

of different orientations into account. This can be achieved by

minimizing the quantity33,38

∫∫

dkxdky(I(EB,kx,ky)−

(aA(EB)φ
A(kx,ky)+aB(EB)φ

B(kx,ky)))
2,

allowing the deconvolution of the angle-dependent PES sig-

nal I(EB,kx,ky) into contributions φ A(kx,ky) of A-molecules

and φ B(kx,ky) of B-molecules, thereby experimentally deter-

mining the PDOS aA(EB) and aB(EB) for A- and B-molecules

separately.

Such (kx,ky,EB)-deconvolution has already been reported

for BW/Ag(110)38, HB/Ag(110)27 and HB/Ag(111)33. Their

experimental PDOS are displayed in Fig. 3a, b, and d, together

with the new data for T/Ag(100) in Fig. 3c. In Table 2 all

binding energies are listed. On all surfaces studied here, the

LUMO is filled by charge transfer from the metal upon adsorp-

tion56. The binding energies in Table 2 are in good agreement

with the literature where they exist (see table caption).

4 Discussion

4.1 Differential shifts of orbital binding energies

Before analysing the average orbital binding energies on the

three surfaces in comparison, we briefly discuss the binding

energy differences between A- and B-species on one and the

same surface. Fig. 3 and Table 2 show that for HB/Ag(110)

and HB/Ag(111) A- and B-molecules have slightly differ-

ent binding energies. If the same analysis is carried out for
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mechanism behind it? Similarly, is it permissible to connect

the adsorption height to the chemical interaction strength at

the interface?

These questions bring us to the issue of surface reactivity

which might be the controlling factor behind both adsorption

height and energy level alignment and determine the chemical

bonding strength. In non-solid state chemistry the reactivity

between a pair of educts is determined by the relative ener-

gies of the frontier orbitals, which are summarised by their re-

spective ionisation potentials (I) and electron affinities (EA).

These energies are based on the vacuum level as the common

alignment level. For molecules adsorbing on and reacting with

solid surfaces, like in the present case, this reference level be-

comes problematic. For different surfaces of the same solid, as

considered here, the general belief is that more open surfaces

are more reactive due to more bonding possibilities. For inter-

actions with small molecules this seems reasonable, however,

for larger molecules with spatially delocalized frontier orbitals

it is not so obvious why an open surface should be more re-

active. There is, however, a direct relationship between the

openness of a surface and its work function, the latter often

being considered as the solid state equivalent of the ioniza-

tion potential of the gas phase. Due to the finite size of the

sample crystal its reference is, however, not the vacuum level

at infinity but rather the maximum of the potential created by

the surface dipole due to the spill out of charge from the sur-

face. As such, it is not an absolute but rather will vary with

the approach of the molecule and the various interactions it

makes with the surface. This complicates the analysis of sur-

face reactivity and bonding strengths and how they influence

observables such as adsorption height and energy level align-

ments.

Before analysing the role played by the work function for

energy level alignment, chemical bonding strength and ad-

sorption height in detail in sections 4.5 to 4.8, let us attempt

a first analysis of what determines both the adsorption height

and the energy level alignment.

4.3 What determines molecular adsorption heights?

At an intuitive level, the general tendency of a larger adsorp-

tion height for higher work function metal surfaces can be eas-

ily understood, because for a given material the work function

of a metal surface is determined by the electron spill out in

front of the surface. Electrons spill out of the metal surface

further the more close-packed the surface is. This can be seen

in Fig. 5 where laterally averaged electronic charge density

profiles, as calculated in DFT are plotted as a function of z.

The more extended the spill out, the larger is the work func-

tion. If we assume that the adsorption height is in zeroth order

determined by the contact distance between the surface and

the molecule (i.e. if the molecule floated above the surface in

Fig. 5 Logarithmic plot of laterally averaged electronic charge

densities of the Ag(111) (green), Ag(100) (red), and Ag(110)

(black) surfaces (colour coding as in Fig. 6), calculated by

DFT-GGA and plotted versus the z-coordinate normal to the surface.

The grey box indicates the averaged positive charge background.

contact), we would expect larger adsorption distances for sur-

faces with larger work function, as is indeed observed. More-

over, a comparison of Fig. 5 with Fig. 4 shows a remarkable

agreement in the sense that both the adsorption height and the

spill out for Ag(110) are noticably smaller than for the other

two surfaces, where the corresponding values are more similar

but still show the expected tendency.

However, when the molecule approaches the surface the

so-called pushback effect, hybridization of metal states with

molecular orbitals and charge transfer will modify the spill out

profile above the bare surface. This reorganization depends

on the chemical character of the molecule and the balance be-

tween chemisorption and physisorption for the given interface

and may well have a decisive influence on the resultant adsorp-

tion height. For this reason, the molecule is not just floating

in contact on the unmodified spill out cloud, and hence the

above mentioned relation between the work function and the

adsorption height cannot be understood fully in these simple

terms. Indeed, it was shown in ref.23 that on the three dif-

ferent Ag surfaces spatial charge reorganization and buckling

of both molecule and surface occur to very different degrees.

Hence, the molecule does react chemically with the surface,

and judging from the structural and electronic data this reac-

tion is strongest for the Ag(110) and weakest for the Ag(111)

surface (the different degree of reaction is also indicated by

the different lateral structures that are formed by PTCDA on

the three surfaces; it should also be noted in this context that

lateral structures may also have a secondary effect on the ad-

sorption height, too63).64

The importance of a chemical reaction is also indicated
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by comparing the adsorption heights of PTCDA on the three

close-packed noble metal surfaces Ag(111), Cu(111), and

Au(111). The analysis in ref.58 has shown that the adsorp-

tion distances, if corrected by the van der Waals radii of the

substrates, obey a linear relationship with the work function

of the bare substrate (see also Fig. 6). Assuming that the van

der Waals radii, which for Ag and Au were derived from the

volume of metallic liquids65,66, while the value for Cu is based

on X-ray data65,67, take into account the expanse of the charge

spill out for a given surface geometry at least to some extent,

one would expect nearly constant reduced heights for the three

surfaces if the molecules just floated on top of the spill out

layer. But one observes substantially shorter reduced adsorp-

tion distances for Ag and Cu (in that order) than for Au. This

indicates that on Ag and Cu there is a chemical reaction going

on, i.e. the simple picture of the charge spill out controlling

the adsorption height is incomplete. However, it is remarkable

that the degree of deviation from this floating picture is again

controlled by the work function. A natural explanation for this

will be given in section 4.8.2.

4.4 What determines orbital binding energies?

The simplest situation is the so-called vacuum level align-

ment or Schottky-Mott regime, in which the frontier energy

level alignments at an organic-metal interface can be predicted

from the value of the bare metal work function Φhkl
0 and the

molecular electron affinity EA
0 and ionization potential I0 as

ELUMO
B = Φhkl

0 −EA
0 and EHOMO

B = Φhkl
0 − I0.

Vacuum level alignment denotes the situation that arises

when the vacuum level of the molecule Emol
vac , to which I0 and

EA
0 are referenced, is aligned to the vacuum level Ehkl

vac in front

of the surface, to which its work function Φhkl
0 is referenced.

In other words, as the molecule approaches the surface, its

vacuum level Emol
vac ‘rides’ on the electrostatic potential out-

side the crystal, which for distances d of the order of the lin-

ear crystal dimensions L converges to a common level, but for

intermediate distances a ≪ d ≪ L, where a is a typical inter-

atomic distance, acquires a characteristic value Ehkl
vac for each

surface orientation. The vacuum level alignment approxima-

tion is justified by the fact that if the molecule is not interacting

too strongly with the metal and no molecule-induced surface

dipole is set up, i.e. for d ≫ a, the energy required to move

an electron from the metal through the surface into the neutral

molecule is Φhkl
0 −EA

0 , while the transfer of one electron from

the neutral molecule through the surface into the metal needs

I0−Φhkl
0 . In the vacuum level alignment regime we would ex-

pect the binding energies of the molecular states to increase

linearly with decreasing substrate work function. This trend,

but not perfectly linearly, is indeed observed in Fig. 3.

However, at most organic-metal interfaces, including the

ones studied here, the situation in considerably more complex.

First, the pushback effect will influence the metal’s charge

spill out and in this way induce an interface dipole, with the re-

sult that a step occurs between the vacuum levels of the metal

and the molecular layer. This modifies the overall work func-

tion of the system. Note that despite breaking the vacuum

level alignment the molecular energy levels may under certain

circumstances still remain pinned to the vacuum level (see be-

low). Secondly, further changes in the work function and the

level alignment will be instigated by a possible charge trans-

fer between metal and molecular layer. In the present case of

PTCDA on Ag surfaces, we know that charge transfer is taking

place, albeit to different degrees for the three surface orienta-

tions, because the affinity level (LUMO) becomes occupied

on adsorption.

Charge transfer at metal-organic interfaces is often dis-

cussed in terms of an induced density of interface states (IDIS)

and a molecular charge neutrality level (CNL)16, the idea be-

ing that by the interaction with the substrate (hybridization,

chemical bonding) the discrete molecular levels are broadened

into a continuous IDIS. The charge state of the molecule is

then determined by the integration of the IDIS up to the com-

mon Fermi level of metal and organic layer. Thereby the CNL

defines the position of the common Fermi level at which the

interacting molecular layer would remain charge neutral. In

this model, the level alignment is determined by the equilibra-

tion of the chemical potential across the organic-metal inter-

face. Initially, the neutral molecule approaches the surface and

the pushback effect leads to the formation of a specific step

between the vacuum levels of substrate and molecular layer

and the corresponding level alignment at the interface. If af-

ter this initial step the Fermi level of the metal and the CNL of

the charge neutral molecular layer are not aligned, then charge

will flow into or out of the IDIS until the chemical potentials

in the metal and the molecular layer are equilibrated. This

charge flow will create an additional interface dipole that tends

to bring the CNL and Fermi level in the metal into line; how

closely they actually are able to align depends on the size of

the IDIS. If the IDIS is sufficiently large, the molecular layer

can provide or accept enough charge to bring the metal Fermi

level in line with itself. This is the so-called Fermi level pin-

ning regime, in which the energy levels of the molecule are

pinned to the Fermi level irrespective of the work function of

the metal.

In reality, the behaviour of most systems will be found

somewhere in between the two limiting cases of Fermi level

pinning and vacuum level pinning. To quantify their be-

haviour, it is customary to define the so-called screening pa-

rameter SMO = dEMO
B /dΦ, where EMO

B is the binding energy

of either HOMO or LUMO. For vacuum level pinning S =−1,

i.e. the level in question follows the work function, although

there may be a step in the vacuum level due to the pushback

effect, while Fermi level pinning has S = 0 (We note that our
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Fig. 8 (a) Black line (left axis): Charge density profile of the six

layer Ag(110) slab with adsorbed PTCDA in BW structure (right).

Blue and red histograms (left axis) indicate the difference in charge

density between the interacting and non-interacting systems

(multiplied by a factor of 100 with respect to the black curve). Red

indicates electron accumulation, blue electron depletion. The

red-blue dashed line (right axis) is obtained by integrating the

charge difference twice; it shows the laterally averaged electrostatic

potential as a function of z. Note that the red-blue dashed line does

not include the bend dipole, because the non-interacting reference

layer exhibits the same molecular distortion as the interactinf layer.

(b) Laterally averaged electrostatic potential for BW/Ag(110) (black

line) and for a free-standing BW layer of PTCDA (dashed cyan line)

in the adsorption geometry, including molecular distortions,

referenced to the Fermi level EF.

Table 3 Work functions and potential steps from DFT. Φ0: work

function of Ag(hkl), determined at the bottom side of PTCDA/Ag

slab; Φ: work function of PTCDA/Ag(hkl); ∆Φbond: work function

change due to electron density rearrangements upon adsorption

(bond dipole); ∆Φbend: potential difference below and above the

PTCDA layer for the PTCDA/Ag(hkl) system (dipole due to

molecular distortion); ∆ΦAg, potential difference below and above

Ag layers for the PTCDA/Ag(hkl) system. Note that

∆Φbond +∆Φbend +∆ΦAg ≃ Φ−Φ0 by definition.

DFT

Ag(110)

(eV)

Ag(100)

(eV)

Ag(111)

(eV)

Φ0 4.05 4.23 4.40

Φ 4.23 4.49 4.70

Φ−Φ0 0.18 0.26 0.30

∆Φbond 0.52 0.46 0.51

∆Φbend -0.35 -0.23 -0.17

∆ΦAg 0.01 0.04 -0.03

change of the work function ∆Φbond due to electron density re-

distributions (pushback effect and charge transfer). In all three

cases, charge is transferred from the metal to the molecule.

The ensuing bond dipole tends to increase the work function.

The effect is of similar size for BW/Ag(110) and HB/Ag(111),

and slightly smaller for T/Ag(100). For BW/Ag(110) the ori-

gin of the bond dipole is illustrated schematically in Fig. 8,

where the laterally averaged adsorption-induced charge rear-

rangement is shown, as calculated with DFT. One clearly sees

signatures of both the pushback effect (charge depletion of the

metallic spill out in the plane of the molecule, by σ bonds,

and below the molecule, by the π-lobes of the total electron

density) and the charge transfer into the LUMO (charge accu-

mulation in the π-lobes of the LUMO, both below and above

the molecular plane). Twofold integration of this charge re-

arrangement over z yields the electrostatic potential, which

shows a step through the PTCDA layer. This step ∆Φbond cor-

responds to the bond dipole54.

Since the sizes of the bond dipoles are determined by the

combined action of three factors (amount of charge transfer,

adsorption height, areal density of molecules), it is difficult to

predict ∆Φbond by inspection. BW/Ag(110) has the strongest

charge redistribution, while HB/Ag(111) exhibits the high-

est areal density and the largest adsorption distance23. Ap-

parently, the larger adsorption height and areal density for

HB/Ag(111) together balance out the larger charge redistri-

bution for BW/Ag(110), such that the ∆Φbond in these two

cases are similar. For T/Ag(100) the areal density is lower

than for HB/Ag(111) at a similar adsorption height, and there

is less charge redistribution than for BW/Ag(110). Together,

this leads to a slightly lower bond dipole for T/Ag(100).

Secondly, the work function is changed by the dipole mo-
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ment of the adsorbed molecule. In the present case this

dipole is exclusively due to adsorption-induced bending of the

molecule. For the associated ∆Φbend the situation can indeed

be clearly related to structural distortions of the molecule:

The distortion of PTCDA increases from HB/Ag(111) via

T/Ag(100) to BW/Ag(110), and so does the bend dipole and

hence ∆Φbend. For BW/Ag(110) ∆Φbend is indicated in Fig. 8b.

Note that it has opposite sign compared to ∆Φbond, because

the distortion is such that the negative partial charges on the

carboxylic oxygen atoms move closer to the surface. The op-

posite orientations of the bond and bend dipoles can be seen

by comparing Fig. 8 a and b.

Taking ∆Φbond and ∆Φbend together, the increase of the

work function is largest for HB/Ag(111) and smallest for

BW/Ag(110), thus the spread of the work functions of the

three Ag surfaces is increased by PTCDA adsorption. In com-

parison to the work function changes directly related to the

molecule (∆Φbend and ∆Φbond), the changes due to substrate

surface buckling, which determine ∆ΦAg, are neglegible (Ta-

ble 3).

4.6 Electronic structure: The questions

In sections 4.3 and 4.4 we have seen that both adsorption

height and energy level alignment are subject to complex pro-

cesses at the interface. In the following we analyse how, de-

spite these complexities, both quantities appear correlated, as

observed in section 4.2 and Fig. 4. In particular, we ask two

questions:

• Is there a way in which we could associate the frontier

electronic structure of the molecules at the interface di-

rectly to an adsorbate-substrate bonding strength?

• How is the electronic structure of the frontier orbitals re-

lated to pertinent structural properties of the interface,

most notably the adsorption height?

Regarding the first question we have to define what pre-

cisely is meant by adsorbate-substrate bonding strength. Large

molecules like PTCDA interact with metals via different

mechanisms: Next to the van der Waals interaction, there may

be local chemical bonds between reactive atoms (such as the

carboxylic oxygen atoms in PTCDA) and the substrate. Fi-

nally, there is the interaction between the extended π-electron

system and the metal. Evidently, the van der Waals interaction

is not relevant in the context of the above question, because it

does not change the electronic structure of the adsorbate and it

exhibits only a weak dependence on the substrate orientation,

mainly via the adsorption height. Since local covalent bonds

tend to involve molecular states with larger binding energies,

their influence on the electronic structure in the energy region

of the frontier orbitals is also small. However, we can antici-

pate that any chemical interaction of the molecular π-electron

system with the metal will affect the frontier electronic struc-

ture. Therefore, one may ask whether the latter can be re-

lated to the adsorbate-substrate bonding strength in this inter-

action channel. In the following discussion, the term bonding

strength therefore refers to the strength of the chemical inter-

action between the molecular π-system and the metal. We will

refer to this as ‘π–metal interaction’ or ‘π–metal bonding’.

Before addressing the above questions, we turn to an analy-

sis of the experimentally observed energy level alignments of

HOMO and LUMO at the three surfaces. This will offer first

insights into the answer to question one.

4.7 Energy level alignments of HOMO and LUMO

Using the experimental data displayed in Fig. 3 and Table 2 in

conjunction with the theoretical work function data discussed

in section 4.5 (Table 3), we now analyse the energy level align-

ments of HOMO and LUMO relative the vacuum levels Ehkl
vac,0

and Ehkl
vac of the three bare and adsorbate-covered surfaces. It

turns out that there are subtle differences in the behaviour of

HOMO and LUMO, in spite of the superficial appearance of a

nearly rigid shift relative to the Fermi level visible in Fig. 3.

However, before looking at this data, we construct the ex-

pected energy level alignment, using PTCDA gas phase and

bulk data from the literature. The result is displayed in the

centre of Fig. 9, in comparison with the actual alignment for

HB/Ag(111) (left) and the gas phase (right). While this con-

struction places the HOMO within 0.5 eV of the experimental

binding energy (measured against EF), the LUMO is found

1.7 eV above the Fermi level. Now it is well-known that upon

adsorption at a metal surface the HOMO-LUMO gap as mea-

sured in photoelectron spectroscopy and inverse phototelec-

tron spectroscopy will be reduced from the value for the bulk,

due to screening effects of the charged final states, similar to

what is observed in the transition from the gas to the con-

densed phase (cf. Fig. 9 right and middle). This moves both

the HOMO and the LUMO closer to the Fermi level than pre-

dicted by the construction in Fig. 9. However, one would ex-

pect the screening to affect HOMO and LUMO roughly sym-

metrically, at variance with what is observed. While the effect

on the HOMO is of the order 0.5 eV, the LUMO experiences a

massive stabilization by almost 2 eV. This is an indication that

HOMO and LUMO are implicated in the surface bonding in

different degrees. We will come back to this in the context of

bond stabilization in section 4.7.3.

4.7.1 HOMO In Fig. 10a the orbital binding energies of

the HOMO are plotted in a scheme in which the vacuum lev-

els of the three bare surfaces Ehkl
vac,0 are aligned. Remark-

ably, this reveals that the hypothetical ionization energies
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Fig. 11 Spectral functions of solutions of the Newns-Anderson

model (U = 0, semi-infinite one-dimensional chain,

nearest-neighbour interaction only). (a) A single localized state

below the band (parameters: V = 0.5, εF = 0, εa =−0.9). (b) A pair

of localized states, one below the band, the other above (V = 1.0,

εF = 0, εa =−0.5). (c) A resonance in the occupied part of the band

(V = 0.1, εF = 0, εa =−0.3). All energies are expressed in units of

W/2. Note that in the three panels the DOS-scale is different.

Chemisorption energies are: (a) ∆E =−2.0, (b) ∆E =−2.1, (c)

∆E =−0.62. Note that in all cases ∆E <−2εa. The deviation from

−2εa is due to the perturbation of states in the metal band (level

repulsion away from the local state/resonance), expressed through

the integral in equation (4).

be visualized in energy level diagrams such as in Fig. 11. The

diagrams were drawn on the basis of a HF solution of the NA

Hamiltonian under the assumption of a tight binding band de-

rived for a semi-infinite one-dimensional chain, interacting at

its ‘surface’ with a local orbital; in spite of its simplicity, this

1D model captures the physical phenomenology well.

The different types of solutions are: (a) One single local-

ized state appears, either above the upper band edge or below

the lower band edge of the metal (Fig. 11a). (b) A pair of lo-

cal states appears, one above, the other below the metal band

(Fig. 11b). (c) No truly local state but a local resonance in

the metal band appears; electrons in this resonance have a fi-

nite life time, since they can transfer to the metal band and

thus escape into the metal (Fig. 11c). Situation (a) prevails for

εσ outside the band, or for intermediate hybridization when

εσ is inside the band but close to the band edge. Situation

(b) is found for large hybridisation V ≫ W , where W is the

width of the metal band, and it corresponds to the splitting of

the local orbital εσ into a bonding and an anti-bonding state,

similar to what is observed for chemical bond formation be-

tween atoms. This situation is often discussed in the context

of interaction with a d-band (strong chemisorption). Finally,

situation (c) occurs if the level εσ is located inside the metallic

band, reasonably far from the band edges, and the hybridisa-

tion is weak (V ≪ W , weak chemisorption). Situation (c) is

the situation which we encounter in the case of PTCDA ad-

sorption on Ag surfaces, if we identify the local level εσ with

the LUMO of PTCDA. Indeed, we observe in experiment that

the LUMO with binding energies between 0.3 and 0.9 eV be-

low the Fermi level is degenerate with the sp-band of Ag, it is

only slightly broadened into a resonance (the typical FWHM

in Fig. 3 is 0.5 eV, compared to a sp-band width W of the or-

der 10 eV), and there are no signs of it splitting into a bonding

and an anti-bonding state.

4.8.1.3 Initial position of the local level. Next we have to

address the issue of the local level’s position on the energy

axis. The relevant level positions before hybridisation are the

εσ . However, because of the existence of U these level posi-

tions εσ depend on the occupancy of the level with electrons

of opposite spin −σ . This occupancy can be calculated from

the spectral function ρσ (ε) of the local level after hybridisa-

tion. The HF approximation of the NA Hamiltonian therefore

requires a self-consistent solution. Mostly one is interested in

non-magnetic solutions for which 〈n−σ 〉 = 〈nσ 〉. While such

solutions always exist, they are not always the ones with the

lowest energy (if magnetic solutions exist, they have lower en-

ergy89). Only if the Coulomb repulsion U ≈ 0 can we use the

bare level energy εa as an input for the solution of the hybridi-

sation problem. This has been done in Fig. 11.

The position of the bare level εa is, far away from the sur-

face, determined by the alignment of the vacuum levels of the
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bare surface and the gas phase molecule, as discussed above.

But if, as is the case in the present system, the LUMO finally

ends up below the Fermi level, the level energy εa will be

stabilized by the electrostatic attraction between the charged

molecule and the induced image dipole in the metal surface.

The affinity level εa of the initially isolated molecule will thus

follow the one-electron image potential as the molecule ap-

proaches the surface90. Hence, the position of εa on the en-

ergy axis is determined by the electron affinity of the isolated

molecule (vacuum level alignment) plus the image charge at-

traction.

4.8.1.4 Chemisorption energy. In the literature, the chem-

ical binding energy in the NA model is less often discussed

than the resultant density of states. But, of course, within

its bounds the model allows a precise calculation of the

chemisorption energy88. In the NA model, the chemisorption

energy is given by88

∆E =

[

∑
mσ ,occ.

εmσ −U〈nσ 〉〈n−σ 〉

]

−

[

2 ∑
k,occ.

εkσ + f

[

εa +( f −1)
U

2

]

]

. (2)

The first term is the total energy of the perturbed (i.e. hy-

bridized) system (quantum numbers m and σ summed over

all occupied states), while the last term gives the total energy

of the non-interacting system, where we assume that the local

level is initially either empty ( f = 0), singly ( f = 1) or dou-

bly occupied ( f = 2); for the LUMO (HOMO) f = 0 ( f = 2),

respectively. In the first sum the term U〈nσ 〉〈n−σ 〉 is sub-

tracted to avoid double counting, because in the εmσ this term

is contained twice. The above equation can be expressed more

compactly as88

∆E = ∑
σ

∆E1σ −U〈nσ 〉〈n−σ 〉− f

[

εa +( f −1)
U

2

]

(3)

where ∆E1σ is the difference between occupied one-particle

energies of the perturbed and unperturbed systems. This ex-

pression can be evaluated, using the calculus of residues in the

complex plane, to yield88

∆E1σ = εlσ − ε0 +∑
σ

1

π

∫ 0

ε0

tan−1 ∆(ε)

ε − εσ −Λ(ε)
dε (4)

where ε0 is the bottom of the band (the integration is carried

out up to the Fermi level which is set to zero) and ∆(ε) is

a hybridisation-weighted density of states function and Λ(ε)
its Hilbert transform. Equation (4) shows that there are two

contributions to the energy change on chemisorption: Firstly,

if a localized state εlσ splits off from the bottom of the band,

this will lead to an energy gain of εlσ − ε0 per spin. Secondly,

Fig. 12 (a) Chemisorption energy of a single orbital calculated

within the framework of the Newns-Anderson model (U = 0,

semi-infinite one-dimensional chain, nearest-neighbour interaction

only), as a function of unperturbed level position εa, for various

hybridisation parameters V in the range V = 0 to V = 1.5 in steps of

0.3. Hybridisation parameters below V ≃ 0.7 (for εa = 0)
correspond to solutions of type (c) in Fig. 11 (local resonance). All

energies are expressed in units of W/2. The grey rectangle indicates

the parameter region of the zoom in panel b. (b) Zoom into the

diagram of panel a, with axes in absolute energies. W =10 eV has

been used as a rough estimate for the width of the Ag sp-band. Red

triangles show the chemisorption energies of DFT-GGA calculations

for HB/Ag(111), T/Ag(100) and BW/Ag(110), in which the

adsorption heights of the carbon backbones have been fixed to the

experimental heights, whereas the positions of the remaining atoms

are relaxed. The εa values are taken from the PDOS-LUMO peak

positions in Fig. 7. Chemisorption energies are: HB/Ag(111):

-0.04 eV, T/Ag(100): -0.87 eV, BW/Ag(110): -2.08 eV. For

comparison, the total binding energies including van der Waals are:

HB/Ag(111): -4.13 eV, T/Ag(100): -4.83 eV, BW/Ag(110):

-5.71 eV. Note that as expected the van der Waals binding energy

decreases slightly with increasing openness of the surface:

HB/Ag(111): -4.09 eV, T/Ag(100): -3.96 eV, BW/Ag(110):

-3.63 eV.
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we can roughly read off the non-perturbed εa from the experi-

mental LUMO position.

In Fig. 12b we have replotted Fig. 12a on an absolute en-

ergy scale, estimating the Ag sp-band width as W = 10eV . To

compare the chemisorption energies calculated according to

equation (4) in the one-dimensional tight binding case to the

chemisorption energies of the PTCDA/Ag system, we have

added the results of DFT-GGA calculations for HB/Ag(111),

T/Ag(110) and BW/Ag(110) to Fig. 12b. Note that the plotted

energies exclude the contributions of the van der Waals inter-

action, since we are interested in the chemical component of

the PTCDA/Ag interaction only. Because neglecting the van

der Waals interaction usually results in too large adsortion dis-

tances for highly polarizable π-conjugated molecules on metal

surfaces, we have in these calculations fixed the PTCDA car-

bon backbones to the experimental positions (4). In this way,

one expects a realistic result for the chemisorption energies.

Fig. 12b shows that the NA model reproduces the trend ob-

served for the chemisorption energies of PTCDA on the three

Ag surfaces remarkably well. In particular, the correlation

between the LUMO binding energies εa and the chemisorp-

tion energies is also present in the DFT calculation. The fact

that this correlation is steeper in the case of the DFT is ex-

pected, because the DFT calculations, in which relaxtions of

the oxygen (and hydrogen) positions are allowed, also include

the contributions of local bonds to the chemisorption energies,

and we know from the increasing distortion of PTCDA that

these get stronger in the sequence (111)→(100)→(110)23.

We can thus conclude that in spite of its simplicity the NA

model does predict the trend of the chemisorption energies for

PTCDA on the three Ag surfaces correctly. The insight into

the bonding mechanism offered by this simple model calcu-

lation can therefore be transfered to the PTCDA/Ag system.

In essence, this means that the chemisorption energy of the

π-system of PTCDA on Ag surfaces can be approximatively

read off from the LUMO binding energy, as predicted by the

NA model.

4.8.2 Adsorption height Finally, we consider a

gedankenexperiment which helps us to establish a connection

between the LUMO binding energy, the chemisorption energy

of the π-system and the adsorption height58. Imagine that the

molecule approaches the surface from far away. As discussed

above, the molecular vacuum level rides on the potential

outside the metal surface (vacuum level alignment). At large

distances between molecule and surface there is only the van

der Waals attraction between the two, which has no bearing on

the present argument. Also, we assume that hybridization is

weak, such that the LUMO orbital is essentially unperturbed.

As the molecule approaches the surface, the affinity level

EA (LUMO) moves down (Fig. 13), because of image charge

stabilization, although the affinity level is still empty90. At the

position zt when EA aligns with the Fermi level of the metal,

an electron can be moved from the metal to the molecule at no

energy cost. Once this electron has been moved, the molecule

is charged, and there will be a real attraction between molecule

and metal. When moving the charged molecule closer to the

metal, energy is released until the molecule reaches its equi-

librium position z0 above the surface. The energy released

up to z0, which in this gedankenexperiment is the chemisorp-

tion energy, can be calculated as the integral over the force

along the path. The further away zt is from z0, the larger is

the chemisorption energy, because the distance range zt − z0

over which the otherwise identical image force is integrated is

longer. According to Fig. 13a the point zt will be determined

by the electron affinity of the molecule and the work function

of the metal.

Three things should be noted: First, in this gedankenexper-

iment the bond stabilization of the LUMO that was discussed

earlier is primarily effected by the image charge attraction

(Fig. 13a). Secondly, the gedankenexperiment recovers the

result of the NA model (for negligible hybridisation), namely

that the chemisorption energy corresponds to the LUMO bind-

ing energy relative to the Fermi level. Thirdly, as Fig. 13b

shows, while an earlier onset of the charge transfer will lead

to a deeper potential well of the sum potential between attrac-

tive (image charge) and repulsive (Pauli repulsion) branches, it

will in itself not necessarily lead to a shorter bond length, and

thus also not to a differential bond stabilization of the LUMO

for surfaces with lower z0. However, if it is taken into ac-

count that a smaller work function, which in the first place

leads to an earlier charge transfer (i.e. larger zt , see Fig. 13a),

also implies a later onset of Pauli repulsion, it becomes clear

that the deeper potential will also have its minimum at shorter

adsorption distance z0 and hence will yield a differential bond

stabilization of the LUMO (Fig. 13b). Thus, a larger LUMO

binding energy not only indicates a stronger π–metal chem-

ical bonding, but it also correlates with a smaller adsorption

distance.

5 Conclusion

We have presented a systematic analysis of the electronic

structure of PTCDA monolayers on Ag surfaces, with special

emphasis on the link to the geometric interface structure. This

has been achieved by comparing the molecular level align-

ments for the three canonical low index surface orientations

of Ag, on which PTCDA forms structurally distinct monolay-

ers. In particular, we have discussed the connection between

molecular adsorption height, orbital binding energies and π–

metal bonding strength, i.e. the strength of the chemical bond

between the molecular π-system and the metal. The concep-

tual discussion, employing experimental data, first- principles

calculations and a generic model, has allowed the rationaliza-
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tion of the essential experimental observations for the system

under study. It is anticipated that many of the results have

validity beyond this specific material system. However, we

stress that the analysis presented here is limited to adsorbates

whose chemical interaction with the substrate is weak. For

more strongly interacting systems the behaviour is expected

to differ substantially. For example, the current analysis disre-

gards the contribution from d-bands completely. For Ag sur-

faces this is justified, because of the relatively deep-lying d-

bands. For Cu, on the other hand, the d-bands may well play

a more prominent role.

We also note again that the π–metal interaction on which we

have focussed here because it is directly connected to the en-

ergy level alignment of frontier orbitals (after all, these are π-

orbitals) is only one of several interaction types with which the

PTCDA molecule interacts with the Ag substrate. The inter-

action of the molecule with the surface furthermore includes

the van der Waals interaction as well as contributions from lo-

cal chemical bonds between the carboxylic oxygen atoms and

the substrate. In fact, the largest contribution to the overall

adsorption energy is the due to the van der Waals interaction,

and the local chemical bonds have been dicussed extensively

in references23,57. Since in ab initio calculations it is diffi-

cult to partition the total chemical interaction into contribu-

tions due to the π–metal interaction and the local bonds, it

is an interesting finding of the present work that in the weak

chemisorption limit the π–metal bonding can be extrapolated

from the relevant experimental orbital binding energies.

Our analysis has shown that for PTCDA on Ag surfaces the

LUMO plays a pivotal role in the π–metal interaction, while

the HOMO is rather more passive. In particular, we find that at

the interface the LUMO of PTCDA is subject to massive bond

stabilization, and that this varies between the different inter-

faces which we have studied in a way that cannot be accounted

for in the common model of energy level alignment at metal-

organic interfaces, i.e. the model based on an induced density

of interface states (IDIS). The behaviour of the HOMO, in-

cidentally, can be explained on the basis of the IDIS model.

The Newns-Anderson model of chemisorption reveals that the

orbital binding energy of the LUMO scales with the π–metal

chemisorption energy, because the latter is to a large extent

determined by the energy gain due to the charge transfer of

electrons from the Fermi level of the metal into the stabilized

LUMO. Within the same model we can also identify a causal

link between the differential bond stabilization of the LUMO

and the adsorption height. This means that the overall adsorp-

tion height of PTCDA on Ag surfaces is primarily determined

by the interaction of the molecular π-system with the metal,

not by the functional groups. The local bonds lead to a ver-

tical distortion of the molecule, but they have only a minor

influence on its overall adsorption height92. Finally, we have

seen that the central property which controls a surface’s reac-

tivity towards an extended adsorbate (and thus quantities such

as adsorption height, bond stabilization and chemical interac-

tion strength) is the work function. It is interesting to note

here that because of their generally small work functions (a

global property) open surfaces, which due to their undercoor-

dination (a local property) exhibit a large surface reactivity to-

wards small adsorbates, do the same for extended adsorbates.

In summary, we have argued that for weakly chemisorbed

π-conjugated molecules the here observed relationships be-

tween overall adsorption height, frontier orbital binding en-

ergies and π–metal bonding strength can be understood from

very general principles and constitute the ‘normal (canonical)

case’. With hindsight, it is not surprising that these quanti-

ties are closely related, because all of them are connected to

the molecular π-electron system. In this context it is note-

worthy that in the case of heteromolecular hybrid interfaces,

in which differerent molecular species (e.g. donor and accep-

tor molecules) form mixed monolayers on the metal substrate,

this canonical relationship is broken, as has been discussed in

detail elsewhere22,93–95. However, as has been shown in ref-

erence22, the same concepts as developed here still apply to

mixed monolayers, but due to a more complex situation the

outcome is different.
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