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Are thermodynamic cycles necessary for continuum 
solvent calculation of pKas and reduction potentials? 

Junming Hoa,b   

Continuum	
   solvent	
   calculations	
   of	
   pKas	
   and	
   reduction	
   potentials	
   usually	
   entail	
   the	
   use	
   of	
   a	
  

thermodynamic	
   cycle	
   to	
   express	
   the	
   reaction	
   free	
   energy	
   in	
   terms	
   of	
   gas	
   phase	
   energies	
   and	
   free	
  

energies	
   of	
   solvation.	
   In	
   this	
   work,	
   we	
   present	
   a	
   systematic	
   study	
   comparing	
   the	
   solution	
   phase	
   free	
  

energy	
   changes	
  obtained	
   in	
   this	
  manner	
  with	
   that	
   directly	
   computed	
  within	
   the	
  SMD	
   solvation	
  model	
  

against	
   a	
   large	
   test	
   set	
   of	
   117	
   pKas	
   and	
   42	
   reduction	
   potentials	
   in	
  water	
   and	
  DMSO.	
   The	
   inclusion	
   of	
  

vibrational	
   contributions	
   in	
   the	
   free	
   energy	
   of	
   solvation	
   has	
   negligible	
   impact	
   on	
   the	
   accuracy	
   of	
  

thermodynamic	
   cycle	
   predictions	
   of	
   pKas	
   and	
   reduction	
   potentials.	
   Additionally,	
   when	
   gas	
   phase	
  

energies	
   in	
   the	
   thermodynamic	
   cycle	
   are	
   computed	
   at	
   more	
   accurate	
   levels	
   of	
   theory,	
   very	
   similar	
  

results	
   (mean	
  unsigned	
  difference	
  of	
  0.5	
  kcal	
  mol-­‐1)	
  can	
  be	
  achieved	
  when	
  the	
  high	
   level	
  computations	
  

(MP2/GTMP2Large	
   and	
   G3(MP2)-­‐RAD(+))	
   are	
   directly	
   carried	
   out	
   within	
   the	
   continuum	
   model.	
  

Increasing	
  the	
  accuracy	
  of	
  the	
  electronic	
  structure	
  theory	
  may	
  or	
  may	
  not	
   improve	
  the	
  agreement	
  with	
  

experiment	
  suggesting	
  that	
  the	
  error	
   is	
   largely	
   in	
  the	
  solvation	
  model.	
  For	
  amino	
  acids	
  where	
  their	
  gas	
  

and	
   solution	
   phase	
   species	
   exist	
   as	
   different	
   tautomers,	
   the	
   direct	
   approach	
   provided	
   a	
   significant	
  

improvement	
   in	
   calculated	
   pKas.	
   These	
   results	
   demonstrate	
   that	
   direct	
   calculation	
   of	
   solution	
   phase	
  

pKas	
  and	
   reduction	
  potentials	
  within	
   the	
  SMD	
  model	
  provides	
  a	
  general	
  and	
   reliable	
  approximation	
   to	
  

corresponding	
  thermodynamic	
  cycle	
  based	
  protocols,	
  and	
  is	
  recommended	
  for	
  systems	
  where	
  solvation	
  

induced	
   changes	
   in	
   geometry	
   are	
   significant.	
   Further	
   studies	
   are	
   necessary	
   to	
   ascertain	
   whether	
   the	
  

results	
  are	
  generalisable	
  to	
  other	
  continuum	
  solvation	
  models.	
  	
  

1. Introduction 

The introduction of computationally efficient continuum 
solvation models1-4 (also known as implicit solvation models) 
marks an important development towards first-principles 
studies of reactions in the liquid phase. These models have been 
parameterised to predict the free energies of solvation of 
common neutral and ionic solutes that can be combined with 
experimental or ab initio gas phase energies for estimating free 
energy changes in solution. Such procedures have been widely 
applied in the computation of kinetic and thermodynamic 
properties such as rate coefficients,5 pKas6 and reduction 
potentials7 in various solvents. These topics have also been 
extensively reviewed in several recent review articles.8-12 
 Most continuum models adopt the functional form of the 
free energy of solvation shown in eqn (1),1 where Ψpol  is the 
solute wave function, H 0 is the gas phase Hamiltonian and V is 
the potential energy operator associated with the reaction field. 
The first term is associated with electrostatics, whilst the 
second term contains non-electrostatic contributions 
(dispersion-repulsion and solvent structural terms) to the 
solvation energy. When the solvation terms and the gas phase 
electronic energy in eqn (1) are evaluated on geometries 
optimised in the respective phases, the continuum solvation free 
energy also includes the effect of geometrical relaxation 
associated with solvation. Continuum solvation models differ 
from one another in the manner in which V is constructed, and 

their treatment of non-electrostatic components. Examples of 
commonly used solvation models include the polarizable 
continuum model (PCM) family of methods (e.g. IEF-PCM,13 
CPCM,14, 15 and IPCM),16 the SMx series (e.g. x = 8,17 D18), the 
IEF-MST model,19, 20 SS(V)PE model,21, 22 Poisson-
Boltzmann/Jaguar model,23 and the COSMO-RS method.24-26 
  

	
   ΔGS = Ψpol Ho +
V
2
Ψpol +Gnes −Egas  (1) 

 Recent assessment studies have estimated that the accuracy 
of continuum solvent calculations of aqueous pKas and 
reduction potentials lies in the range of 2-3 units11 and 250-300 
mV10, 27 respectively. These deviations are still high compared 
to experimental measurements and there is significant interest 
towards developing procedures with improved accuracy. The 
errors in these calculations originate primarily from the 
solvation contribution since continuum hydration free energies 
of monovalent ions have relatively large mean errors of at least 
4 kcal mol-1.28, 29 This is due in part to the intrinsic uncertainties 
in experimental hydration free energies of charged species,30 
and the difficulty of modelling ionic solvation via a dielectric 
continuum model. In principle, these errors can be mitigated 
through hybrid cluster-continuum schemes, whereby first 
solvent shell interactions are treated explicitly at the quantum 
mechanical level, and the rest of the solvent is approximated by 
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a dielectric continuum. Examples of such methods include the 
quasichemical theory of solvation,31-33 the relaxed cluster-
continuum COSMO (rCCC) model,34 and mixed cluster-
continuum schemes.35, 36 As discussed in a recent review,30 the 
performance of cluster-continuum schemes also depends 
critically on the choice of electronic structure method, solvation 
model, and proper statistical sampling of the configuration 
phase space of the ion-solvent cluster. 
 Recently, there is growing interest towards direct 
computation of solution phase reaction energies within 
continuum solvation models, thereby circumventing separate 
computations of gas phase and solvation free energies. A 
number of studies37-41 have considered the use of ideal gas 
molecular partition functions in conjunction with the rigid rotor 
harmonic oscillator (RRHO) approximation for computing 
solution phase reaction free energies within a dielectric 
continuum solvation model – see eqn (2). The corresponding 
expression for the gas phase Gibbs free energy of a solute is 
shown in eqn (3), and Gcorr

gas  and Gcorr
soln are the thermal corrections 

to the Gibbs free energy (including electronic, translational, 
rotational, and vibrational contributions) computed in the gas 
phase and dielectric continuum respectively.  

Gsoln
* = Ψpol H 0 +

V
2
Ψpol +Gnes +Gsoln

corr  (2) 

Ggas
* = Egas +Ggas

corr   (3) 

ΔGS
* =Gsoln

* −Ggas
*   (4) 

 Free energies of solvation computed via eqns (1) and (4) 
therefore differ by the change in the thermal contribution to the 
free energy upon solvation (Gsoln

corr −Ggas
corr ). The validity of this 

approach has recently been questioned,42 since the solute is 
unlikely to behave as an ideal gas in the solution-phase, and 
therefore the solution phase free energy computed by eqn (2) in 
conjunction with gas phase partition functions is likely to 
introduce errors. Additionally, any non-cancelling differences 
in the thermal correction to the free energies in the gas and 
solution phase are already incorporated into the continuum 
model via parameterisation (e.g. definition of atomic radii) to 
reproduce experimental free energies of solvation. As such, 
explicit inclusion of thermal corrections to the free energies of 
solvation, even if the use of gas phase partition functions is 
valid, is likely incur some degree of double-counting. Notably, 
for a dataset of 50 neutral and ionic solutes there is a two-fold 
increase in mean absolute deviations when the PCM-UAHF 
free energies of solvation are computed via eqn (4) compared to 
eqn (1).42 
 In a separate study focusing on the SMD solvation model,44 
Cramer and Truhlar clarified that the translational partition 
function in the gas phase becomes the liberational free energy 
in solution,43 and therefore this contribution cancels out in the 
solvation free energy (eqn (4)) irrespective of whether the 
solute behaves as an ideal gas in the solution phase. The SMD 
model has also been parameterised to a dataset composed of 

small rigid solutes such that the vibrational contribution to the 
free energy of solvation is largely conserved upon solvation, 
and that the contributions associated with the conversion of gas 
phase rotational modes to librational modes in solution are 
included in the parameterisation of the cavity–dispersion–
solvent-structure (CDS) terms in the SMx series of continuum 
models.44 The authors further reasoned that the sum of the first 
two terms in eqn (1) is the solution phase analogue of the gas 
phase potential energy surface (or potential of mean force), and 
harmonic vibrational corrections computed within the 
continuum model are valid. Free energies of solvation 
computed using eqn (4) therefore contains vibrational 
corrections (Gcorr

soln −Gcorr
gas ) that are not included in eqn (1), and is 

recommended for systems where solvation induced changes in 
vibrational frequencies are significant. The contrasting 
behaviour of the PCM-UAHF and SMD models is presumably 
a consequence of the different manner in which these models 
have been parameterised and implemented. As such, 
assumptions concerning the appropriateness of the continuum 
model vibrational corrections may not be readily transferable to 
other solvation models, and would need to be validated through 
further benchmarking studies. 
 Accordingly, eqn (2) provides an alternative to 
thermodynamic cycles for assembling a solution phase free 
energy within the SMD dielectric continuum model. 
Importantly, the solution phase reaction energies obtained in 
this manner do not depend directly on the accuracy of 
continuum solvation free energies (in contrast to 
thermodynamic cycles), and might therefore offer an 
improvement in accuracy. Several studies have explored free 
energies obtained in this fashion in conjunction with an 
isodesmic scheme to predict the aqueous pKas of a dataset of 
common organic acids45-48 and ligands39, 40 with accuracies that 
are comparable to corresponding thermodynamic cycle 
calculations. These results signify the ability of the isodesmic 
scheme to largely cancel the errors (if any) associated with the 
free energies calculated via eqn (2). However, there is presently 
no direct comparison of this approach with corresponding 
thermodynamic cycle based protocols for the computation of 
solution phase energetics, and how it performs more broadly for 
the computation of general pKas and reduction potentials in 
aqueous and non-aqueous solvents. Additionally, because 
continuum solvation models have been parameterised at 
relatively modest levels of theory (e.g. HF or DFT with a 
double zeta basis set), it is also unclear as to whether the free 
energies directly computed using the empirically optimised 
cavities can be systematically improved through the use of 
higher levels of theory.  
 To this end, this study aims to address the following 
questions: (a) Does the inclusion of vibrational corrections in 
continuum free energies of solvation improve the accuracy of 
calculated pKas and reduction potentials? (b) How do solution 
phase reaction energies computed directly within a continuum 
model compare with corresponding thermodynamic cycle 
calculation? (c) Are the free energies computed in a dielectric 
continuum amenable to systematic improvement through the 
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use of higher levels of electronic structure theory? In the 
present work, we address these questions using a large database 
of 117 pKas and 42 reduction potentials in water and DMSO to 
benchmark our theoretical calculations. The SMD solvation 
model18 is chosen for this study on the basis of an earlier work 
justifying the use of solution phase vibrational frequencies in 
this continuum model,44 and that it has been designed to predict 
free energies of solvation in aqueous as well as non-aqueous 
solvents. It is envisaged that the outcome of this study would 
provide a better understanding of the scope and limitations 
associated with direct calculation of solution phase free 
energies within the framework of continuum solvation models.  

2. Theory 

Shown in Figure 1 are two thermodynamic cycles commonly 
used for calculating pKas and reduction potentials. The 
dissociation free energy associated with cycle A is shown in 
eqn (5). 

ΔGsoln
* = ΔGgas

* +ΔGS
*(H+)+ΔGS

*(A-)−ΔGS
*(HA) 	
   (5a) 

ΔGgas
* =Ggas

o (H+)+Ggas
o (A-)−Ggas

o (HA)+ RT ln RT
P

#

$
%

&

'
(

 (5b) 

The superscripts “*” and “°” denote that the thermochemical 
quantities are computed with respect to a standard state of 1 
mol L-1 and 1 atm respectively. The last term in eqn (5b) is a 
standard state correction.  
 

 

Figure 1. Examples of thermodynamic cycles used for 
computing pKas and reduction potentials. 

 
 When the solvation free energies in eqn (5a) are computed 
using eqn (1), and when all terms in the thermodynamic cycle 
(gas phase energies and thermal correction as well as solvation 
free energies) are calculated at the same level of theory, the 
resulting dissociation free energy becomes: 
 
ΔGsoln

* = Esoln (A
-)−Esoln (HA)+Gcorr

gas (A-)−Gcorr
gas (HA)+Gsoln

* (H+) (6a) 

 
 ΔGsoln

* = ΔEsoln +ΔGcorr
gas +Gsoln

* (H+)   (6b) 

	
   Esoln = Ψpol H 0 +
V
2
Ψpol +Gnes 	
   (6c)	
  

where Gsoln
* (H+) is the solution phase free energy of the proton 

and ΔGcorr
gas is thermal contribution to the reaction free energy in 

the gas phase. Esoln  is the solution phase analogue of the gas 
phase potential energy, also known as the potential of mean 
force.44, 49 The solution phase and gas phase components of the 
free energy of solvation in eqn (1) are evaluated on the 
geometry optimised in the respective phases so that the effect of 
geometrical relaxation is also included. 
 The principal reason for using a thermodynamic cycle is 
that continuum solvation models are parameterised to produce 
accurate free energies of solvation, and the low levels of theory 
at which they are typically implemented (HF or DFT with a 
small basis set) are usually not sufficiently accurate to 
reproduce accurate solution phase free energies. By using a 
thermodynamic cycle, one can make use of high-level ab initio 
calculations in the gas phase to improve the accuracy of the 
resulting reaction energies. This usually involves carrying out 
high level single point calculations on geometries optimised at 
the lower level theory (e.g. HF or DFT and a double zeta basis 
set) that are typically implemented for continuum solvation 
models. The resulting reaction energy expression is shown in 
eqn (7) where ΔEgas

X  is the gas phase reaction energy, and X=H 
or L denotes energies computed at the high or low level of 
theory respectively.  

ΔGsoln
* (TC) = ΔEsoln

L +ΔGcorr
gas,L +Gsoln

* (H+)+ΔEgas
H −ΔEgas

L

  (7a) 

ΔEgas
X = Egas

X (A-)−Egas
X (HA)

                            (7b) 

 The corresponding expression for the dissociation free 
energy using vibrationally-corrected free energies of solvation 
(eqn (4)) is shown in eqn (8). Thus, the difference between the 
two dissociation energies lies in the phase in which the thermal 
correction to reaction Gibbs free energy is computed (eqn (9)). 
As discussed in more detail below, this difference is generally 
very small (averaging about 0.5 kcal mol-1 or less).  

ΔGsoln
* (TC) = ΔEsoln

L +ΔGcorr
soln,L +Gsoln

* (H+)+ΔEgas
H −ΔEgas

L  (8) 

 ΔΔGsoln
* = ΔGcorr

gas −ΔGcorr
soln  (9) 

 It is worth noting that when all the terms in eqn (8) are 
evaluated at the same level of theory (i.e. L=H), the resulting 
solution phase reaction energies is the same as that directly 
computed within a continuum solvation model at that level of 
theory. In other words, the solution phase free energy is exactly 
identical to what would be obtained from an optimisation-
frequency calculation in a continuum solvation model. The 
question that follows is therefore whether one can similarly 
improve the accuracy of solution phase reaction energies 

HA(aq)                         H+(aq)    +       A-(aq)

HA(g)                           H+(g)      +       A-(g)

ΔGaq

ΔGgas

*

* * pKa =
RTln(10)

*
ΔGS(H+) ΔGS(A-)

ΔGaq*−ΔGS(HA)

M(aq)    +     e-(g)                             M-(aq)

M(g)     +     e-(g)                             M-(g)
ΔGgas

ΔGS(M-)ΔG=0

ΔGrxn

−ΔGS(M)

*

*

* *

*

E =
*ΔGrxn

Cycle A

Cycle B

F
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directly computed within a dielectric continuum model through 
the use of higher levels of theory: 

ΔGsoln
* = ΔEsoln

H +ΔGcorr
soln,L +Gsoln

* (H+)                         (10) 

 Note that the difference between the reaction energy 
obtained in this manner and from the corresponding 
thermodynamic cycle (eqn (8)) is simply the difference in the 
high level correction to the reaction energy computed in the gas 
phase and dielectric continuum on geometries optimised in the 
respective phases.  

	
   ΔΔGsoln
* = (ΔEgas

H −ΔEgas
L )//gas− (ΔEsoln

H −ΔEsoln
L )//soln

   (11) 

 In the study that follows, we first examine how the 
inclusion of vibrational contributions in free energies of 
solvation affects the accuracy of calculated pKas and reduction 
potentials. The next section compares the pKas and reduction 
potentials obtained via a thermodynamic cycle, and calculated 
directly within the SMD model. High level single point 
calculations are performed at the MP2/GTMP2Large and the 
G3(MP2)-RAD(+) level and the resulting solution phase pKas 
and E° are compared with experiment. For the benchmarking 
study, we have compiled a large dataset of 117 pKas in water 
and DMSO, and 42 standard reduction potentials in water. In 
the last section of this paper, we also examine the performance 
of both approaches towards the aqueous pKa calculation of 
amino acids where their solution phase and gas phase 
geometries differ appreciably. 

3. Computational details 

All electronic structure calculations were carried out using the 
Gaussian09 program.50 The test set of molecules and their 
starting geometries were adopted from refs 10, 11, 51. For the 
test set of amino acids, systematic conformer searches were 
carried out in both the gas and solution phase to locate the 
global minimum energy structure of each species. The gas 
phase calculations (geometries, electronic energies and thermal 
corrections to the Gibbs energy) were carried out at the M06-
2X/6-31+G(d) level52 with ultrafine grid. All thermal 
corrections to the Gibbs free energy were computed using the 
ideal gas molecular partition functions in conjunction with the 
rigid-rotor quasiharmonic oscillator (RR-QHO) approximation. 
In the QHO approximation,44 vibrational frequencies that were 
lower than 100 cm-1 were raised to 100 cm-1 due to the 
breakdown of the harmonic oscillator model for low frequency 
vibrational modes. Single-point calculations at the 
(RO)MP2/GTMP2Large and G3(MP2)-RAD(+) levels of 
theory were performed on the M06-2X/6-31+G(d) optimised 
geometries. The G3(MP2)-RAD(+) is a modified version of the 
G3(MP2)-RAD procedure53 whereby calculations involving the 
6-31G(d) basis set were replaced with the 6-31+G(d) basis set 
so as to provide an improved description of anionic species. 
The solution phase calculations were carried in an analogous 

fashion within the SMD solvation model18 using the default 
settings in Gaussian09.50 
 In the pKa calculations we have employed the proton free 
energy ΔGS

*(H+) of -265.9,54, 55 -273.356 and -260.056 kcal mol-1 
in water, dimethylsulfoxide and acetonitrile respectively, that 
are consistent with the parameterisation of the SMD model. The 
gas phase proton free energy Ggas

o (H+)  of -6.3 kcal mol-1 have 
been employed for the gas phase calculations.57 It should be 
stressed that the frequency calculations carried out in the gas 
phase as well as within the SMD model are based on the default 
standard state in Gaussian09 which is 1 atm and 298.15 K, and 
appropriate standard state corrections have been applied to 
ensure that all solution phase pKas and reduction potentials are 
computed at a standard state of 1 mol L-1.  
 For the calculation of reduction potentials, the value of -
0.86 kcal mol-1 for the gas phase energy of the electron based 
on the Fermi-Dirac statistical formalism is employed.10, 58 As 
discussed elsewhere,10, 59 when computing reduction potentials, 
it is important that one uses a reference value of the standard 
hydrogen electrode in conjunction with a continuum solvation 
model that is based on a consistent value of ΔGS

*(H+) . The 
value of 𝐸!"#°  4.28 V used in this work is derived from the 
aqueous proton solvation free energy that is based on the same 
thermochemical convention for the electron.60  
 
4. Results and Discussion 

4.1 Use of vibrationally-corrected free energies of solvation 

Table 1 compares the dissociation and reduction free energies 
employing free energies of solvation computed with and 
without the inclusion of rovibrational corrections, based on the 
thermodynamic cycles shown in Figure 1. All high level single 
point calculations were carried out at the G3(MP2)-RAD(+) 
level on the M06-2X/6-31+G(d) gas phase geometries. The 
complete data is provided in Tables S1-S3 in the Supporting 
Information. 
 As seen from Table 1, the mean absolute deviations 
between the two sets of dissociation and reduction free energies 
ΔΔGsoln

* are generally very small (below 0.5 kcal mol-1), and that 
the maximum absolute deviation is about 2.0 kcal mol-1. The 
deviation arises from the difference in the thermal correction to 
the Gibbs free energy calculated in the gas phase and dielectric 
continuum as shown in eqn (9). The two acids accounting for 
the largest deviations in ΔΔGsoln

*  are protonated guanidine (2.0 
kcal mol-1 in water) and thiourea (1.8 kcal mol-1 in DMSO). 
Closer inspection reveals that the amine groups in both 
molecules are twisted out of plane in the gas phase, but 
becomes planar in the solution phase. As shown in Figure 2, 
this change in geometry is sufficient to alter some of the 
vibrational modes to introduce significant changes to the 
vibrational contribution to the free energy of dissociation. By 
comparison, the rotational contribution is generally very small 
(< 0.1 kcal mol-1) across the entire test set. Aliphatic alcohols 
were also observed to display relatively large vibrational 
corrections (ca. 1.7 kcal mol-1), whilst the corresponding values 
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for their fluorinated and phenolic analogues are at least three 
times smaller. For these systems, the higher deviations arose as 
a result of changes in the zero-point vibrational energy 
associated with the conjugate base of these species, even 
though their geometries are largely unaffected by solvation. 
 
Table 1. Dissociation and reduction free energies (kcal mol-1) 
computed with and without the inclusion of rovibrational corrections 
in free energies of solvation, and the corresponding deviations with 
respect to experimental pKas and reduction potentials. 

Solvent dataset ΔΔGsoln
* a  RMSD Δexpt 

(eqn 1)b,d 
Δexpt 

 (eqn 4)c,d 

Water 83 pKas 0.45 (2.00) 0.44 4.42  4.59 
DMSO 34 pKas 0.40 (1.79) 0.34 2.59 2.53 
Water 42 Eº 0.34 (1.09) 0.26 0.24  0.25  

a The mean absolute value of eqn (9) (in kcal mol-1) evaluated at the M06-
2X/6-31+G(d) level of theory. Maximum absolute deviations are shown in 
parenthesis. b Mean absolute deviation from experimental pKas (pH units) 
and reduction potentials (in electron volts) using the cycles shown in Figure 1 
and free energies of solvation from eqn (1) at the M06-2X/6-31+G(d) level of 
theory. c Mean absolute deviation from experimental pKas (pH units) and 
reduction potentials (in electron volts) using the cycles shown in Figure 1 and 
free energies of solvation from eqn (4) at the M06-2X/6-31+G(d) level of 
theory. d The gas phase energies were computed at G3(MP2)-RAD(+)//M06-
2X/6-31+G(d) level of theory. 
 

 
 
Figure 2. The gas phase and solution phase geometries of protonated 
guanidine and thiourea. The rotational and vibrational contributions 
to the thermal correction in each phase are also shown. 
  
 The mean absolute deviation associated with calculated 
pKas and reduction potentials with experiment are shown in the 
last two columns of Table 1. Overall, it appears that including 
vibrational corrections in free energies of solvation does not 
affect the results appreciably, where the mean absolute error in 
pKas and reduction potentials calculated by the two approaches 
are within 0.2 units and 10 mV of each other respectively. 
Interestingly, including vibrational corrections in the free 
energy of solvation increased the error for protonated guanidine 
by 1.5 pKa units, whereas the pKa for thiourea is improved by 
the same degree. For the aliphatic alcohols, the error increased 
by about 1.3 units in all cases. Table 2 lists the free energies of 

solvation for several solutes for which experimental values are 
available. It is interesting to note that including vibrational 
corrections (amounting to 1-2 kcal mol-1) did not improve the 
agreement with experimental free energies of solvation. It is 
important to point out that for selected ionic solutes, the SMD 
solvation model has been parameterised to reproduce the 
solvation free energies of their hydrated clusters rather than the 
bare ions.18 As noted in an earlier study,44 the vibrational 
contributions to the free energy of solvation are significantly 
smaller when these solutes are clustered, which are consistent 
with the results for the methoxide and ethoxide anions shown in 
Table 2. 
 
Table 2. Fixed concentration free energies of solvation (kcal mol-1)a 
for selected solutes displaying large vibrational contributions. 

 Expt ΔGS
* b ΔGS

*(vib) c 

Guanidinium(+) -66.161 -69.1 -71.5 
Urea -13.818 -14.8 -15.7 
CH3O(-) -95.262 -83.5 -81.8 
CH3CH2O(-) -91.162 -80.1 -78.7 
CH3O(H2O)(-) -80.118 -75.6 -74.6 
CH3CH2(H2O)(-) -78.518 -73.7 -73.2 

a Computed at the M06-2X/6-31+G(d) level. b Computed using eqn (1).  
c Computed using eqn (4). 
 
 In the present study, we find that the rotational contribution 
to the free energies of solvation is generally very small (< 0.1 
kcal mol-1). As noted elsewhere,44  this is due to the dependence 
of the (unhindered) rotational partition function on the 
molecular principal moments of inertia, which makes them 
generally very insensitive to the small changes in geometry 
associated with solvation. The makeover of the gas phase 
rotational modes to librational modes in the solution phase is 
also implicitly included in the parameterisation of the non-
electrostatic terms in the SMD model.44 As such, the present 
results indicate that the rotational contribution based on the gas 
phase rigid rotor partition function is negligibly small that it 
should not introduce significant errors. Interestingly, the use of 
vibrationally-corrected free energies of solvation (when these 
effects are significant, i.e. > 1.4 kcal mol-1) does not necessarily 
improve the quality of the free energy of solvation or pKas. The 
data presented in Table 2 indicates that this might be due to the 
increased error in the calculated free energies of solvation when 
vibrational corrections are included, though further studies are 
necessary to investigate the generality of this finding. 
Nevertheless, when solvation induced changes in the geometry 
and frequencies are small, accounting for rovibrational 
contributions in free energies of solvation has negligible impact 
on computed pKas and reduction potentials.  

4.2 High level calculations in the gas phase or continuum?  

As noted before, one can improve the accuracy of solution 
phase free energies obtained from a thermodynamic cycle by 
performing the gas phase calculations at a higher level of theory 
(eqn (8)). An alternative approach is to perform all calculations 
directly within the continuum model (eqn (10)), and this section 
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N N
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H H

ZPVE (kcal mol-1)              55.9                                   54.5
Evib    (kcal mol-1)                1.5                                     2.1
Srot    (cal mol-1 K-1)          24.0                                    23.9
Svib    (cal mol-1 K-1)           7.4                                     12.9
Gcorr  (kcal mol-1)              39.1                                    36.6

GAS                                WATER
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S
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H H

ZPVE (kcal mol-1)              38.7                                   37.8
Evib    (kcal mol-1)                1.2                                     1.6
Srot    (cal mol-1 K-1)           23.6                                    25.0
Svib    (cal mol-1 K-1)           6.0                                      9.4
Gcorr  (kcal mol-1)              21.9                                    19.9

GAS                                DMSO

H H
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examines the pKas and reduction potentials calculated using the 
two procedures. 
 Table 3 compares both approaches against the calculation of 
143 dissociation free energies in water, DMSO and acetonitrile 
and 42 aqueous reduction free energies. The 
(RO)MP2/GTMP2Large and G3(MP2)-RAD(+) single point 
calculations in eqn (8) were performed on the M06-2X/6-
31+G(d) gas phase optimised geometries whereas the 
corresponding calculations in eqn (10) were carried out on 
solution phase optimised geometries, so that the deviation 
between the two sets of dissociation free energies is directly 
quantified by eqn (11). As seen in Table 3, this difference is 
generally very small, where the mean absolute differences are 
consistently within 0.8 kcal mol-1 for the various solvents (see 
column 3 and 6 of Table 3), and that the overall MAD is ca. 0.5 
kcal mol-1 for the MP2/GTMP2Large and G3(MP2)-RAD(+) 
calculations. The complete data is provided in Tables S2-S4 in 
the Supporting Information.   
 Overall, it appears that the deviation between both 
approaches is slightly smaller when the high-level single-point 
calculation is carried out at the G3(MP2)-RAD(+) level. In 
particular, the number of occurrences (n) where the deviation 
exceeds 1.4 kcal mol-1 (corresponding to 1 pKa unit) is 3 times 
higher at the MP2/GTMP2Large level. It is interesting to note 
that the systems displaying the highest deviation at the 
G3(MP2)-RAD(+) level are dissociation of ammonia (1.9 kcal 
mol-1) and water (1.3 kcal mol-1), and the reduction of p-cyano-
aniline radical cation and α-hydroxy-alkoxy radicals (1.6 kcal 
mol-1) in aqueous solution. This observation is surprising in 
light of the size of some of these systems, and that their 
geometries are mostly unaffected by solvation. By comparison, 
the deviations are 1.1. and 0.3 kcal mol-1 for guanidinium (in 
water) and thiourea (in DMSO) that undergo more pronounced 
geometrical changes upon solvation. For ammonia and water, 
the deviation failed to improve even when the high level single 
point calculation is performed at the CCSD(T)/aug-cc-pV5Z. It 
is also interesting to note that other similar-sized species (e.g. 
hydrogen fluoride, hydrogen peroxide and hydrogen sulphide) 
display deviations that are significantly smaller. For these 
systems, it appears that there is no systematic correlation 
between the magnitude of the deviation ΔΔGsoln

*  (eqn (11)) and 

the level of theory, or geometrical changes associated with 
solvation. 
 Table 4 compares the aqueous pKas computed via the two 
approaches with experiment. The results have been further 
categorised according to the functionality of the solutes. In the 
column under “M06-2X/6-31+G(d)”, both gas phase and 
solvation free energies in the thermodynamic cycle are 
computed at this level of theory (i.e. L=H in eqn (8)), so that 
both the thermodynamic cycle and direct approaches yield 
identical results. Table 5 shows the corresponding results for 
the aqueous reduction potentials. Consistent with the results 
presented in Table 3, both thermodynamic cycle and direct 
approach yield very similar pKas and reduction potentials for 
the various classes of compounds. Notably, the difference in the 
overall mean absolute deviation (MAD) with experiment is 
within 0.15 pKa units when the reaction energies were 
corrected at the MP2/GTMP2Large and G3(MP2)-RAD(+) 
levels. For example, the mean absolute deviation in the 
thermodynamic cycle and direct approaches are 3.52 and 3.59 
respectively (last row of Table 4). Similarly, the difference is 
less than 10 mV for the calculated reduction potentials. For 
both approaches, the overall mean absolute deviations with 
experiment in the computed pKas and reduction potentials are 
about 3.5 units and 250 mV, which are consistent with results 
from recent assessment studies.10, 11, 27, 63  
 It is interesting to note from Tables 4 and 5 that the use of 
high-level ab initio calculations did not necessarily improve the 
average accuracy of the resulting solution phase energies in 
both thermodynamic cycle and direct methods. For example, 
the MAD is reduced from 3.9 to about 1.4 units for carboxylic 
acids when the reaction energies were computed at the 
G3(MP2)-RAD(+) level of theory compared to those computed 
at the M06-2X/6-31+G(d) level (see second row of Table 4). 
However, the MAD increased by 2.8 units for alcohols. For the 
thermodynamic cycle approach, this indicates that there is 
likely to be some degree of error cancellation when the solution 
phase reaction energy is obtained from adding gas phase and 
solvation terms such that improving the accuracy of individual 
contributions can sometimes worsen the accuracy of the 
resulting reaction energy. 

 
 
Table 3. Mean absolute difference (kcal mol-1) between dissociation free energies computed via the thermodynamic cycle and directly within 
the SMD continuum model. 

    MP2a G3b 
 Solvent Nc MAD ADmax nd MAD ADmax nd 
Water 83 pKas 0.64 2.29 5 0.53 1.86 1 
Dimethylsulfoxide 30 pKas 0.39 1.63 1 0.35 0.99 0 
Acetonitrile 30 pKas 0.39 1.42 1 0.36 0.93 0 
Water 42 E° 0.76 2.30 6 0.64 1.57 3 
Overall 143 0.54 2.29 13 0.46 1.87 4 

a Computed using eqn (10) where H = MP2/GTMP2Large and L = M06-2X/6-31+G(d). b Computed using eqn (10) where H =G3(MP2)-RAD(+) and L = M06-
2X/6-31+G(d). c Size of the dataset. d Number of occurrences where the deviation is larger than 1.4 kcal mol-1.  
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Table 4. Comparison of calculated aqueous pKasa via the thermodynamic cycle and direct approach with experiment. 

solutes Nb M06-2X/6-31+G(d)c MP2-TCd MP2-Directe G3-TCf G3-Directg 
    MAD ADmax MAD ADmax MAD ADmax MAD ADmax MAD ADmax 

Alcohols 13 3.04 6.43 3.78 7.7 4.00 8.0 5.70 9.64 5.80 9.91 
Carboxylic acids 7 3.88 6.88 2.41 4.46 2.41 4.46 1.30 2.38 1.49 2.73 
Inorganic acids 14 4.91 10.25 5.02 8.04 5.17 7.69 4.63 10.35 4.82 9.79 
Carbon acids 21 2.97 5.25 3.22 6.96 3.44 6.55 4.47 6.98 4.72 6.84 
Cationic acids 28 3.67 7.71 3.15 6.11 3.02 6.44 2.63 6.06 2.64 5.98 

Overall 83 3.62 10.25 3.52 8.04 3.59 7.99 3.80 10.35 3.93 9.91 
a Using the thermodynamic cycle A shown in Figure 1. All geometries and thermal corrections are obtained at the M06-2X/6-31+G(d) level of theory. b Size of 
the dataset. c Gas phase energies computed at M06-2X/6-31+G(d) level of theory. Both thermodynamic cycle and direct approach yields identical results. d Gas 
phase energies were corrected by a MP2/GTMP2Large single-point calculation – eqn (8). e Solution phase energies were corrected by a MP2/GTMP2Large 
single-point calculation in the SMD model – eqn (9). f Gas phase energies were corrected by a G3(MP2)-RAD(+) composite calculation – eqn (8). g Solution 
phase energies were corrected by a G3(MP2)-RAD(+) composite calculation in the SMD model – eqn (9). 

Table 5. Comparison of calculated aqueous reduction potentialsa via the thermodynamic cycle and direct approach with experiment. 
Solutes 

 
M06-2X/6-31+G(d)c MP2-TCd MP2-Directe G3-TCf G3-Directg 

 
Nb MAD ADmax MAD ADmax MAD ADmax MAD ADmax MAD ADmax 

Amines 14 0.18 0.37 0.17 0.31 0.19 0.38 0.09 0.21 0.10 0.26 
Nitroxides 4 0.12 0.14 0.08 0.13 0.11 0.16 0.15 0.19 0.10 0.15 
Alcohols 24 0.24 0.47 0.29 0.64 0.30 0.63 0.36 0.68 0.36 0.67 
Overall 42 0.21 0.47 0.23 0.64 0.24 0.63 0.25 0.68 0.25 0.67 

a Using the thermodynamic cycle B shown in Figure 1. All geometries and thermal corrections are obtained at the M06-2X/6-31+G(d) level of theory. b Size of 
the dataset. c Gas phase energies computed at M06-2X/6-31+G(d) level of theory. Both thermodynamic cycle and direct approach yields identical results. d Gas 
phase energies were corrected by a (RO)MP2/GTMP2Large single-point calculation – eqn (8). e Solution phase energies were corrected by a 
(RO)MP2/GTMP2Large single-point calculation in the SMD model – eqn (9). f Gas phase energies were corrected by a G3(MP2)-RAD(+) composite calculation 
– eqn (8). g Solution phase energies were corrected by a G3(MP2)-RAD(+) composite calculation in the SMD model – eqn (9). 

4.3 What is the source of agreement between direct and 
thermodynamic cycle approaches? 
 
The above results raises the question as to why direct 
calculation of reaction free energies in the SMD continuum 
model does not circumvent the errors encountered in 
thermodynamic cycle based methods. As noted before, the 
deviation in the reaction energy computed via the two 
approaches is quantified by difference in the high level 
correction to the reaction energy computed in the gas phase 
and SMD model on geometries optimised in the respective 
phases – eqn (11). It seems reasonable that for small to 
medium-sized solutes where solvation induced changes in 
structure are usually small that the deviation between direct 
and thermodynamic cycle approaches is generally small. 
Alternatively, rearrangement of eqn (11) in terms of 
solvation free energies defined by eqn (1) shows that the 
deviation in the dissociation energies from the two 
approaches is directly related to the difference in the 
solvation contribution ( ΔΔGS

* ) to the dissociation/reduction 
free energy computed at the high (X=H) and low (X=L) 
levels of theory. 
 

  ΔΔGsoln
* = ΔGsoln

* (TC)−ΔGsoln
* (direct)   (12a) 

                  
ΔΔGsoln

* = ΔΔGS
*(L)−ΔΔGS

*(H)   (12b) 
                  

ΔΔGS
*(X) = [ΔGS

*(A-)−ΔGS
*(HA)]X          (12c) 

 

In this context, the agreement between direct and 
thermodynamic cycle approaches also indicates that the 
solvation contribution calculated by the SMD model is 
relatively insensitive to the choice of electronic structure 
method. This is presumably a reflection of the semi-
empirical nature of continuum solvation models.  
 We have further investigated cases where solvation 
induced changes in geometries are significant. For example, 
amino acids exist as two different tautomers in the gas and 
solution phase, and that the solution phase zwitterionic 
tautomer is not a stationary point on the gas phase potential 
energy surface.64-66 Shown in Table 6 are the first and 
second pKas of a series of amino acids calculated via the 
thermodynamic cycle (Figure 1) and directly within the 
SMD model. We found for these systems, that direct 
calculation of dissociation free energies within the 
continuum model yields pKas that are in better agreement 
with experiment, where the MAD is approximately 1 unit 
less than that of the cycle approach. The improvement 
afforded by the direct approach is consistent with 
expectation since the high-level correction to the reaction 
energy is being carried out on the actual active solution 
phase species. As such, direct calculation of free energy 
changes in the SMD continuum model generally yields very 
similar results to thermodynamic cycles when solvation 
induced changes in geometries are small. Where this is not 
the case, the direct approach appears to perform better than 
the thermodynamic cycle approach since the higher level 
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electronic structure calculations are carried out on the 
solution phase species. 
 
Table 6. The first and second dissociation constants of common 
amino acids calculated directly within the SMD continuum 
model and via a thermodynamic cycle. 

 
pKa1 pKa2 

 
Directa TCb Expt67 Directa TCb Expt67 

Glycine 2.89 2.54 2.34 10.71 10.27 9.58 
Alanine 3.16 1.03 2.33 10.89 12.18 9.71 
Valine 3.18 1.07 2.27 11.27 12.35 9.52 
Leucine 3.10 0.99 2.32 11.31 12.46 9.58 
Serine 1.85 -0.40 2.13 10.47 11.62 9.05 
Cysteine 1.76 0.18 1.91 11.54 12.89 10.28 
Proline 2.33 0.73 1.95 12.78 13.61 10.47 
Methionine 2.20 1.12 2.16 11.22 12.15 9.08 
MAD 0.49 1.32 

 
1.62 2.53 

 a Calculated directly within the SMD continuum model eqn (10) where 
H=G3(MP2)-RAD(+) and L=M06-2X/6-31+G(d). b Calculated using the 
thermodynamic cycle A in Figure 1 eqn (8)  where H=G3(MP2)-RAD(+) 
and L=M06-2X/6-31+G(d). 

5. Conclusions 

We have examined several pertinent issues concerning 
continuum solvent calculation of solution phase pKas and 
reduction potentials. We found that including vibrational 
corrections in the SMD free energies of solvation generally 
has a very small effect (within 0.5 kcal mol-1) on the 
reaction energies calculated via the cycle approach for the 
small to medium-sized systems examined in this study. The 
contribution becomes non-negligible (~1-2 kcal mol-1) for 
systems where solvation induced changes in geometry 
and/or vibrational frequencies are significant. However, for 
the systems examined in this study, including vibrational 
corrections in the free energies of solvation did not 
necessarily improve accuracy. Further studies are necessary 
to establish the generality of these findings.  
 Additionally, we compared the accuracy of pKas and 
reduction potentials calculated directly within the SMD 
dielectric continuum model, and via a thermodynamic cycle 
against the calculation of 117 pKas and 42 reduction 
potentials in water and DMSO encompassing a broad range 
of species. The study showed that both approaches generally 
give very similar results (0.5 kcal mol-1 or 0.4 pKa unit) 
which is well within the mean accuracy of the pKa and 
redox potential calculation protocols. We reasoned that the 
source of agreement is due to the relatively small change in 
geometries associated with solvation displayed by the 
solutes in the test set. We further demonstrated for amino 
acids where the solution phase geometries differ appreciably 
from the gas phase, that carrying out high-level single-point 
calculations directly in the continuum model on the solution 
phase species give rise to pKas that are in better agreement 
with experiment.  
 Accordingly, the present results indicates that direct 
calculation of free energies in the SMD model, at least in the 

case of pKas and reduction potentials, is generally a reliable 
approximation to corresponding thermodynamic cycle 
calculations. Additionally, when solution phase structure 
differs appreciably from the gas phase, the direct approach is 
shown to provide improvement compared to the 
thermodynamic cycle calculations presumably because the 
high-level energy corrections are focused on the actual 
solution phase species involved in the dissociation process. 
It is of interest to examine the generality of these results 
with respect to the calculation of reaction barriers, as well as 
for other continuum solvation models, which we are 
currently investigating. 
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