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We have performed a first-principles study of the p- and n-type conductivity in CuIn1−xGaxSe2 due to native point defects, based

on the HSE06 hybrid functional. Band alignment shows that the band gap becomes larger with x due to the increasing conduction

band minimum, rendering it hard to establish n-type conductivity in CuGaSe2. From the defect formation energies, we find that

In/GaCu is a shallow donor, while VCu, VIn/Ga and CuIn/Ga act as shallow acceptors. Using total charge neutrality of ionized

defects and intrinsic charge carriers to determine the Fermi level, we show that under In-rich growth conditions InCu causes

strongly n-type conductivity in CuInSe2. Under increasingly In-poor growth conditions, the conductivity type in CuInSe2 alters

to p-type and compensation of the acceptors by InCu reduces, as also observed in photoluminescence experiments. In CuGaSe2,

the native acceptors pin the Fermi level far away from the conduction band minimum, thus inhibiting n-type conductivity. On

the other hand, CuGaSe2 shows strong p-type conductivity under a wide range of Ga-poor growth conditions. Maximal p-

type conductivity in CuIn1−xGaxSe2 is reached under In/Ga-poor growth conditions, in agreement with charge concentration

measurements on samples with In/Ga-poor stoichiometry, and is primarily due to the dominant acceptor CuIn/Ga.

1 Introduction

CuIn1−xGaxSe2 (CIGS) is a I-III-VI2 semiconductor com-

pound, where 0 ≤ x ≤ 1 denotes the Ga-to-In ratio. Thus,

it can be considered a semiconductor alloy of CuInSe2 (CIS)

and CuGaSe2 (CGS). Both adopt the body-centered tetrago-

nal chalcopyrite structure, characterized by space group I4̄2d,

in their ground state. CIGS is of particular interest as the ab-

sorber material in thin-film photovoltaic cells, as it has a very

high optical absorption coefficient1. Moreover, photovoltaic

cells based on polycrystalline CIGS hold record conversion

efficiencies in the category of thin-film cells, currently already

exceeding 20%, both on glass substrates and on flexible sub-

strates2,3. Photoluminescence spectra of CIS and CGS, e.g. in

Refs. 4–6, are used to study the mechanisms behind the con-

ductivity in these materials. The photoluminescence spectra

show three separate donor-acceptor transitions in Cu-rich sam-

ples, but a single, broadened peak in Cu-poor samples. In the

latter case, the peak is asymmetric and subject to a red-shift

as the sample is made more Cu-poor. From these observa-

tions, the conclusion can be drawn that potential fluctuations

are present in Cu-poor samples, caused by a strong compen-

sation of acceptors and donors. On the other hand, there is

much less compensation in Cu-rich samples. In these sam-

ples, the intensity of the peak due to the most shallow accep-
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tor decreases with an increasing amount of Cu, whereas that

of the peak due to the second acceptor increases. The third

peak, due to the least shallow acceptor, keeps more or less a

constant intensity. In addition, the hole concentration is found

to increase with the stoichiometry [Cu]/ [In] and [Cu]/ [Ga] in

CIS and CGS respectively6,7. The measured hole concentra-

tion increases likewise with the Ga-to-In ratio, while there is

also a difference in freeze out behavior8,9. Ref. 9 shows a

charge carrier freeze out of less than one order of magnitude

upon cooling from 500 to 50 K in CGS, while in CIS it is

around two orders of magnitude. Although these experimen-

tal studies clearly give important information about the effect

of the experimental growth conditions, they do not produce

atomic-scale information of the point defects that give rise to

the observed conductivity. For this purpose, first-principles

calculations, based on the density functional theory (DFT)

formalism, prove useful. From first-principles, C. Persson et

al.10 have found a strong tendency (in terms of the formation

energy of the defect) to form the InCu antisite defect in CIS

and the GaCu antisite defect in CGS, under Se-poor growth

conditions. On the other hand, in publications by S.-H. Wei

et al.11,12, under similar growth conditions, the InCu and GaCu

antisite defects as point defects (i.e. not present in clusters with

other defects) are predicted to be much less prevalent. In the

latter case, the question arises how to explain the n-type con-

ducting CIS observed experimentally1. The aforementioned

first-principles studies make use of the local density approx-

imation (LDA) to DFT, an approach with significant limita-
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tions for studying semiconductor materials. Namely, the band

gaps of semiconductors (and insulators as well) are systemati-

cally underestimated13. As described in Ref. 10, calculations

of defects within LDA require several a posteriori corrections.

To overcome the band gap problem in a more natural way,

we employ the hybrid functional method (i.e. combining DFT

with exact exchange from the Hartree-Fock method, at short

distances) in our calculations, more specifically the HSE06

functional14. For similar reasons, the HSE06 functional has

previously been employed in first-principles studies on CIGS

by L. E. Oikkonen et al.15, J. Pohl et al.16 and B. Huang et

al.17. We start our study elaborating on how the band gap

changes from around 1.0 eV for CIS to 1.7 eV for CGS (as

measured in optical measurements, e.g. in Ref. 18), by consid-

ering the band alignment of CIS, CGS and intermediate com-

pounds. The band alignment is directly related to the study of

point defects, as the formation energies of charged defects de-

pend on the Fermi level in the band gap (due to the exchange

of electrons with the reservoir at the Fermi level). If a rise of

the conduction band minimum (CBM) is the main contribu-

tion to the larger band gap - as we will demonstrate is the case

upon increasing x in CIGS - then it becomes harder to establish

n-type doping. To determine which point defects are respon-

sible for the conductivity, we have calculated the formation

energies of several point defects, both vacancies and antisite

defects. These calculations predict both shallow donors and

acceptors with low formation energies. Therefore, the conduc-

tivity type and charge concentration is highly sensitive to the

chemical growth conditions. We use the formation energies

to predict the conductivity type and to give an estimate of the

free charge carrier concentration under different conditions.

In order to do this, we solve the self-consistent dependence,

through charge neutrality, of the Fermi level and the defect

concentrations that follow from the formation energies. This

approach is rarely followed in other first-principles studies of

defects, but in the case of CIGS it has also been attempted by

C. Persson et al. based on formation energies obtained within

LDA10. Also, J. Pohl et al. give a qualitative estimation of the

Fermi level - namely the level where the formation energies

of the dominant acceptor and donor are equal, but did not cal-

culate the corresponding free charge carrier concentration16.

The determination of the Fermi level allows us to resolve the

questions raised by the experiments. Namely, which native

point defects are at play in the different cases and how can

the similarities and differences between CIS and CGS be ex-

plained.

2 Methodology

2.1 Band alignment as a function of Ga-to-In ratio

First, we aim to set the band structures of CIS, CGS and inter-

mediate compounds on a common energy scale. This band

alignment does not directly follow from the DFT calcula-

tions, as these do not use an absolute energy level. Therefore,

several techniques for band alignments have been developed,

among which we have applied and compared two different

ones, viz. (i) an alignment via slabs and (ii) an alignment using

the branch-point energy. The former method, also described in

Ref. 19, relies on the construction of a slab that is sufficiently

thick, so the potential within the slab can be linked to the po-

tential in the bulk material. We have found that for CIGS the

slab consisting of 9 atomic layers, terminated on both sides by

the (001) planes consisting of Cu and In/Ga and surrounded

by an amount of vacuum of twice the thickness of the slab,

meets this requirement. The main advantage of the alignment

via slabs is that it contains an absolute reference: the potential

in vacuum, hence also giving the electron affinities. The other

method, using the concept of the branch-point energy (EBP),

was proposed by A. Schleife et al.20 and solely relies on the

band structures of the bulk materials. The EBP is calculated

as an average of the electronic eigenvalues over the Brillouin

zone, defined in Ref. 20.

2.2 Native point defects

As we have discussed in the Introduction, photoluminescence

spectra show that the cation (Cu, In, Ga) stoichiometry plays

a major role in the properties of the native defects in un-

doped CIGS. This is our rationale to compute the point de-

fects related to a varying stoichiometry of the cations, in CIS

and CGS. Hence, for CIS (CGS) we compute the vacancy

defects VCu (idem) and VIn (VGa) and the antisite defects

CuIn (CuGa) and InCu (GaCu). We proceed as follows: first

we briefly review the formalism needed to calculate the for-

mation energy of point defects from first-principles (see also

e.g. Refs. 10,11,21), thereby elaborating on the important role

of the chemical potentials of the exchanged atoms. Then, we

sketch how this enables us to determine the Fermi level self-

consistently, from overall charge neutrality. This is used to

estimate the conductivity type and free charge concentration

as a function of the growth conditions.

2.2.1 Formation energy, transition levels. The forma-

tion energy of defect D in charge state q, E f (D,q), a Gibbs

free energy, is defined as10,21

E f (D,q) = Etot (D,q)−Etot (bulk) +∑
ν

nν µν

+q
(

EV BM + EF + ∆V (q)
)

. (1)

2 | 1–11

Page 2 of 11Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



In this expression, Etot (D,q) is the total energy of the super-

cell containing the defect and Etot (bulk) is the total energy of

the bulk supercell (i.e. without defect). In the third term, µν

are the chemical potentials of the exchanged atoms. The abso-

lute value |nν | is the number of exchanged atoms of element

ν ; furthermore if the atoms are added nν < 0, in case they are

removed nν > 0. For charged defects, the last term takes into

account the exchange of electrons with the electron reservoir

at the Fermi level EF (q < 0 if they are added to the supercell

and q > 0 if they are removed), referenced to EV BM , the top of

the valence band of the bulk cell. Finally, ∆V (q) is the differ-

ence in reference potential of the supercell without defect and

with defect. J. L. Lyons et al. have studied several corrections

for the effects of the finite size supercell and have reported

the correction scheme based on ∆V (q) to be consistent with

other correction schemes, such as the Madelung correction22.

From Eq. 1, it follows thus that the formation energies of the

defects are linear functions of EF . The Fermi level at which

the formation energy functions of different charge states q and

q′ of a certain defect intersect, is called the transition level

ε (D,q/q′). From Eq. 1 it follows this transition level can be

calculated as

ε(D,q/q′) =
Etot(D,q)−Etot(D,q′) + q∆V (q) −q′∆V (q′)

q′−q

−EV BM . (2)

The transition levels relative to the valence and conduction

band determine the electrical activity of the defect state.

2.2.2 Chemical potential range. The chemical poten-

tial µν of element ν in the crystal is the free energy of the

atoms of this element in the reservoir in contact with the sys-

tem. As such, the chemical potentials depend on the exper-

imental growth conditions. The chemical potential can be

rewritten as the sum of the chemical potential of the elemen-

tal phase (µelem
ν ) and a deviation ∆µν , where a more negative

∆µν means ν-poorer growth conditions. In thermodynamic

equilibrium, the deviations are subject to three constraints10.

1. In order to avoid precipitation of the elemental phase, all

µν ≤ µelem
ν ; this means for e.g. CIS: ∆µCu ≤ 0 , ∆µIn ≤

0 , ∆µSe ≤ 0.

2. The formation of a stable compound requires that the sum

of the ∆µν equals the heat of formation ∆H f , i.e. the dif-

ference of total energy of a compound and the energy of

the constituent atoms in their elemental phase. For CIS

this translates to: ∆H f (CIS) = ∆µCu + ∆µIn + 2∆µSe.

3. The formation of competing phases also lays a restric-

tion on the accessible chemical potential range. In case

of CIS (CGS), the competing phases we take into ac-

count are Cu2Se (idem), CuSe (idem), InSe (GaSe) and

the ordered defect compound CuIn5Se8 (CuGa5Se8). The

respective space groups of these compounds are Fm3̄m

(cubic), P63/mmc (hexagonal), P63/mmc (hexagonal)

and P4̄ (tetragonal)23,24. As an example, the competi-

tion of Cu2Se leads to the constraint 2∆µCu + ∆µSe ≤
∆H f (Cu2Se).

By applying these constraints we can construct the accessi-

ble chemical potential range, for a ternary compound the so-

called called the stability triangle, shown in Fig. 1 as a func-

tion of ∆µCu and ∆µIn/Ga. The third chemical potential, ∆µSe,

is a dependent variable, as follows from constraint No. 2. All

calculations used to obtain the stability triangles have been

performed with the HSE06 functional. It can be observed in

Fig. 1 that the chemical range for which CIS and CGS are

formed is quite broad. This characteristic of CIGS has also

been confirmed experimentally25. Overall, we see many simi-

larities with previous theoretical results, e.g. in Refs. 10,12.

But, compared with Refs. 10,12, we obtain a better agree-

ment of ∆H f (CIS) and ∆H f (CGS) with experiment, due to

the accurate calculation of total energies with the HSE06 func-

tional. Theoretically, we find ∆H f (CIS) = −3.07 eV and

∆H f (CGS) = −4.00 eV, consistent with the experimental val-

ues of −2.77 eV and −3.29 eV respectively26. A second

important difference with Ref. 12 is our result that InSe and

GaSe do not put an extra restriction on the formation of CIS

and CGS, according to Fig. 1. For these compounds we can

likewise demonstrate a good correspondence between our re-

sults ∆H f (InSe) = −1.38 eV and ∆H f (GaSe) = −1.28 eV

and the experimental values −1.63 eV and −1.10 eV respec-

tively27,28.

2.2.3 Self-consistent determination of the Fermi level.

In semiconductor systems, in which both donors and acceptors

are present and have similar formation energies, it is important

to determine the position of the Fermi level self-consistently,

from charge neutrality (i.e. conservation of total charge). This

charge neutrality is expressed by the balance p+N∗
D = n+N∗

A

between the hole and electron concentrations p and n and the

concentrations of excess charges of ionized donors and accep-

tors N∗
D and N∗

A. The hole and electron concentrations follow

from the following integrals of the product of the DOS, D(E),

and the Fermi-Dirac distribution29

p =

EV BM
∫

−∞

D(E)
1

1 + exp [(EF −E)/(kBT )]
dE ,

n =

+∞
∫

ECBM

D(E)
1

1 + exp [(E −EF)/(kBT )]
dE , (3)

where EV BM and ECBM are the VBM and CBM. We solve

these integrals numerically, using the DOS shown in Fig. 3.

1–11 | 3

Page 3 of 11 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



Page 4 of 11Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



Page 5 of 11 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



Page 6 of 11Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



tion bands are primarily made up of In-5s/Ga-4s and Se-4p.

The Se-4s and Ga-3d/In-4d states lie deeper in the band struc-

ture and are therefore not shown in the figure. The DOS is

used further on in this article in the calculation of the net con-

centration of free charges.

In Fig. 3, the VBM of CIS and CGS was quite arbitrar-

ily set to 0 eV, so the band structures were not aligned. To

accomplish the alignment, we compare the result using slabs

and using the EBP, first focussing on the limiting compounds,

CIS and CGS. The results can be found in Fig. 4 (a) and (b).

The two different methods for band alignment give consis-

tent results, with a limited difference in offset of less than 0.1

eV between the VBM in CIS and that in CGS. In this way,

the well-established alignment based on slabs justifies the ap-

plication of the EBP-based method to also treat intermediate

x = 0.25, 0.5, 0.75, as shown in Fig. 4 (c). The alignment

between the adjacent compounds is of the so-called straddling

type (type-I). Furthermore, the VBM alters much less with x

than the CBM. This is related to the character of the bands,

namely upon replacing In with Ga the lower conduction bands

containing In-5s character are naturally more affected than the

upper valence bands mainly consisting of Cu-3d and Se-4p.

Our result confirms - based on accurate calculations using the

hybrid functional - the earlier band alignment of CIS and CGS

by S.-H. Wei and A. Zunger40, obtained within the LDA, ap-

plying a rigid shift based on the experimental band gaps to

treat the band gap problem. Finally, we wish to draw attention

to the EBP itself. In compounds with low x, the EBP is found to

be located close to the CBM, and it even lies within the con-

duction band in case of CIS. This means that there are donor-

like surface states nearby the CBM, similar to e.g. in InN41.

It provides a possible explanation for the experimentally ob-

served n-type conductivity at the surface of CIGS with low x,

resulting in a type-inversion of the surface compared with the

usually p-type interior42. In Ref. 42, it is concluded - from the

stoichiometry of the surface - that the type-inversion is due to

the formation of the ordered defect compound CuIn3Se5. This

proposed separate phase at the surface has however not been

observed with direct methods such as X-ray diffraction, more-

over its effect has been estimated to be insufficient to account

for the observed type-inversion43. Instead, other models have

been proposed to explain the type-inversion, including donor

defects due to dangling bonds44 and a barrier for holes due to

surface reconstruction45. In addition to, or as an alternative

for these proposed models, our calculation of the EBP show n-

type behavior at the CIS surface, independent of the structural

details of the surface.

3.2 Native point defects

Within the hybrid functional method, we have obtained the

formation energies shown in Fig. 5, in which only the forma-
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Fig. 4 Comparison of the band alignment (VBM in blue, CBM in

red) obtained by (a) slab calculations and (b) by using the EBP,

showing that both results are in good agreement. In (a) the vacuum

potential level is set to 0 eV, while in (b) this is the case for the EBP

(green line). The alignment method based on the EBP is extended to

compounds with x = 0, 0.25, 0.5, 0.75, 1 in (c). The band gaps

(Eg) of the different compounds are also added to the plots.

tion of the preferred charge state (with lowest formation en-

ergy) is plotted. The formation energies are a function of EF ,

which is referenced to the VBM, i.e. EF = 0 corresponds to the

VBM and EF = Eg to the CBM. As we have established be-

fore, the formation energies depend on the chemical potentials

of the constituent elements, within an allowed range (shown

in Ref. 1). In CIS and CGS, the two most distinct regimes are

In/Ga-rich and In/Ga-poor. Therefore, we initially focus on

a few characteristic examples, afterwards discussing the con-

ductive properties in the entire existence region of the host

materials. The transition levels between the charge states of

a specific defect are of course not dependent on the chemi-

cal potentials. In case of InCu and GaCu, the q = +2 charge

state has the lowest formation energy, therefore these defects

donate 2 electrons. The transition to the neutral charge states

(q = 0) takes place at EF > Eg (referenced to the VBM), so

InCu and GaCu act as shallow donors. The other defects act as

acceptors, since the negative charge state has the lowest for-

mation energy. The vacancies VCu and VIn/Ga prefer to be in

charge states q = −1 and q = −3, respectively. The antisite

defect CuIn in CIS has q = −2 as its preferred charge state for

all EF in the band gap, while its equivalent in CGS, CuGa, has

a very shallow transition ε (CuGa,−1/−2) = 0.017 eV. All
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Fig. 5 Formation energies (eV) of the preferred charge states of VCu

(idem), VIn (VGa), CuIn (CuGa) and InCu (GaCu) in CIS (CGS), as

function of the Fermi level between VBM and CBM. The charge

states are listed near the curves, while the transition levels are

indicated by solid dots. ESC
F , represented by a dashed vertical line, is

determined through charge neutrality. For CIS, we distinguish

between (a) In-rich conditions (∆µCu,∆µIn) = (−0.2,−0.15) eV

and (b) In-poor conditions (∆µCu,∆µIn) = (−0.5,−2.5) eV.

Similarly, for CGS we compare (c) Ga-rich conditions

(∆µCu,∆µGa) = (−0.2,−0.15) eV with (d) Ga-poor conditions

(∆µCu,∆µGa) = (−0.5,−3.0) eV.

acceptor states are shallow, since the transition to q = 0 oc-

curs for EF < 0.

In general, there are significant differences between our re-

sults and previous results by other authors, obtained by calcu-

lations based on the LDA. There is a consensus on VCu be-

tween Refs. 10–12 and our results, but the other acceptor-type

defects VIn/Ga and CuIn/Ga are predicted to be deep in Refs.

11,12. Similarly, the donor-type defects In/GaCu are reported

to be deep in both Ref. 10 and Refs. 11,12 and in the lat-

ter the formation energy of these defects is also quite high.

We expect that these differences show the limitations of LDA

both in predicting the defect formation energies and the transi-

tion levels, which have been thoroughly discussed in Ref. 46.

Our results have in general closer agreement with the hybrid

functional results in Ref. 16. However, in the latter the au-

thors report that CuIn/Ga are deep acceptors, again raising the

question how the p-type conductivity is maintained and even

increases in Cu-rich samples. Another point of disagreement

is their considerably higher formation energy of VIn/Ga com-

pared with our values. As a consequence, they expect only two

acceptor levels to be detected in experiment, whereas in sev-

eral experiments three acceptors are found, as we have men-

tioned in the Introduction.

Since there are both shallow acceptors and donors - with

low formation energy - present in CIGS, the chemical poten-

tials of the elements (the growth conditions) play a determin-

ing role. Under increasingly In/Ga-rich conditions (or equiv-

alently Se-poor as ∆µCu also becomes small due the chemi-

cal potential range presented in Fig. 1), the formation energy

of the donor In/GaCu decreases. As a result, the Fermi level

following from charge neutrality is pushed above E i
F . An ex-

ample for CIS in this regime is depicted in Fig. 5 (a), where

ESC
F = 0.93 eV, yielding strongly n-type conditions, with net

concentration of electrons of n− p = 1.9 · 1017 cm−3 at 300

K. In In/Ga-poor conditions the formation energy of In/GaCu

rises, while the formation energy of the acceptors VIn/Ga and

CuIn/Ga lowers, enhancing the formation of these acceptors.

Maximum p-type conditions are thus, within the attainable

chemical potential range in CIS, met around (∆µCu,∆µIn) =
(−0.5,−2.5) eV. These growth conditions yield the formation

energies plotted in Fig. 5 (b). The resulting self-consistently

determined Fermi level is ESC
F = 0.033 eV, with a net concen-

tration of holes amounting to p−n = 9.8 ·1019 cm−3 at 300 K.

In contrast with CIS, n-type conductivity in CGS is limited by

the acceptor-type defects. They require significantly less for-

mation energy if EF lies above midgap in the wider-gap com-

pound (Eg = 1.72 eV), thus pinning ESC
F far from the CBM.

We find that in the Ga-rich conditions in Fig. 5 (c) ESC
F = 1.1

eV, resulting in a free electron concentration of merely n− p =
1.9 ·109 cm−3. Similarly to CIS, maximum p-type conditions

in CGS are reached around (∆µCu,∆µGa) = (−0.5,−3.0) eV,

giving the results in Fig. 5 (d), for which ESC
F = 0 eV is found

from charge neutrality. Under even more Ga-poor conditions,

ESC
F remains pinned at 0 eV; the corresponding net hole con-

centration at 300 K is p−n = 7.8 ·1019 cm−3.

From the study of the formation energies and resulting ESC
F ,

we can draw a few important conclusions. First, the donors

InCu and GaCu are prevalent. In particular InCu causes strong

n-type conductivity in CIS in In-rich conditions. In addition to

this, InCu and GaCu compensate to a large extent the acceptors.

This results in potential fluctuations, measured via photolu-

minescence in Refs. 4,5 in In-rich samples. The fluctuating

potentials are reduced in In-poor samples, in agreement with

the increasing formation energy of InCu and GaCu. Moreover,

our results support the conclusion that the most shallow ac-

ceptor measured via photoluminescence in Ref. 6 corresponds

to VCu, the second acceptor to CuIn/Ga and the least shallow

acceptor to VIn/Ga. Namely, under increasingly Cu-poor con-

ditions at fixed ∆µIn/Ga, we find that the formation energy of

VCu increases (also taking into account changes in ESC
F ), while

the formation energy of CuIn/Ga increases and that of VIn/Ga

8 | 1–11
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Fig. 7 The charge carrier concentration p−n (cm−3), on a

logarithmic scale, as a function of 1000/T with T the temperature in

K, thus representing the charge carrier freeze out between 500 K and

50 K. The chemical potential deviation for Cu is chosen

∆µCu = −0.3 eV in all cases, while we show the dependence on the

chemical potential of In and Ga. The freeze out in CGS remains

constant within the range ∆µGa = (−2.95±0.55) eV due to the

pinning of ESC
F at the VBM, whereas for CIS we find a strong

difference between e.g. ∆µIn = −2.35 eV and ∆µIn = −2.05 eV.

dicted difference in magnitude of the freeze out between CIS

and CGS corroborates experimental studies, such as Ref. 9.

The important effect of the chemical growth conditions on the

freeze out in CIS can be linked to the variety in freeze out

behavior in different experimental studies9,50,51.

4 Conclusions

We have obtained a good agreement with the experimental

band gaps of CIS and CGS by using the hybrid HSE06 func-

tional, with slightly enhanced intermixing of Hartree-Fock ex-

change interaction. From a band alignment of CIGS com-

pounds using the branch-point energy concept, we conclude

that the band gap mainly opens with increasing Ga-to-In ratio

due to the rise of the conduction band minimum. This already

indicates that the properties of p-type conductivity are simi-

lar in CIS and CGS, but n-type conductivity is much harder

to establish in CGS. We have investigated the conductivity in

undoped CIS and CGS by calculating the formation energy of

native point defects in thermodynamic equilibrium. Our cal-

culations show that In/GaCu is a shallow donor, while VCu,

VIn/Ga and CuIn/Ga act as shallow acceptors. Then, we have

determined the Fermi level in the band gap - related to the

exchange of electrons with charged defects - from charge neu-

trality, yielding the net free charge carrier concentration. The

ionized defect concentrations were obtained by a Boltzmann

distribution of the formation energies and the electron and hole

concentrations were calculated from the density of states of

CIS and CGS. This analysis reveals that the native donor InCu

leads to strongly n-type conductivity in CIS in In-rich growth

conditions. Under In-poor growth conditions the conductiv-

ity in CIS alters to p-type, while there is still compensation

between donor and acceptor type defects (also found in ex-

periment, i.a. Refs. 4,5). It diminishes under increasingly In-

poor conditions as the formation energy of InCu goes up. In

CGS, in contrast to CIS, we find a very low net concentration

of electrons in n-type conditions (below 1011 cm−3), owing

to the Fermi level being pinned far away from the conduc-

tion band minimum by the native acceptors. This corroborates

the absence of undoped, n-type CGS in experiments. On the

other hand, CGS shows strong p-type conductivity (concen-

trations of 1018 to 1020 cm−3) in a wider chemical potential

range than CIS. Accordingly, a higher hole concentration is

measured with increasing Ga-to-In ratio8. Finally, our cal-

culations lead to the conclusion that CuIn/Ga is the principal

acceptor, with the lowest formation energy in CIS and CGS

grown under In- and Ga-poor conditions. This explains why

the hole concentration in experiment is found to be higher in

samples with an In- and Ga-poor stoichiometry6,7.
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