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PICVib: An Accurate, Fast and Simple Procedure to 

Investigate Selected Vibrational Modes. Evaluating 

Infrared Intensities 

Marcus V. P. dos Santos, a Yaicel G. Proenza, a and Ricardo L. Longo, a*  

The generalization of the PICVib approach [M. V. P. dos Santos et al., J. Comput. Chem. 

2013, 34, 611] for calculating infrared intensities is shown to be successful and to preserve all 

interesting features of the procedure such as easiness of implementation and parallelization, 

flexibility, treatment of large systems and at high theoretical levels. It was tested and validated 

for very diverse molecular systems: XH3 (D3h), YH4 (D4h), conformers of RDX, SN2 and E2 

reaction product complexes, [W(dppe)2(NNC5H10)] complex, carbon nanotubes, and hydrogen-

bonded complexes (H2O···HOH, MeHO···HOH, MeOH···OH2, MeOH···OHMe) including 

guanine-cytosine pair. The PICVib has an excellent overall performance for calculating 

infrared intensities of localized normal modes and even mixed vibrations, whereas care must 

be taken for vibrations involving intermolecular interactions. DFT functionals are still the best 

combination with high level ab initio methods such as CCSD and CCSD(T). 

 

 

1. Introduction 

Despite being one of the oldest methods of molecular 
spectroscopy, infrared (IR) is still one of the most important 
techniques for quantification and characterization of molecules 
and materials, mainly because of its appealing features and 
wide range of samples and analyses.1−7 For instance, vibrational 
frequencies of functional chemical groups are well 
characterized and transferable, thus resulting in prompt IR 
spectral assignments and interpretations. Noteworthy that in 
many instances only the values of the vibrational frequencies 
are not sufficient to unambiguously assign the spectrum, so the 
intensities of the IR transitions become indispensable. 
However, IR intensities are more difficult to estimate and 
require more elaborate models based on atomic charges and 
charge fluxes parameters.8 In fact, atomic charges and charge 
fluxes deduced from infrared intensities have been successful in 
describing intramolecular effects9−10 such as back donation and 
inductive effects as well as intermolecular ones.11−12 Currently, 
three models have been employed to estimate, interpret and 
even predict IR intensities, namely, the charge-charge flux-
overlap (CCFO) model13 and its modification (CCFOM)14−16 
based on the decomposition of the atomic polar tensor;17 the 
equilibrium charges charge-fluxes (ECCF) model18−19 based on 
electro-optical parameters that has also shown to be expressed 
in terms of the atomic polar tensors;20−21 and the atomic charge-
charge flux-dipole flux (CCFDF) model,22−23 which includes 
atomic charges, charge fluxes and dipole fluxes contributions.16 
These models are important in the interpretation of IR 
intensities in terms of atomic charges and their fluxes, however, 
they are limited to planar and linear molecules. Regarding 
quantum chemistry methods, the IR intensities can be 
calculated from the derivative of the dipole moment 
components with respect to the nuclear displacements.24−26 
Usually, these calculations require better basis sets, including 
diffuse functions, and inclusion of electronic correlation when 
compared to the calculations of vibrational frequencies.25,27-29 

In most applications, not all frequencies and intensities are 
required, thus the PICVib (Procedure for Investigating 
Categories of Vibrations) approach was developed to perform 
fast and accurate calculations of selected vibrational 
frequencies.30 This is an alternative procedure to, for instance, 
the quantum-chemistry-centered normal coordinate analysis 
(QCC-NCA),31−33 the partial Hessian vibrational analysis 
technique,34,35 the transfer of vibrational properties from small 
model systems to systems with a repeated structural motif36,37 
such as polypeptides,38,39 and the mode-tracking algorithm.40−42 
However, only the latter approach can be used in any molecular 
system with a wide range of computational methods.43−48 In 
fact, an intensity-tracking scheme was developed and validated 
to efficiently converge only intense normal modes.49 The mode-
tracking approach employs a subspace iteration technique that 
requires predefined guesses for the relevant modes and the 
(numerical) calculation of a subspace of the Hessian matrix for 
each tracked mode. It has been implemented in the AKIRA 
meta-program interfaced to several quantum chemistry 
programs.40,43 Comparatively, the PICVib approach is simpler 
because it employs a low-level calculation of all normal modes 
that are used in selecting the frequencies of interest as well as to 
provide the displaced geometries along these selected normal 
modes. It requires practically no programming and can be used 
with any electronic structure method available in all quantum 
chemistry programs. The main approximation in the PICVib 
method is the assumption of identical normal modes in low- 
and high-level methods. This assumption was validated for a 
wide range of molecular systems and vibrational frequency 
values providing fast and accurate results when compared to the 
eigenvalues of full Hessian analytical matrices. The accuracy of 
this approach was related to the closeness of the equilibrium 
structures and normal modes calculated at the high- and low-
level methods. In addition, wavefunction instability, when 
present, can affect the accuracy of the results, so the PICVib 
approach can be employed as a probe to the stability of the 
wavefunction of both levels (high and low) of theory. A natural 
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step is thus the generalization of PICVib to perform IR intensity 
calculations with the same accuracy and computational 
demand. A proper choice of the calculation levels provides 
accurate IR intensities that can also be used to select vibrational 
transitions of interest, usually the most intense ones, similarly 
to the intensity-tracking scheme.49 For high-level ab initio 
methods, the computational demand increases steeply, so the 
PICVib approach becomes an important tool to provide 
accurate vibrational frequencies at the cost of single point 
energy calculations. Validation of the IR intensities calculated 
within the PICVib approach was performed for similar 
molecular systems used in the development of PICVib, namely, 
XH3 (D3h) with X = B, Al, Ga, N, P, As, O, S and Se, YH4 (D4h) 
with Y = C, Si and Ge, conformers of RDX, SN2 and E2 
reaction product complexes, [W(dppe)2(NNC5H10)] complex, 
carbon nanotubes, and hydrogen-bonded complexes including 
guanine-cytosine pair.30 The performance of the PICVib 
approach was also excellent for IR intensities and its 
generalization to Raman intensities, anharmonicities, and solid 
state systems is currently under development. 
 

2. Computational methods 

2.1 The PICVib (Procedure for Investigating 

Categories of Vibrations) Approach 

The PICVib approach explores the weak dependence of the 

normal modes on the level of theory.30 Briefly, from the 

equilibrium structure obtained at a desired high level of theory, 

the PICVib approach performs a simpler and feasible 

calculation of all normal modes and uses these normal modes to 

generate four displaced structures (±0.001 and ±0.01 Å) along a 

selected normal mode, αQ  The energies of each displaced 

structure, )( αQE , are calculated at the desired level of theory 

and used to determine the force constant from a second-order 

polynomial fit to the energy, 
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with αm  being the reduced mass (in amu) of the selected 

normal mode α and )(
2
α

b  in mdyn Å−1 to yield αν  in cm−1. 

 

2.2 The PICVib Approach for Infrared 
Intensities 
 

Within the mechanic and electric harmonic approximations, 

first order time-dependent perturbation theory, dipole 

approximation, and thermal averaging, the infrared absorption 

coefficient, αA , of a fundamental band associated with the 

normal mode α can be expressed as,24,26,50 
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where AN  is the Avogadro number, c  is speed of light, 
xµ , 

y
µ  and 

zµ  are the Cartesian components of the dipole moment. 

The infrared intensity of a particular transition can be obtained 

from the corresponding absorption coefficient and the 

experimental setup, namely, the intensity of the incident light, 

the molar concentration, and the optical path through the 

sample cell.26 However, in the electronic structure literature and 

many other sources,24-29 the absorption coefficient is commonly 

referred as infrared intensity, so we shall also refer the quantity 

calculated in eq. (4) as the intensity, αI , that is, αα ≡ AI . 

 Within the PICVib formalism, the partial dipole derivatives 

for the IR intensity can be determined by the following linear 

expansion, 
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set of five-point values. Notice that these points are the same 

used to calculate the energies and provide the force constant, 

eqs. (1) and (2). Thus, once the energy and dipole moment 

components are obtained at the same (single point) calculation, 

there is no additional cost to perform infrared intensity 

calculation. From the fitted coefficients, the partial dipole 

derivatives can be approximated as, 
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and the IR intensity αI  (in km mol−1) can be rewritten as, 
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for )(
,1
α
ia  in D Å−1 and the reduced mass αm  in amu. 

Analogously to the PICVib approach of vibrational 

frequencies,30 the IR intensity calculation requires only the 

reduced mass and the linear fitted coefficients ( )(
,1
α
ia ) for a 

selected normal mode α. For the IR intensities, this procedure 

requires all three partial derivatives of the dipole components (
)(

,1
α
xa , )(

,1
α
ya , )(

,1
α
za ), which means three linear fittings, eq. (5), 

instead of one quadratic fitting, eq. (2), for the force constant 

calculation. One the other hand, linear fittings are expected to 

be more accurate than quadratic ones. However, because the IR 

intensity is estimated by the fitted )(
,1
α
ia  terms squared, eq. (7), 

Page 2 of 13Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



Physical Chemistry Chemical Physics ARTICLE 

This journal is © The Royal Society of Chemistry 2012 J. Name., 2012, 00, 1-3 | 3  

the errors may be enhanced, resulting in worse estimates for the 

intensities than for the vibrational frequencies. 

 The PICVib approach30 use the notation method1:method2, 

where "method1" denotes the high-level quantum chemical 

method used to obtain the equilibrium molecular structure and 

to perform the single-point (energy and dipole moment) 

calculations for the displaced geometries, while "method2" is 

the least demanding method employed in the vibrational 

frequency calculation at the structure provided by "method1". 

 

2.3 Molecular Systems and Computational 
Procedures 
 

The systems used in the validation of the PICVib approach to 

vibrational frequencies30 were diverse and relevant, thus similar 

structures were employed in the present evaluation, which are 

depicted in Figure 1. This set includes systems with few atoms, 

namely, planar XH3 (D3h symmetry) with X = B, Al, Ga, N, P, 

As, O, S, and Se and planar YH4 (D4h symmetry) with Y = C, 

Si, and Ge closed-shell molecules (Figures 1a and 1b). The XH3 

systems can be neutral or cationic according to the central 

atom, whereas the YH4 systems are neutral. The selected 

normal modes used for infrared intensities calculations involve 

the out-of-plane motion of the central atom. The equilibrium 

structures were obtained with the B3LYP,51 MP2,52 CCSD and 

CCSD(T) methods53 employing 6-311+G(2d,p) basis sets.54 

The Cartesian coordinates of the normal modes were 

determined at the following theoretical levels: AM1/PM6 

(PM655 was employed when the AM1 method56 had no 

parameters for the central atom), B3LYP, MP2, and CCSD also 

with 6-311+G(2d,p) basis sets. The PICVib calculated IR 

intensities were compared to those obtained by analytical 

(gradients and Hessians) methods at the corresponding 

theoretical level. Calculations with AM1/PM6, B3LYP, and 

MP2 methods were performed with the Gaussian 09 revision 

C.01 program,57 whereas those involving the CCSD and 

CCSD(T) methods were performed with the ACESII58 or 

CFOUR59 programs. For all SCF and CC calculations, the 

convergence criteria were 10−7 Eh and the default criteria of 

each program were employed in the geometry optimizations. 

The energy and dipole moment components (single point) of 

each displaced structures (0.0, ±0.001 and ±0.01 Å) were 

performed with the same program selected for the geometry 

optimization. 

 The PICVib approach was applied in the calculations of the 

IR intensities of three normal modes associated with the N=O 

stretch in four different conformers of RDX (1,3,5-trinitro-

1,3,5-triazacyclohexane)41, in Figure 1h. The PICVib method 

MP2:wB97XD/6-311++G(d,p) was used with the Gaussian 09 

revision C.01 program, and the results compared to the 

analytical MP2/6-311++G(d,p) IR intensities. 

 The intermolecular product complexes (Figures 1j and 1k) 

from the SN2 and E2 reactions61 between CH3COO– and 

CH3CH2Cl mediated by 1,4-phenylenedimethanol (BDM, 1,4-

OHCH2-C6H4-CH2OH) were studied with the PICVib approach 

at the MP2:PBE1PBE/6-31G(d) level using the Gaussian 09 

revision C.01 and NWChem 6.1.162 programs and validated 

with analytical MP2/6-31G(d) results. 

 Single-wall carbon nanotubes (SWNTs) with different sizes 

were also studied by the PICVib-intensity approach. More 

specifically, we investigated some relevant IR intensities of 

isolated (8,0)×3 and (11,0)×3 SWNTs (Figures 1l and 1m). The 

PICVib procedure employed the density functional based tight 

binding (DFTB)63 and B3LYP/STO-3G methods at the lower-

level and the B3LYP/6-31G(d) higher-level method within the 

Gaussian 09 revision C.01 program. 

 We have applied the PICVib approach in the study of 

selected IR intensities of the [W(dppe)2(
14N14NC5H10)] and 

[W(dppe)2(
15N15NC5H10)] isotopomer complexes, in Figure 1i. 

The structure was obtained at the B3LYP/LANL2DZ level and 

the two-layer ONIOM(B3LYP/LANL2DZ:PM6) method64 

provided the normal modes using [Mo(NNC5H10)(PC2H4P)2] as 

the model system for the low-layer.30,65 The PICVib approach 

employed this structure and calculated the dipole moments of 

the displaced structures at the B3LYP/LANL2DZ level. All 

calculations were performed with the Gaussian 09 revision 

C.01 program. 

 Vibrational frequencies and IR intensities of hydrogen-

bonded (H-bonded) systems such as water-water (HOH···OH2), 

water-methanol (MeOH···OH2 and HOH···OHMe), and 

methanol-methanol (MeOH···OHMe), depicted in Figures 1c-

1f, were studied at the CCSD(T) and MP2 levels of theory with 

6-311+G(d,p) basis sets. The vibrational frequencies and IR 

intensities of the O–H bonds and OH···O hydrogen-bonds were 

estimated by the PICVib procedure using several DFT 

functionals (B3LYP, PBE1PBE,66 M06-2X,67 and wB97XD68) 

to calculate the normal mode coordinates. The H-bonded base-

pair G-C (guanine-cytosine), Figure 1g, was investigated using 

three semiempirical methods (AM1, PM6 and PDDG69), DFTB 

and wB97XD functional in the low-level calculation and 

MP2/6-31++G(d,p) as the high-level method. The CCSD(T) 

calculations were performed with the ACESII and CFOUR 

programs and the remaining ones with the Gaussian 09 revision 

C.01 program. 

 For all these applications, the displacements along the 

selected normal modes were 0.0, ±0.001 and ±0.01 Å. The 

Gaussian and NWChem programs were slightly modified to 

increase the number of decimal figures printed for the Cartesian 

coordinates, energies and dipole moments to provide adequate 

numerical accuracy for the results. Simple computer programs 

based on Linux/Unix shell script as well as C/C++ were written 

to perform the PICVib analysis. These programs read the 

normal mode coordinates and the displacement values and 

provide the Cartesian coordinates of the structures along the 

normal mode for energy and dipole moment calculations in a 

format consistent with the chosen quantum chemistry program. 

These programs are available upon request by email to 

picvib.project@gmail.com. 
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 (a)  (b)  (c) 

 (d) 

 (e) 

(f) 
 (g) 

 (h) 

(i) 

(j) (k) 

(l) 
(m) 

Fig. 1. Molecular systems employed in the validation of the PICVib approach for IR intensities: (a) planar XH3 (X = B, Al, Ga, N, P, As, O, S, and Se, (b) planar YH4 (Y = C, 

Si, and Ge), (c) water-water (HOH···OH2), water-methanol (d) MeOH···OH2 and (e) HOH···OHMe, (f) methanol-methanol (MeOH···OHMe), (g) G-C (guanine-cytosine) 

base-pair, (h) RDX (1,3,5-trinitro-1,3,5-triazacyclohexane), (i) [W(dppe)2(NNC5H10)] complex, (j) MeCOOEt···BDM···Cl
–
, (k) MeCOOH···BDM···Cl

–
···H2C=CH2, (l) single-wall 

carbon nanotube (8,0)×3, and (m) single-wall carbon nanotube (11,0)×3. 
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3. Results and discussions 

As in the case of vibrational frequency calculations,30 the 

PICVib procedure has a very good overall performance to 

describe the IR intensities of several kinds of normal modes. 

Initially, it was validated for the out-of-plane modes 2A ′′  and

uA2  of XH3 (D3h) and YH4 (D4h) planar systems depicted in 

Figures 1a and 1b, respectively. These molecules and normal 

modes (positive or negative force constants), with IR intensities 

ranging from 82 to 750 km mol−1, were selected because they 

have unusually distorted electronic densities and thus providing 

stringent tests on the quality of the wavefunction and on the 

accuracy of the PICVib algorithm. In addition, because these 

are small systems their vibrational frequencies and IR 

intensities can be calculated analytically at higher theoretical 

levels such as CCSD(T). The PICVib approach provides IR 

intensities with an average accuracy of ca. 100% (Table S4 in 

the Supplementary Information) with respect to the analytical 

calculations (Table S2). In fact, the errors associated with the 

AM1/PM6 semiempirical methods are the same as those 

provided by DFT and MP2 methods. This is an interesting 

result because semiempirical methods have very small 

computational demand compared to DFT or ab initio methods. 

In fact, the largest error (0.1%) associated to the IR intensity 

calculation is for planar CH4 species at CCSD(T)/6-

311+G(2d,p) level. The GeH4 planar system was excluded from 

this error analysis because it has unstable wavefunction at 

several theoretical levels. The PICVib procedure is very 

accurate for predicting IR intensities of this set of compounds 

and an excellent probe to identify wavefunction instabilities. 

 RDX (1,3,5-trinitro-1,3,5-triazacyclohexane), illustrated in 

Figure 1h, is an important explosive whose vibrational 

spectrum is typically employed for characterization. It has been 

investigated quite extensively and its main conformers have 

been studied at the MP2 level.60 Because it has less localized 

normal modes than the XH3 and YH4 planar systems, it is a 

more stringent test on the performance of the PICVib 

procedure. The normal modes involving the N–O stretches 

were selected because they have a wide range of IR intensities, 

ca. 0-314 km mol−1, as presented in Table 1. These normal 

modes (see Figure S1) can involve up to three N–O 

asymmetrical stretches of the NO2 groups at distant regions of 

the molecule. Because the dipole moment is very sensitive to 

the bond stretch between heteroatoms, predictions of these IR 

intensities are not a trivial task.  

 Table S5 presents the vibrational frequencies of the three 

normal modes for the conformers of RDX and shows that the 

normal mode ν(N–O)(1) of AAE conformer presents the largest 

error. This is due to the RMSD (Root Mean Square Deviation) 

between the Cartesian coordinates of the MP2 and wB97XD 

normal modes being the largest one amongst this whole set of 

vibrations. 
 

Table 1. The IR intensities (km mol–1) of three normal modes for each RDX 
conformer. The value in parenthesis is the relative difference (in %) between 
the PICVib and the analytical IR intensities. 

 
PICVib 

MP2:wB97XD 
 

Analytical 
MP2 

Conformer 
ν(N–O) 

 (1) 
ν(N–O)  

(2) 
ν(N–O) 

(3) 
 

ν(N–O) 

(1) 
ν(N–O) 

(2) 
ν(N–O) 

(3) 

AAE 
55 

(−8.3) 
203 

(+11.5) 
269 

(−0.7) 
 60 182 271 

Twist 
74 

(−14.9) 
201 

(+5.8) 
279 
(0.0) 

 87 190 279 

EEA 
59 

(−28.9) 
220 

(+16.4) 
314 

(+6.1) 
 83 189 296 

EEE 
0  

(0.0) 
307 

(+5.9) 
307 

(+5.9) 
 0 290 290 

 
 However, in the case of IR intensities (Table 1) the largest 

errors are found for the EEA conformer, probably because the 

IR intensities depend on vector property (dipole moment 

components), and not only the RMSD values are important, but 

also the directions of these RMSDs. Thus, unbalanced 

discrepancies in the normal modes can generate displaced 

structures that lead to slightly different values of the dipole 

moment components, which are enhanced by the quadratic 

dependence of the IR intensities on the dipole derivatives. 

Despite these considerations, the PICVib procedure provided 

the correct trends for all these IR intensities even for a floppy 

system as RDX. 

 Because the PICVib procedure investigates selected modes 

individually, it has the feature of producing simplified versions 

of vibrational spectra, where only the normal modes of interest, 

for instance, the most intense transitions, are calculated and 

displayed. In Figure 2, the complete IR spectrum (with all 99 

vibrational transitions) of the intermolecular complex product 

(MeCOOEt···Cl–···BDM) from the SN2 reaction (Figures 1j 

and S2), calculated at the MP2/6-31G(d) level, is compared to 

only six normal modes calculated with the PICVib approach 

(see Table S6 in the Supplementary Information) at 

MP2:PBE1PBE/6-31G(d) level. 

 It can be seen that these six vibrational modes provide a 

clear picture of the IR spectrum with the most prominent 

features: C–O–H bending (ν16 and ν32) and O–H stretching of 

BDM (ν98 and ν99), C–O stretching (ν59) and C=O stretching 

(ν81) of ethyl acetate, with the ν16 mode being related to the 

interaction between Cl– and H–O of BDM.  

 Similarly, Figure 3 presents the complete  IR spectrum 

(with all 99 vibrational transitions) of the intermolecular 

complex product (MeCOOH···H2C=CH2···Cl–···BDM) from 

the E2 reaction (Figures 1k and S3) and compare it with the 

simplified ten normal modes calculated by the PICVib 

approach (Table S7). There are noticeable differences with 

respect to the product from the SN2 pathway, such as an extra 

O–H stretching band (ν98) related to acetic acid and peaks 

assigned to C–H bending (ν44 and ν48) and stretching (ν87) of 

ethene. 
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Figure 2. Simulations of the complete (left panel) and PICVib (right panel) IR spectrum of the SN2 product between acetate (CH3COO
–
) and chloroethane (CH3CH2Cl) 

mediated by BDM (1,4-OHCH2-C6H4-CH2OH, 1,4-phenylenedimethanol): MeCOOEt···BDM···Cl
–
. 

  

Figure 3. Simulations of the complete (left panel) and PICVib (right panel) IR spectrum of the E2 product between acetate (CH3COO
–
) and chloroethane (CH3CH2Cl) 

mediated by BDM (1,4-OHCH2-C6H4-CH2OH, 1,4-phenylenedimethanol): MeCOOH···BDM···Cl
–
···H2C=CH2. 

 The differences between these spectra could be used to 

characterize this reaction selectivity in gas-phase and thus 

provide information about the role of the BDM in these 

competitive reaction pathways. Regarding the accuracy of 

PICVib for computing IR intensities, its performance is very 

good with an unsigned average error smaller than 5.4% for 

intensities ranging from 10 to 855 km mol–1. As expected, the 

largest relative errors are related to the small intensity values 

(10-56 km mol–1) for which absolute errors of 2-9 km mol–1 can 

lead to relative errors up to 19%. 

 Single-wall carbon nanotubes (SWNTs) are another 

challenging system for ascertaining the performance of PICVib 

mainly because of their computational demand (nanoscaled 

systems) and widespread potential applications. Despite some 

inherent difficulties,70 two normal modes with E1u and A2u 

symmetries around 1590 and 850 cm–1 were detected with 

considerable IR intensities.52 Theoretical studies have shown a 

strong dependence between diameter/chirality of the SWNTs 

and the frequencies of the IR-active modes.72 Thus, we 

employed the PICVib procedure to investigate two vibrational 

modes of isolated (8,0)×3 and (11,0)×3 SWNTs (Figures 1l and 

1m). These normal modes for the (8,0)×3 nanotube are depicted 

in Figure 4. 

 The calculated vibrational frequencies and IR intensities of 

the modes νC-H (E1u) and νC-C (A2u) are presented in Table 2, for 

the PICVib procedure at two levels: B3LYP/6-31G(d):DFTB 

and B3LYP/6-31G(d): B3LYP/STO-3G. The results from the 

analytical calculations at the B3LYP/6-31G(d) level are 

presented for comparison. Notice that the calculated IR 

intensities for the νC-H normal mode of the (8,0)×3 nanotube are 

ca. 3 times higher than those for the (11,0)×3 one. Whereas the 

νC-C normal mode is approximately 1.5 times more intense for 

the larger SWNT. In addition, for the smaller (8,0)×3 nanotube, 

the intensity of the νC-H vibration is larger than the νC-C one, 

whereas this trend is reversed in the larger (11,0)×3 SWNT. 
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Normal mode νC-H (E1u) Normal mode νC-C (A2u) 

Figure 4. Representation of the vector displacements of two normal modes in the (8,0)×3 nanotube. 

Table 2. Vibrational frequencies, ν (cm–1), and IR intensities, I (km mol–1), of two normal modes of the pure (8,0)×3 and (11,0)×3 SWNTs. The PICVib 
approach at the B3LYP/6-31G(d):DFTB and B3LYP/6-31G(d):B3LYP/STO-3G levels was employed and compared to the analytical B3LYP/6-31G(d) 
results. The number of functions in the 6-31G(d) basis sets is 1472 and 2024 for (8,0)×3 and (11,0)×3 SWNTs, respectively. Ratio means the ratio between the 
IR intensities of (8,0)×3 and (11,0)×3 SWNTs. 

 PICVib Analytical 

 B3LYP/6-31G(d):DFTB B3LYP/6-31G(d): B3LYP/STO-3G B3LYP/6-31G(d) 

Mode (8,0)×3 (11,0)×3 (8,0)×3 (11,0)×3  (8,0)×3 (11,0)×3 

 ν I ν I ν I ν I  ν I ν I 

νC-H 786 1219 862 458 847 1497 890 481  853 1596 895 520 

Ratio 2.66 3.11  3.07 

νC-C 1503 963 1519 574 1504 777 1519 511  1505 692 1519 540 

Ratio 1.68 1.52  1.28 

 

These results are consistent with calculated and observed trends 

of the properties of nanotubes.70-71 The relationship between the 

diameter of the nanotube and the vibrational frequency, 

particularly, for the radial breathing mode is well established.73 

Notice, however, that the IR intensities also can be very 

sensitive to the diameter of the carbon nanotube, so they may 

be an useful probe for characterizing SWNTs. Noteworthy that 

preserving the B3LYP functional for both levels (high and low 

methods) leads to more accurate results than the usual 

partitioning scheme that uses different methods. In fact, the use 

of minimum basis sets (STO-3G) allows performing this 

calculation with a small increment on the computational cost.  

 An armchair (5,5)×3 SWNT and its functionalized 

structures (with HF and F2) were the first large systems studied 

by the mode-tracking algorithm for the Raman active breathing 

mode49. The initial guess was provided by PM3 calculations of 

all normal modes and the number of iterations of the Davidson 

procedure was related to the goodness that the PM3 results 

(geometry and vibrational frequency) matched the DFT ones. 

This is quite similar to the performance of the PICVib approach 

that also depends upon the closeness of the low-level and high-

level results. Because the selected mode was not active in the 

IR spectrum, its intensity was not calculated and a comparison 

(between these methods) was not possible; however, the 

ongoing generalization of the PICVib approach to Raman 

intensities (or activities) shall allow for a direct comparison 

between these procedures. 

 Another system explored by the PICVib approach is the 

[W(dppe)2(NNC5H10)] (dppe = 1,2-bis-(diphenylphosphino) 

ethane) - BW complex (see Figure 1i) and its 15N isotopomer.74 

This molecule was chosen because in our previous 

investigation,30 the normal mode analysis revealed an extensive 

mixing between the N–N and W–N vibrations of the metal–N–

N core with the vibrations of the piperidine ring. Even with this 

mixing, the PICVib procedure estimated these vibrational 

frequencies in very good agreement with experimental and 

QCC-NCA values.74 Thus, in order to properly reproduce this 

relevant part of the IR spectrum, it is important to validate the 

PICVib approach for calculating the intensities. The 

comparisons between the full analytical IR spectra of the 14N-

BW and 15N-BW isotopomer complexes with the PICVib 

approach for selected vibrations are presented in Figures 5 and 

6, respectively. These selected normal modes involve mainly 

the N–N moiety in the NNC5H10 ligand (see Figure S4). 

 The PICVib approach does provide reasonable results for 

the IR intensities (see Table S8) showing the correct isotopic 

trends in Figures 5 and 6. 
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Figure 5. Simulations of the complete (left panel) and PICVib (right panel) IR spectra of the [W(dppe)2(
14

N
14

NC5H10)] (
14

N-B
W

) complex. 

  

Figure 6. Simulations of the complete (left panel) and PICVib (right panel) IR spectra of the [W(dppe)2(
15

N
15

NC5H10)] (
15

N-B
W

)complex. 

 

Notice that the intensities of modes VIIIa and VIIIb are 

calculated with unusually larger errors because they are 

delocalized over the phenyl rings that are part of the ONIOM 

low-layer, which is treated by the PM3 semiempirical method. 

The PM3 method has not been properly validated for tungsten 

type-complexes and is likely to be a source of large errors. This 

can be considered a critical test case of the PICVib procedure, 

as the Schrock’s dinitrogen molybdenum complex was for the 

intensity tracking approach.49 Indeed, both procedures provided 

good results for the IR intensities of relevant normal modes at a 

small fraction of the computational demand of the full 

analytical Hessian diagonalization. 

 Infrared intensities can be a sensitive tool for probing H-

bonded systems and the following intermolecular complexes 

were used to validate the PICVib approach: water-water (Figure 

1c), water-methanol (Figures 1d e 1e), methanol-methanol 

(Figure 1f), and C-G (cytosine-guanine) base-pair (Figure 1g). 

The first three systems were selected because they are 

prototypical H-bonded solvents and their small sizes allows for 

high-level analytical calculations. Whereas, the latter is one of 

the most relevant biomolecular system. The selected normal 

modes involve the intramolecular O−H bond and 

intermolecular OH···O interaction because they are potential 

candidates for probing hydrogen-bonding by vibrational 

spectroscopy. As observed previously,30 calculations of certain 

normal modes of intermolecular complexes are strongly 

dependent upon the density functional employed. Therefore, we 

performed a more detailed analysis using four DFT functionals: 

B3LYP, PBE1PBE, M06-2X and wB97XD. 

 Taking the MP2 calculations as the reference values (Table 

S9), the B3LYP functional presents the worst performance for 

predicting the vibrational frequencies the normal mode related 

to OH···O interaction in the water dimer and the 

MeHO···HOH, while the other functionals had an excellent 

accuracy for calculating the frequencies of the whole set of 

normal modes. 
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Table 3. Infrared intensities (km mol–1) of the vibrational modes involving the OH···O and O−H bonds in hydrogen-bonded complexes of water-water, water-
methanol (MeOH) and methanol-methanol. PICVib calculations at the MP2:B3LYP, MP2:PBE1PBE, MP2:M06-2X and MP2:wB97XD levels are compared 
to the MP2 values. All calculations employed 6-311+G(d,p) basis sets. 

H-bond 
complex 

MP2 MP2:B3LYP MP2:PBE1PBE MP2:M06-2X MP2:wB97XD 

OH···O O−H OH···O O−H OH···O O−H OH···O O−H OH···O O−H 

H2O···HOH 31 274 14 292 3 291 6 290 18 285 

MeHO···HOH 4 361 0 380 4 378 6 372 4 375 

MeOH···OH2 6 379 11 375 3 375 4 378 2 378 

MeOH···OHMe 1 461 1 460 1 460 1 461 1 461 

 

Table 4. Infrared intensities (km mol–1) of the vibrational modes involving the OH···O and O−H bonds in hydrogen-bonded complexes of water-water, water-
methanol (MeOH) and methanol-methanol. PICVib calculations at the CCSD(T):B3LYP, CCSD(T):PBE1PBE, CCSD(T):M06-2X and CCSD(T):wB97XD 
levels. All calculations employed 6-311+G(d,p) basis sets. 

H-bond 
complex 

CCSD(T) 
CCSD(T): 

B3LYP 
CCSD(T): 
PBE1PBE 

CCSD(T): 
M06-2X 

CCSD(T): 
wB97XD 

OH···O O−H OH···O O−H OH···O O−H OH···O O−H OH···O O−H 

H2O···HOH 37 231 17 251 1 250 26 243 0 249 

MeHO···HOH 6 315 7 335 8 333 27 327 10 333 

MeOH···OH2 8 332 6 332 2 332 3 333 1 332 

MeOH···OHMe 1 416 3 416 2 416 7 417 2 416 

 

The same trends and performances were obtained when 

compared to the CCSD(T) level of calculation (Table S10), 

where the PBE1PBE and wB97XD functionals showed a better 

performance than the M06-2X one. 

 Regarding the infrared intensities, Tables 3 and 4 present 

comparisons between the PICVib procedure and the analytical 

calculations at both MP2 and CCSD(T) levels. The PICVib 

combined the four DFT functionals with the ab initio methods, 

namely, M1:B3LYP, M1:PBE1PBE, M1:M06-2X and 

M1:wB97XD, with M1 = MP2 and CCSD(T). 

 Overall, for these DFT functionals, the PICVib procedure is 

very accurate for IR intensities of O−H normal modes (errors 

ca. 2.3%). The smallest deviations are those provided by the 

wB97XD functional (errors ca. 1.9%). Except for the 

H2O···HOH complex, all functionals predict IR intensities of 

the O−H normal modes (errors ca. 1.2%) quite accurately. The 

intermolecular normal mode of water dimer is quite difficult to 

be calculated by the PICVib approach because of its strong 

dependence upon the DFT functional, with the wB97XD 

functional presenting the best performance. 

 Indeed, the behavior of the PICVib approach for calculating 

infrared intensities is distinct from the calculations of 

vibrational frequencies. This is probably due to the vector 

dependence of the IR intensities that can be sensitive to small 

variations of the intermolecular orientations, which barely 

affects the energy. 

 A similar analysis was performed with the CCSD(T) 

method as presented in Table 4. At this level of theory, the 

behavior of the DFT functionals was similar to that of MP2 

method, with the PICVib procedure presenting slightly larger 

average errors (ca. 3.2%) for the IR intensities of O−H normal 

modes. The smallest error is associated to the M06-2X 

functional (errors ca. 2.4%), while the highest error is 

associated to the B3LYP functional (errors ca. 3.8%). The 

accuracy of the IR intensities of the intermolecular normal 

mode shows similar behavior to the MP2 results. However, 

unlike the previous analysis, the CCSD(T):B3LYP approach 

present, on average, the best accuracy amongst the employed 

functionals. 

 The G-C (guanine-cytosine) DNA base pair was the large 

H-bonded system studied. For the vibrational frequency 

calculations, the PICVib approach employed the AM1 method 

for providing the selected vibrational modes.30 In the present 

work, we expanded the range of methods employed to evaluate 

the infrared intensities: MP2:AM1, MP2:PM6, MP2:PDDG, 

MP2:DFTB, and MP2:wB97XD. The selected normal modes 

are the N−H bending, δ(N−H), and the N−H stretching, ν(N−H), 

vibrations involving the intermolecular hydrogen-bonding. 
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Table 5. Infrared intensities (km mol–1) of the vibrations involving the N-H bending and N-H stretching bonds for the guanine-cytosine (G-C) base pair 
complex. PICVib calculations at the MP2:AM1, MP2:PM6, MP2:PDDG, MP2:DFTB and MP2:wB97XD levels. The value in parenthesis is the percentage 
difference between the PICVib and analytical MP2 results. All calculations employed 6-31++G(d,p) basis sets. 

Mode MP2:AM1 MP2:PM6 MP2:PDDG MP2:DFTB MP2:wB97XD MP2 

δ(N−H) 947 (-26%) 932 (-28%) 1432 (+11%) 987 (-23%) 1204 (-7%) 1288 

ν(N−H) 737 (+352%) 228 (+40%) 887 (+444%) 561 (+244%) 141 (-14%) 163 

The PICVib calculated IR intensities are presented in Table 5 

(and Table S11) and are validated by comparing to the 

analytical MP2 calculations. 

 For vibrational frequencies, the PICVib procedure using 

semiempirical methods describes both modes very accurately 

(error smaller than 2.5%). However, for IR intensities these 

methods presented a much poorer performance mainly for the 

intermolecular N−H stretching - ν(N−H) - normal mode. Even for 

the best semiempirical performance (MP2:PM6), we found 

errors of 40%. However, the wB97XD functional significantly 

improves the results with the PICVib approach despite of the 

delocalized nature of these normal modes and the vector 

behavior of the IR intensity contributions. 

Table 6. Comparisons between the low-level and PICVib calculated infrared 
intensities (km mol–1). 

System/Mode Low-level PICVib 

AAE/ ν(N–O) (1) 322 55 

EEA/ ν(N–O) (2) 434 220 

EEE/ ν(N–O) (3) 579 307 

Nanotube (8,0)×3/ νC-H 744 1219 

Nanotube (11,0)×3/ νC-C 826 574 

G-C base pair/ν(N−H) 1408a) 887 

H2O···HOH dimer/ ν(O−H) 327b) 243c) 

SN2 reaction/ ν59 305 344 

E2 reaction/ ν97 979 756 

a) PDDG. b) M06-2X. c) CCSD(T):M06-2X. 

 In summary, the performance of the PICVib approach for 

calculating infrared intensities is excellent for localized normal 

modes, is very good for mixed vibrations and a proper choice of 

the low-level method must be made for vibrations involving 

intermolecular interactions. The procedure for IR intensities is 

more sensitive to the quality of the low-level method and to the 

wavefunction instabilities effects than the vibrational 

frequencies ones.30 

 Table 6 presents comparisons between the calculated 

intensities with the low-level method and with the PICVib 

approach for some selected systems and normal modes. Indeed, 

the results are significantly improved by using the PICVib 

approach that provides results very close to the analytical high-

level ones. For the nanotubes, this improvement is even more 

relevant because it causes an inversion of the intensities, 

namely, the mode νC-C is more intense than νC-H when 

calculated with the low-level method, but becomes less intense 

at the PICVib level. 

 The computational demand, both in CPU time savings and 

the amount of RAM memory, of the PICVib procedure is a very 

small fraction of the complete analytical calculation, especially 

for the large systems such as nanotubes, G-C base pair, and 

[W(dppe)2(NNC5H10)] complex. The PICVib approach is thus a 

viable tool for exploring selected normal modes of large 

systems because of its accuracy to provide vibrational 

frequencies and IR intensities. Its easiness of implementation, 

parallelization, and flexibility allows using any quantum 

chemistry program or electronic structure method. 

It is also less expensive than the mode-tracking protocol40-43 

because it employs only single-point calculations at the high-

level, whereas the latter approach requires numerical 

differentiation of analytical gradients and the number of 

iterations and the subset of the Hessian matrix depends upon 

the initial guess for the selected normal mode. The accuracy of 

the PICVib approach for both vibrational frequencies and IR 

intensities is related to the closeness between the low-level and 

the high-level geometries and normal modes. However, there 

are internal consistency checks in the PICVib approach30 that 

allows for estimates of the errors and thus help guiding the 

selection of the low-level method. As mentioned earlier, the 

performance of the PICVib procedure has encourage us to 

generalize this approach to calculate Raman intensities (or 

activities) and anharmonic corrections, as well as to extend it to 

crystalline systems. This generalization is under development 

and treatments of resonances using the PICVib approach are 

also being considered. 
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Conclusions 

The generalization of the PICVib approach for calculating 

infrared intensities was successful and involves only dipole 

moment calculations at the displaced structures used to 

compute the vibrational frequencies. Thus, there is no 

additional cost to obtain the IR intensities and the 

generalization preserves all the interesting features of the 

PICVib procedure, namely, easiness of implementation and 

parallelization, flexibility to use any computational quantum 

chemistry program or any combination of electronic structure 

methods. It can treat large systems at only a very small fraction 

of computational demand needed for complete analytical 

calculations at high-level quantum chemical methods. The only 

caveat is related to the decrease of relative accuracy of 

calculations of vibrations with very low intensities in the 

infrared region. However, these transitions in the IR spectrum 

are usually not useful, turning the PICVib procedure into a very 

appropriate and helpful tool, because it allows selecting the 

vibrations of interest based not only upon their frequencies, but 

also on their intensities. 

 

Acknowledgements 

The authors would like to thank the Brazilian System of High 

Performance Processing (SINAPAD), specially, CENAPAD-

SP, LNCC-RJ, CENAPAD-PE, CESUP-RS, and CENAPAD-

UFC. Authors M. V. P. S. and Y. G. P. would like to thank 

CAPES and FACEPE, respectively, for their scholarships. The 

Brazilian agencies CAPES, PRONEX-CNPq-FACEPE (APQ-

0859-1.06/08), FINEP, and inct-INAMI are gratefully 

acknowledged for partial funding. The authors also thank 

Carlos Henrique B. Cruz (dQF-UFPE) for helping with the 

analytical frequency calculation of the C-G base pair. 

 

Notes and references 
a Departamento de Química Fundamental, Universidade Federal de 
Pernambuco, Cidade Universitária, Recife-PE, 50740-560, Brazil. 
* Fax: 55 81 2126 8442; Tel: 55 81 2126 8459; E-mail: longo@ufpe.br 

 

1 R. M. Silverstein, F. X. Webster, D. Kiemle, Spectrometric 

Identification of Organic Compounds, 7th edition; Wiley: New 

Jersey, 2005. 

2 K. Nakamoto, Infrared and Raman Spectra of Inorganic and 

Coordination Compounds. Part A. Theory and Applications in 

Inorganic Chemistry, 6th edition; Wiley: New Jersey, 2009. 

3 K. Nakamoto, Infrared and Raman Spectra of Inorganic and 

Coordination Compounds. Part B. Applications in Coordination, 

Organometallic, and Bioinorganic Chemistry, 6th edition; Wiley: 

New Jersey, 2009. 

4 B. C. Smith, Infrared Spectral Interpretation: A Systematic 

Approach; CRC Press: New York, 1998. 

5 P. Larkin, Infrared and Raman Spectroscopy; Principles and Spectral 

Interpretation; Elsevier: New York, 2011. 

6 J. M. Chalmers, H. G. M. Edwards, M. D. Hargreaves (Eds.), Infrared 

and Raman Spectroscopy in Forensic Science; Wiley: New York, 

2012. 

7 D.-W. Sun (Ed.), Infrared Spectroscopy for Food Quality Analysis 

and Control; Academic Press: London, 2009. 

8 M. Gussoni, C. Castiglioni, G. Zerbi, Handbook of Vibrational 

Spectroscopy; J. Chalmers, P. Griffiths, Eds.; John Wiley & Sons: 

Chichester, UK, 2001; Vol. 3, p 2040, and references therein. 

9 M. Gussoni, C. Castiglioni, G. Zerbi, J. Phys. Chem. 1984, 88, 600. 

10 M. Gussoni, C. Castiglioni, M. N. Ramos, M. Rui, G. Zerbi, J. Mol. 

Struct. 1990, 224, 445. 

11 M. Rui, M. N.; Ramos, C. Castiglioni, M. Gussoni, G. Zerbi, Mol. 

Cryst. Liq. Cryst. 1990, 187, 275. 

12 V. H. Rusu, M. N. Ramos, J. B. da Silva, Int. J. Quantum Chem. 

2006, 106, 2811. 

13 W. T. King, G. B. Mast, J. Phys. Chem. 1976, 80, 2521. 

14 M. Gussoni, M. N. Ramos, C. Castiglioni, G.Zerbi, Chem. Phys. Lett. 

1987, 142, 515. 

15 M. Gussoni, M. N. Ramos, C. Castiglioni, G. Zerbi, Chem. Phys. 

Lett. 1989, 160, 200. 

16 V. H. Rusu, M. N. Ramos, R. L. Longo, J. Mol. Struct. 2011, 993, 86. 

17 W. B. Person, J. H. Newton, J. Chem. Phys. 1974, 61, 1040. 

18 J. C. Decius, J. Mol. Spectrosc. 1975, 57, 384. 

19 A. J. Straten, W. M. A. Smit, J. Mol. Spectrosc. 1976, 62, 297. 

20 A. Milani, C. Castiglioni, J. Phys. Chem. A 2010, 114, 624. 

21 A. Milani, M. Tommasini, C. Castiglioni, Theor. Chem. Acc. 2012, 

131, 1139. 

22 R. L. A. Haiduke, R. E. Bruns, J. Phys. Chem. A 2005, 109, 2680. 

23 J. V. da Silva Jr., R. L. A. Haiduke, R. E. Bruns, J. Phys. Chem. A 

2006, 110, 4839. 

24 E. B. Wilson, J. C. Decius, P. C. Cross, Molecular Vibrations: The 

Theory of Infrared and Raman Vibrational Spectra, Dover 

Publications: New York, 1955. 

25 J. F. Stanton, R. J. Bartlett, Rev. Comput. Chem. 1994, 5, 65. 

26 J. Neugebauer, M. Reiher, C. Kind, B. A. Hess, J. Comput. Chem. 

2002, 23, 895. 

27 Y. Yamaguchi, M. Frisch, J. Gaw, H. F. Schaefer III, J. S. Binkley, J. 

Chem. Phys. 1986, 84, 2262. 

28 D. Michalska, L. J. Schaad, P. Carsky, B. Andes Hess, Jr., C. S. 

Ewig, J. Comput. Chem. 1988, 9, 495. 

29 W. H. Green, A. Willetts, D. Jayatilaka, N. C. Handy, Chem. Phys. 

Lett. 1990, 169, 127. 

30 M. V. P. dos Santos, E. C. Aguiar, J. B. P. da Silva, R. L. Longo, J. 

Comput. Chem. 2013, 34, 611. 

31 N. Lehnert, F. Tuczek, Inorg. Chem. 1999, 38, 1659. 

32 N. Lehnert, in Computational Inorganic and Bioinorganic Chemistry; 

E. I. Solomon, R. B. King, R. A. Scott, Eds.; The Encyclopedia of 

Inorganic Chemistry; John Wiley & Sons: Chichester, UK, 2009, pp 

123-140. 

33 M. G. I. Galinato, C. M. Whaley, N. Lehnert, Inorg. Chem. 2010, 49, 

3201. 

34 J. D. Head, Int. J. Quantum Chem. 1997, 65, 827. 

35 N. A. Besley, K. A. Metcalf, J. Chem. Phys. 2007, 126, 035101. 

36 P. Bouř, J. Kubelka, T. A. Keiderling, Biopolymers 2000, 53, 380. 

37 P. Bouř, J. Kubelka, T. A. Keiderling, Biopolymers 2002, 65, 45. 

38 S. Ham, S. Cha, J.-H. Choi, M. Cho, J. Chem. Phys. 2003, 119, 1451. 

Page 11 of 13 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



ARTICLE Physical Chemistry Chemical Physics 

12 | J. Name., 2012, 00, 1-3 This journal is © The Royal Society of Chemistry 2012 

39 J.-H. Choi, S. Ham, M. Cho, J. Phys. Chem. B 2003, 107, 9132. 

40 M. Reiher, J. Neugebauer, J. Chem. Phys. 2003, 118, 1634. 

41 M. Reiher, J. Neugebauer, B. A. Hess, Z. Phys. Chem. 2003, 217, 91. 

42 M. Reiher, J. Neugebauer, Phys. Chem. Chem. Phys. 2004, 6, 4621. 

43 C. Herrmann, J. Neugebauer, M. Reiher, New J. Chem. 2007, 31, 

818. 

44 T. B. Adler, N. Borho, M. Reiher, M. A. Suhm, Angew. Chem. Int. 

Ed. 2006, 45, 3440. 

45 J. Neugebauer, M. Reiher, J. Comput. Chem. 2004, 25, 587. 

46 J. Neugebauer, M. Reiher, J. Phys. Chem. A 2004, 108, 2053. 

47 C. Herrmann, M. Reiher, Surf. Sci. 2006, 600, 1891. 

48 C. Herrmann, J. Neugebauer, M. Reiher, J. Comput. Chem. 2008, 29, 

2460. 

49 S. Luber, J. Neugebauer, M. Reiher, J. Chem. Phys. 2009, 130, 

064105. 

50 B. A. Hess, Jr., L. J. Schaad, P. Carsky, R. Zahradnik, Chem. Rev. 

1988, 86, 709. 

51 W. Koch, M. C. Holthausen, A Chemist's Guide to Density 

Functional Theory, 2nd ed, Wiley-VCH: Weinheim, 2001. 

52 W. J. Hehre, L. Radom, P. v. R. Schleyer, J. A. Pople, Ab Initio 

Molecular Orbital Theory, Wiley: New York, 1986. 

53 I. Shavitt, R. J. Bartlett, Many-Body Methods in Chemistry and 

Physics - MBPT and Coupled-Cluster Theory, Cambridge Press: 

New York, 2009. 

54 C. J. Cramer, Essentials of Computational Chemistry - Theories and 

Models. 2nd. ed, Wiley: Hoboken, NJ, 2004. 

55 J. J. P. Stewart, J. Comput. Chem. 1989, 10, 209. 

56 M. J. S. Dewar, E. G. Zoebisch, E. F. Healy, J. J. P. Stewart, J. Am. 

Chem. Soc. 1985, 107, 3902. 

57 M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. 

Robb, J. R. Cheeseman, G. Scalmani, V. Barone, B. Mennucci, G. A. 

Petersson, H. Nakatsuji, M. Caricato, X. Li, H. P. Hratchian, A. F. 

Izmaylov, J. Bloino, G. Zheng, J. L. Sonnenberg, M. Hada, M. Ehara, 

K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida, T. Nakajima, Y. 

Honda, O. Kitao, H. Nakai, T. Vreven, J. A. Montgomery, Jr., J. E. 

Peralta, F. Ogliaro, M. Bearpark, J. J. Heyd, E. Brothers, K. N. 

Kudin, V. N. Staroverov, R. Kobayashi, J. Normand, K. 

Raghavachari, A. Rendell, J. C. Burant, S. S. Iyengar, J. Tomasi, M. 

Cossi, N. Rega, J. M. Millam, M. Klene, J. E. Knox, J. B. Cross, V. 

Bakken, C. Adamo, J. Jaramillo, R. Gomperts, R. E. Stratmann, O. 

Yazyev, A. J. Austin, R. Cammi, C. Pomelli, J. W. Ochterski, R. L. 

Martin, K. Morokuma, V. G. Zakrzewski, G. A. Voth, P. Salvador, J. 

J. Dannenberg, S. Dapprich, A. D. Daniels, Ö. Farkas, J. B. 

Foresman, J. V. Ortiz, J. Cioslowski, D. J. Fox, Gaussian 09, 

Revision A.1, Gaussian, Inc., Wallingford CT, 2009. 

58 J. F. Stanton, J. Gauss, J. D. Watts, W. J. Lauderdale, R. J. Bartlett, 

Int. J. Quantum Chem. 1992, 44, 879. 

59 J. F. Stanton, J. Gauss, M. E. Harding, P. G. Szalay, CFOUR, a 

quantum chemical program package written with contributions from 

A. A. Auer, R. J. Bartlett, U. Benedikt, C. Berger, D. E. Bernholdt, 

Y. J. Bomble, O. Christiansen, M. Heckert, O. Heun, C. Huber, T. -C. 

Jagau, D. Jonsson, J. Jusélius, K. Klein, W. J. Lauderdale, D. A. 

Matthews, T. Metzroth, D. P. O'Neill, D. R. Price, E. Prochnow, K. 

Ruud, F. Schiffmann, S. Stopkowicz, A. Tajti, J. Vázquez, F. Wang, 

J. D. Watts and the integral packages MOLECULE (J. Almlöf, P. R. 

Taylor), PROPS (P. R. Taylor), ABACUS (T. Helgaker, H. J. Aa. 

Jensen, P. Jørgensen, J. Olsen), and ECP routines by A. V. Mitin, C. 

van Wüllen. For the current version, see http://www.cfour.de. 

60 R. W. Molt, T. Watson. V. F. Lotrich. R. J. Bartlett. J. Phys. Chem. A 

2011, 115, 884. 

61 J. R. Pliego, J. Mol. Catal. A: Chem. 2005, 239, 228. 

62 M. Valiev, E.J. Bylaska, N. Govind, K. Kowalski, T. P. Straatsma, H. 

J. J. van Dam, D. Wang, J. Nieplocha, E. Apra, T. L. Windus, W. A. 

de Jong, Comput. Phys. Commun. 2010, 181, 1477. 

63 G. Zheng, H. a. Witek, P. Bobadova-Parvanova, S. Irle, D. G. 

Musaev, R. Prabhakar, K. Morokuma, M. Lundberg, M. Elstner, C. 

Köhler, T. Frauenheim, J. Chem. Theory Comput. 2007, 3, 1349. 

64 T. Vreven, K. Morokuma, J. Comput. Chem. 2000, 21, 1419. 

65 K. H. Horn, N. Bores, N. Lehnert, K. Mersmann, C. Nather, G. 

Peters, F. Tuczek, Inorg. Chem. 2005, 44, 3016. 

66 C. Adamo, V. Barone, J. Chem. Phys. 1999, 110, 6158. 

67 Y. Zhao, D. G. Truhlar, Theor. Chem. Acc. 2008, 120, 215. 

68 J. Chai, M. Head-Gordon, Phys. Chem. Chem. Phys. 2007, 10, 6615. 

69 M. P. Repasky, J. Chandrasekhar, W. L. Jorgensen, J. Comput. 

Chem. 2002, 23, 1601. 

70 K. Sbai, A. Rahmani, H. Chadli, J.-L. Bantignies, P. Hermet, J.-L. 

Sauvajol, J. Phys. Chem. B 2006, 110, 12388. 

71 C. Branca, F. Frusteri, V. Magazù, A. Mangione, J. Phys. Chem. B 

2004, 108, 3469. 

72 I. W. Chiang, B. E. Brinson, R. E. Smalley, J. L. Margrave, R. H. 

Hauge, J. Phys. Chem. B 2001, 105, 1157. 

73 M. S. Dresselhaus, G. Dresselhaus, R. Saito, A. Jorio, Phys. Rep. 

2005, 409, 47. 

74 K. H. Horn, N. Bores, N. Lehnert, K. Mersmann, C. Nather, G. 

Peters, F. Tuczek, Inorg. Chem. 2005, 44, 3016. 

Page 12 of 13Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t



Physical Chemistry Chemical Physics 

This journal is © The Royal Society of Chemistry 2013 J. Name., 2013, 00, 1-3 | 13  

 

Page 13 of 13 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t


