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Effect of confinement on DNA, solvent and counterion 

dynamics in a model biological nanopore 

Suren Markosyan,1*, Pablo M De Biase1*, Luke Czapla1,2, Olga Samoylova,1, Gurpreet 
Singh1, Javier Cuervo1§, D. Peter Tieleman1 and Sergei Yu. Noskov1  

The application of recent advances in nanopore technology to high-throughput DNA sequencing requires 

a more detailed understanding of solvent, ion and DNA interactions occurring within these pores.  Here 

we present a combination of atomistic and coarse-grained modeling studies of the dynamics of short 

single-stranded DNA (ssDNA) homopolymers within the alpha-hemolysin pore, for the two single-

stranded homopolymers poly(dA)40 and poly(dC)40. Analysis of atomistic simulations along with the per-

residue decomposition of protein-DNA interactions in these simulations gives new insight into the very 

complex issues that have yet to be fully addressed with detailed MD simulations. We discuss a 

modification of the solvent properties and ion distribution around DNA within nanopore confinement 

and put it into the general framework of counterion condensation theory. There is a reasonable 

agreement in computed properties from our all-atom simulations and the resulting predictions from 

analytical theories with experimental data, and our equilibrium results here support the conclusions from 

our previous non-equilibrium Brownian Dynamics studies with a recently developed BROMOC protocol 

that cations are the primary charge carriers through alpha-hemolysin nanopores under an applied voltage 

in the presence of ssDNA. Clustering analysis led to an identification of distinct conformational states of 

captured polymer and depth of the current blockade. Therefore, our data suggest that confined polymer 

may act as a flickering gate, thus contributing to excess noise phenomena. We also discuss the extent of 

water structuring due to nanopore confinement and the relationship between the conformational 

dynamics of a captured polymer and the distribution of blocked current. 

. 

 

Introduction 
Recent advances in nanobiophysics1-3 and nanobiology4-7 have led 

to a renewed interest in the development of fast and inexpensive 

methods for DNA sequencing and chemical analysis based on these 

technologies.  A nanopore-based sequencing method based on alpha-

hemolysin (HL) protein pores inserted into a lipid membrane8 was 

first proposed more than a decade ago.  In a typical experiment, 

individual single-stranded DNA (ssDNA) molecules are 

electrophoretically driven through a pore and the resulting 

nucleobase dependent ionic-current blockade is measured.  Because 

of differences in the nucleotide interactions with the protein and 

permeating ions, the ionic current is anticipated to be different for 

every nucleobase in the pore, therefore offering a source of rapid and 

efficient DNA sequencing.  The transmembrane region of a protein 

pore can be engineered for sensitivity to specific classes of analytes 

(DNA, sugars, divalent cations), enabling an inherent first level of 

discrimination.  One of the key challenges in the effective design of 

nanopores capable of high levels of contrast between different 

nucleotides lies in lack of knowledge of the key determinants of 

DNA-protein interaction in the nanopore confinement that are partly 

responsible for the distinct kinetics of DNA escape9.  Site-specific 

mutations of protein pores, αHL in particular, have been shown to 

greatly increase the interaction with specific chemical groups. 

Furthermore, it has been suggested that αHL may possess several 

sensing zones that might preferentially bind different nucleotides4, 5.  

Arguably, molecular modeling techniques play an increasingly 

important role in evaluation of DNA and ion dynamics within the 

αHL pore, which has been powerfully demonstrated by previous 

studies3.  Many aspects of mechanical properties of DNA in 

confinement, its interaction with counterions, and ion-specific 

formation of structural elements in flexible polymers were also 

carefully studied using non-equilibrium MD simulations10, 11.  

Despite an increasing number of papers on the simulation of ssDNA 

in nanopores, our knowledge of the equilibrium free energy of DNA 

association with the pore and the per-residue contributions to DNA 

stabilization in the pore (as well as the effect of DNA on basic 

properties of the pores) remains incomplete. While a non-

equilibrium approach based on SMD simulations12 provided 
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interesting insight into electromechanics of DNA in the pore, 

simulations met increasing difficulties in obtaining fully converged 

PMFs that govern translocation of the large and flexible DNA 

polymer13. Thus mapping a particular “sweet spot” for DNA binding 

inside the pore is challenging.  

Even in confinement within the nanopore, a charged polymer 

remains partially hydrated and maintains a counterion atmosphere, 

and thus assessment of DNA-protein interactions requires 

substantial? statistical sampling. Furthermore, evaluation of ion 

conductance from MD simulations often requires resorting to 

phenomenological models that use modifications of an average area 

profile to match blockade to conductance. An excellent review on 

the state of the problem has been published by A. Aksimentiev3.  

Ideally, one would like to use a simple and transparent 

computational scheme to calculate the per-residue contribution to the 

DNA-protein binding from atomistic simulations and then map key 

residues determining stabilization of different bases in the pore. The 

next step would be to connect observations to fundamental 

properties of the pore that modulate both ion and DNA interactions, 

such as a position-dependent effective dielectric constant.  Dielectric 

constants can later be used for multiscale simulations that may 

enable accurate assessment of DNA and ion electrostatics in the 

pore. An additional dimension of complexity is the fact that solvent 

molecules confined within a nanopore may strongly affect the ionic 

current.. The existence of structured (ordered) water wires was 

proposed to contribute to stabilizing cations in carbon nanotubes, 

and it is believed to play an important role in proton transport across 

nanopores14, 15. Furthermore, a hydrophobic environment of 

nanopore confinement may lead to a formation of ice-like solvation 

shell around transported cations16. Whether or not this effect is 

present in biological nanopores is currently unclear. 

Here we present a detailed analysis of water, ion and DNA 

dynamics from over 0.5 μs of all-atom MD simulations and 1000 

independent 2 micro-seconds long BD simulations combined with 

clustering analysis and a per-residue decomposition of the 

interaction energy governing protein-DNA interactions. The key 

pore characteristics such as dielectric constant and position-

dependent ion diffusion were used to study ssDNA blockade of ion 

currents for two model systems: ss-poly(dA)40 and ss-poly(dC)40 

using a recently developed Grand Canonical Monte Carlo/Brownian 

Dynamics (GCMC/BD) protocol that explicitly accounts for ion-ion, 

ion-DNA and DNA-DNA interactions in the nanopore17, 18. The 

newly developed set of effective potentials describing ion-ion and 

ion-DNA interactions was used here to quantify the effect of ssDNA 

translocation on the predicted ion current through the pore from 

GCMC/BD simulations.  It may be possible to improve these 

simulations through basic observations from more sophisticated 

treatments such as the all-atom explicit solvent MD simulations 

presented here. 

 
Methods 
Molecular Dynamics Simulations 

First, we briefly summarize all the details about the simulation 

methodology used in the current study.  We considered two systems 

in our studies. In the first, explicitly solvated atomic-level systems 

were constructed and equilibrated using the program CHARMM 

with inclusion of an entire alpha-hemolysin toxin protein (with 

Protein Data Bank19 accession code 7AHL20). The ss-poly(dA)40 or 

ss-poly(dC)40 polymers and ions were placed into a pre-equilibrated 

system containing a membrane patch and αHL solvated by 1 M of 

KCl solution in an orthorhombic simulation box with dimensions: 

130 Å x 130 Å x 180 Å. The system comprising of protein, ssDNA, 

explicit DPPC membrane, counterions and solvent is shown in 

Figure 1 and contains about 300,000 atoms for both studied 

systems21.   

 

Figure 1.  Schematic of simulation boxes: αHL protein (cyan surf) is 

embedded into a DPPC lipid bilayer (black sticks) and solvated in TIP3P 

water (pink background). ss-poly(dA/dC)40 or ss-poly(dA/dC)20 (blue ribbon) 

is threaded through the αHL water-filled pore. K+ and Cl- (green and magenta 

spheres) are added to the simulation box to represent 1 M of KCl solution. 

 

The z-axis is aligned with the long axis of the orthogonal system 

and runs perpendicular to the surface of the lipid bilayer. The two 

equilibrium MD simulations were performed on the full systems (15 

ns each) and  trajectories were sampled every 1 ns to obtain 15 

starting conformations for simulations with applied voltage. All 

setups for MD simulations were done in keeping with the protocol 

that produces best correspondence to aHL experiments as described 

in detail by Wells and Aksimentiev22. Each of the systems was 

equilibrated for 5 ns and then subjected to a production run of 20 ns 

with a biasing electrical field corresponding to a voltage drop of 600 

mV, in order to generate the current distribution from independent 

runs.  

The temperature was maintained using a Lowe-Anderson 

thermostat at T=315 K, as implemented in NAMD 2.9 by Wells and 

Aksimentiev22. The van der Waals interactions were switched at 

14−16 Å by a force-switching function23. Long-range electrostatic 

interactions were calculated using the PME method, with a grid 

spacing of 0.75 Å for fast Fourier transformation, κ = 0.34 Å−1, and a 

sixth-order B-spline interpolation24. We used flexible TIP3P water 

and ion parameters that provide the best agreement with 
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experimental data as tested by Wells and Aksimentiev22 with a 1 fs 

time step. The extended system pressure algorithm was employed 

with constant pressure of 1 atm and constant cross-sectional area in 

the XY plane.  A graphical representation of both systems used for 

the MD simulation studies is shown in Figure 1. 

 

Generation of initial ssDNA structures 

It has been established that ion current blockade by ssDNA in 

nanopores displays considerable similarity to flickering in currents 

across ion channels7, 9, 25. One of the key features is the presence of 

excess noise phenomena, which is traditionally associated with rapid 

conformational transitions in the gate of a channel26, 27. Accordingly, 

one of the common explanations for the excess noise phenomena is 

that ssDNA conformational dynamics acts as a fast gate in ion 

transport across the channel.  Single-stranded DNA is very flexible 

and exhibits characteristic conformational transitions in the micro- to 

milli-seconds range. Sampling its conformational dynamics in the 

nanopore and linking it to the computed currents is a significant 

challenge especially for the full system with over 300,000 atoms. To 

test possible effects of the initial structure on the obtained residual 

current we constructed a truncated version of the system which 

contains only the stem region and ss-poly(dX)x described in detail in 

our previous publication17. The size of the system allows us to use 

Replica-Exchange MD simulations to generate low-energy 

conformations of ss-DNA. We generate ion positions and DNA 

conformations using Metropolis Monte Carlo and an implicit 

solvent/membrane model with fixed protein coordinates, first using 

canonical DNA structure as an initial guess for the MC routine. One 

million DNA translational and dihedral rotational Monte Carlo 

moves were applied to pre-extended and minimized ssDNA with the 

CHARMM27 nucleic acid force field parameters in the presence of 

an implicit membrane and alpha-hemolysin using CHARMM27 

protein parameters28, followed by random placement of ions and 

100,000 ion translational Monte Carlo moves, all using a 

temperature T = 300 K within the MC module in CHARMM. We 

then clustered structures from MC runs to obtain initial guesses for 

the Temperature Replica Exchange MD simulations (TREMD) with 

the REPDSTR module of CHARMM. REPDSTR was used to run 

REMD. The exponential distribution of temperature points between 

290 and 420 K29, 30 allowed better sampling. The GBSW module of 

CHARMM was used to represent membrane and solvent28. We used 

15 replicas with an average exchange probability of ~0.3. The 

structures generated by REMD were clustered using RMSD 

clustering with ssDNA backbone atom positions, and these 

structures were used to generate all-atom systems for MD 

simulations with an applied electrical field and truncated systems. 

Each of the truncated systems (10 runs per ssDNA) was re-

equilibrated for 5 ns and then subjected to a production run of 45 ns 

with a biasing electrical field corresponding to a voltage drop of 600 

mV 

Analysis of all-atom simulations 

The following scheme was used to evaluate the per-residue 

decomposition of protein-DNA interaction enthalpy using the 

protocol developed previously for studies of P53-DNA 

complexation31, 32:  

 

                               
 

ΔGelect was obtained by solving Poisson-Boltzmann (PB) equation. 

The protein, implicit membrane and DNA dielectric constants were 

set to ε1= 12, similar to previous studies33, whereas the dielectric 

constant of solvent was set to ε2= 80 with an electrolyte 

concentration of 1 M.   

 

The value ΔGvdw is the scaled vdW interaction from the 

CHARMM27 force field, as suggested by double mutant cycle 

studies of Erikkson and Roux33, 34.  A full evaluation of the protein-

DNA binding free energy would require computations of entropic 

terms, which is a formidable task due to the flexibility of ssDNA 

molecules, and therefore we limited our analysis to enthalpy 

computations. This MM/PB analysis is intended to illuminate 

differences in DNA-pore interactions (if any) between the two 

homopolymers. The position-dependent effective dielectric constants 

were evaluated using average fluctuations in the dipole moment of 

the volume slice (5 Å) using the following equation: 

 

                                  
 

where  <V> is the average volume occupied by solvent molecules in 

the slab, estimated by a grid-search algorithm and <M> is the net 

dipole moment of the water molecules in the slab.  

 

Figure 2. The one-dimensional profile of the dielectric constant in an open 

aHL pore (solid black), the aHL-poly(dA)40 pore (green) and the aHL-

poly(dC)40 pore (magenta). The profile was computed from equilibrium all-

atom MD simulations for the full system. The standard errors for position-

dependent dielectric constants do not exceed 5 %. The uncertainties were 

estimated from block-averaging with 5 blocks. 

 

The high-frequency correction (ε∞) has been set to a constant value 

of 1.4 to simplify analysis. The hydrogen bond lifetimes were 

computed from MD simulations with a truncated αHL system from 
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the 200 ns equilibration runs. The donor-acceptor definitions were 

taken from DeLoof et al 35 and the resultant number of hydrogen 

bonds per water molecule were binned along the z-axis of the system 

every 1 Å. A similar strategy was used to estimate the orientation of 

the dipole moment for water molecules along z-axis36. The rate of 

ssDNA transport under applied electrical field was assessed simply 

from the time-displacement relation. To test whether or not ssDNA 

moves in a synchronous manner along its entire length or if each of 

the segments exhibit different dynamical regimes, we use a position-

specific measurement similar to the position-dependent diffusion 

approach of Im and Roux37.  

 

Brownian Dynamics Simulations 

All of the Brownian Dynamics simulations were performed using 

our BROMOC package13. This program was launched recently, and 

interested readers are advised to refer to the original paper for a 

description of the conceptual principles of the program.  In all of the 

BROMOC simulations reported here, the biological nanopore (wild 

type αHL) was treated as a rigid structure with a dielectric constant 

of 2 surrounded by a high dielectric solvent (εw= 80) and embedded 

in an implicit membrane (εm= 2) with a 38 Å thickness. The 

cylindrical region with εc= 80 and radius of 14.0 Å was introduced to 

mimic a water-filled pore environment. The simulation box covered 

the entire length of the protein-DNA system and was surrounded by 

two symmetric buffer regions (of length 3.5 Å). The ssDNA 

molecule was represented as a coarse-grained homopolymer single-

stranded chain (poly(dA)40 or poly(dC)40). One thousand initial DNA 

structures were obtained from short BROMOC equilibrium runs. 

The 5’ end was immobilized at the wide entrance of the pore and 

simulations were performed at a potential of +250 mV (negative in 

the wide pore entrance and positive in the narrow pore entrance). 

KCl salt concentration of 1 M and at a temperature of 315.38 K was 

used. A uniform diffusion coefficient of 0.001 Å2/ps was assigned to 

all nucleotides. One thousand separate simulations were run to 

obtain accurate statistics and relatively realistic ion distributions. 

The duration of each simulation was 2 μs. 

Analysis of BROMOC simulations 

The enhanced sampling and data availability for ion currents across 

the nanopore from BROMOC simulations allows a direct correlation 

of the ssDNA conformational dynamics with current levels in a 

blocked nanopore. We performed a cluster analysis using the 

clustering method of Daura et al.38. All BROMOC trajectories of ss-

poly(dC)40 were combined together and conformations were sampled 

every 5 ns. The choice of the poly(dC)40 system was dictated by a) 

higher residual currents and b) better resolution of shallow and deep 

blockade levels. Next, Root Mean Square Deviation (RMSd) 

between every structure was computed and clusters were generated 

with a cut-off of 5 Å similar to techniques implemented in clustering 

studies of protein folding and conformational dynamics39, 40. The 

numbering of the nucleotides is from the cap to the stem. The 

nucleotides 1 to 28 spanning across the nanopore were considered 

for structural analysis. The alignment prior to RMSd computation 

was achieved by a discrete rotation along x-y plane by an angle of 

360º/7 due to the spatial equivalency given by the heptameric 

symmetry of the protein. 

Structural analysis of ssDNA 

All-atom homopolymer structures for poly(dC) in the pore for the 

high and low conducting states observed during the coarse-grained 

(GCMC) Brownian dynamics simulations were obtained from 

RMSD fitting of atomistic structure from the base, sugar, and 

phosphate coordinates of simulated CG beads in two representative 

structures using CHARMM; an averaged strand structure from this 

simulation was also analyzed for the high conducting state. The 

conformational properties of ssDNA were analyzed and extracted in 

the software package 3DNA (X3DNA)41-43.  

Results and Discussions 
Dielectric environment inside the pore 

One of the most important characteristics of the nanopore 

required for evaluation of counterion dynamics is the effective 

dielectric constant with and without ssDNA blocking the pore. 

Accordingly, one-dimensional profiles of the dielectric constant in 

simulations of αHL with single-stranded DNA and in simulations of 

an unblocked αHL without DNA are shown in Figure 2. The block-

averaging analysis of the trajectories suggests that standard errors in 

the position-dependent dielectric constant do not exceed 5 %. An 

unblocked protein displays a mild drop in the average dielectric 

constant from 80 to 60-70 in the stem region, whereas the presence 

of a DNA molecule has a notable impact on the dielectric 

environment inside the pore by both excluded volume effects and the 

local electric field exerted on the solvent, as illustrated by an 

increase in the local dielectric constant around K147 (z = 0) and a 

well-pronounced drop around the middle of the bilayer (N121). The 

dielectric constant estimated from MD simulations drops from 80 to 

about 30-40.  

 

MD and BD Simulations: Distribution of Currents 

One thousand separate Brownian Dynamics (BROMOC) simulations 

were carried out to obtain statistics on the distribution of residual 

currents. The Molecular Dynamics simulations are considerably 

more expensive, and therefore we ran only 15 full-system MD and 

10 truncated-systems MD simulations with different starting 

structures at a higher voltage. The truncated system is known to 

produce reliable (relative) estimates of blocked currents22, 44. The 

summary of results from the three methods is shown in Figures 3A 

to 3C. An exhaustive sampling from BD simulations suggests that 

the blocked currents for both ss-poly(dA)40 and ss-poly(dC)40 display 

distributions with highly populated “mid” level residual current state 

and long tails corresponding to the  “high” and “low” conductance  

levels of the nanopore. This is in good agreement with experimental 

measurements1, 5, 6, 9 displaying both shallow and deep blockade of 

aHL nanopore by ssDNA. This may also suggests that ssDNA may 

act as a “gate” in ion conductance across the nanopore leading to 

multiple conductance levels. The current distributions computed 

from BD simulations display a low conducting level of 10 pA and a 

high conducting level of 15-20 pA for ss-poly(dA)40. The 
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distribution of currents from MD simulations is considerably noisier 

due to shorter simulation times and large bias voltages, but is also in 

good agreement with previous experimental and theoretical studies3, 

5, 6, 45.  Importantly, even equilibrium MD simulations show that a 

flexible molecule such as ssDNA displays considerable 

conformational dynamics. The plateau in the computed relative 

RMSD (with respect to the starting conformation) is reached at 

around 9.5-12 Å for either of the polymers. 

 

Figure 3. A) The frequency count distribution of residual ion currents from 

1000 independent BD simulations (V = 250 mV). B) and C) The residual 

currents from 12 independent full-MD (full protein) and 10 truncated-MD 

(truncated protein) simulations (V = 600 mV) for polyd(A)x and polyd(C)x, 

respectively.  

 

The HL protein, on the other hand, is very stable throughout all 

MD simulations with relative RMSD of only about 1.4-2.0 Å, 

indicating that thermal fluctuations, while important, may be coarse-

grained by using an average protein structure.  In spite of these 

apparent challenges, both methods were capable of reproducing a 

clear contrast between adenine and cytosine nucleotides blocking the 

pore. As expected, the major charge carriers (>90 %) of ion current 

in the blocked state are cations.  

 

 

 

 

 

Figure 4. The free energy decomposition per amino acid residues interacting 

with the DNA molecule in the channel. (Top Panel) Results for single-

stranded poly(dA)40. (Bottom panel) Results for single-stranded poly(dC)40. 

The Inset plots on the right show the constriction zone between -20 and 20 Å. 

The legends (low and high) refer to 2 different levels of conductivity 

observed in simulations. 

 

MD Simulations and Protein-DNA Contact Surface 

To better understand the origins of “high” and “low” current 

states for the blocked pore we analyzed corresponding trajectories 

and ensemble averages for all production runs. Long-lived protein-

DNA contacts and energetics, combining both spatial analysis and 

MM/PB analysis, are shown in Figures 4 and 5.  MM/PB 

decomposition based on the per-residue electrostatic potential 

average allows for identification of persistent protein-DNA contacts 

and strong thermodynamic factors for DNA binding, respectively. 

Data from Figures 4 and 5 suggest that even in the confinement 

zone, DNA is likely to be partially solvated and protein-DNA 

interactions remain shielded by electrolyte solution. Interestingly, 

poly(dA)40 tends to interact more favorably with the primary 

constriction zone formed by K147, E111 and M113, whereas 

poly(dC)40 displays a more favorable interaction with the secondary 

confinement marked by N121, N123, D127 and L135.   

 

.  
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Figure 5. Key amino acid residues in protein-DNA interactions Map of 

close contacts observed between protein residues of αHL and the nucleotides 

of ssDNA (top panel). This map is zoomed to show average close contact 

occupancies in and around the constriction (the narrowest region of the pore), 

since this is the region where all the long-living contacts were observed. Two 

different systems: polyA and polyC were subject to detailed mapping in the 

figure (Right panel). A_01 (polyA) and C_01 (polyC) have low, A_02 

(polyA) and C_02 (polyC) have high conductance levels. The bottom panel 

shows the location of the residues in different sensing zones. 

 

 

The data collected in Figs. 4 and 5 indicate that the ability for 

hydrogen bonding is an essential factor for preferential interactions 

between cytosine and two asparagine residues, N121 and N139. 

These interactions are supplemented by stabilizing contacts with the 

polar side chain of T145. While average per-residue contributions 

are relatively small, with absolute contributions of between 1 to 5 

kcal/mol to the base stabilization, they might be very important to 

collectively contribute to ssDNA stabilization in the pore. While the 

most confined region of the alpha-hemolysin pore (near K147 

residues at the junction of the protein cap and stem) has strong ionic 

interactions with the phosphate backbone charge of DNA, it does not 

display a large degree of discrimination between adenine and 

cytosine nucleotides. The second zone, coined as a secondary 

constriction (centered at N121-N123-N139), shows some of the 

strongest combined interactions located near the trans side of the 

pore within the stem. The average protein-DNA interaction energies 

display considerable fluctuations between different runs, especially 

in the region of the secondary constriction. Protein-DNA contact 

analysis indicates that the DNA strand in the pore displays 

significant flexibility, allowing for up to 3-4 different nucleotides to 

interact with the same protein residue (the αHL protein is a 

symmetric heptamer) in both sensing regions within the beta barrel. 

Experimentally, this region has been recently identified as a putative 

recognition site for nucleotide sequence, consistent with the 

differences we observe in this network of protein-DNA interactions 

for the two different homopolymers5, 6. Significant interactions near 

the cis entrance of the pore observed in the simulations may be 

useful for engineering optimal alpha-hemolysin mutants for DNA 

sequencing applications. Although the DNA bases closest to the 

confinement region of the pore appear to have the greatest effect on 

current blockade, this site may also significantly influence 

translocation dynamics and create significant biological noise in ion 

current readouts.  

 

The relationship between current distributions and protein-DNA 

contact surface 

Analysis of conductivity of alpha-hemolysin as a function of the 

single-stranded DNA conformation inside the nanopore reveals some 

interesting features. Earlier in this paper, we showed that the 

distribution of residual currents in αHL demonstrates different 

conduction levels both in MD and BD simulations. The conducting 

levels may be directly related to the formation of distinct ssDNA 

conformational states.  Figure 5 displays averages for long-lived 

contacts observed between the nucleotides of the ssDNA and amino 

acid residues within the αHL nanopore, based on hydrogen bonding 

and salt-bridging criteria described in the Methods section. 

Interestingly, different conducting levels display notable differences 

in the lifetime and distribution of protein-DNA contacts. For 

example, in a “high” conductance simulation interactions between 

ssDNA and some asparagine residues (N139 and N121) were 

reduced or absent. The contact analysis done for the high conducting 

level  (Figure 4A) observed in MD (as well as BD) simulations 

shows minima in the number and stability of protein-DNA contacts, 

leading to a more elongated form of ssDNA allowing for across-the-

wall transport of ions. This in turn may facilitate permeation and 

promote the high flux of cations through the αHL nanopore. 

Hydrogen bonding to pockets of threonines in positions 115; 117; 

125 and 145 also plays a specific role in ion transport through the 

αHL nanopore. T145 appears to be particularly important for the 

formation of deep-blockade states in the studied systems. The low-

conductance state displays virtually no interactions between ssDNA 
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and T145 as compared to the other state (Fig. 5). These residues 

(αHL is a heptamer) are located in the sensing zone of αHL  

 

The relationship between ssDNA conformational dynamics and 

current blockade levels 

To analyse further the relationship between particular conformations 

of ss-DNA and depth of the current blockade we focus first on two 

extremes from all-atom MD simulations, the deep- and shallow-

blocking currents. Two characteristic features of the captured 

polymer were chosen for analysis – end-to-end distance and radius 

of gyration. The time-series of these two properties are shown in the 

Supplementary Materials. There is a modest correlation between the 

radius of gyration and ion current allowed by the pore. As expected, 

the more “stretched” states of ssDNA allow higher conductance. The 

major limitation for this analysis is the relatively poor sampling of 

ssDNA dynamics in nano-seconds long simulations. To provide 

additional insights we performed clustering analysis of BROMOC 

trajectories to identify particular structural features of ss-DNA 

responsible for deep- and shallow-blockade of the pore. The coarse-

grained nature of BROMOC allows us to include over 1.5 

milliseconds of dynamics and to correlate this with the observed 

residual currents. Figure 6 shows the composition of cluster 

populations of the trajectories associated with low (8.3-14.4 pA, 12 

trajectories representing ~ 24 micro-seconds of dynamics), average 

(20.5-26.6 pA, 500 trajectories) and high (38.8-44.9 pA, 5 

trajectories) current. The structural composition for the high current 

runs is clearly similar to the average one. However, the cluster 

composition associated with low current has a very particular 

pattern. Cluster index reflects the occupancy of the cluster from 

highest (0) to the lowest (2123) in an entire set of trajectories (1.5 

milli-seconds) used for the analysis. To test the current dispersion 

dependence on the structure of each cluster we ran current 

simulations for 200 structures in cluster 0, 1, 15, 16, 17, 23 and 32. 

The currents obtained were within ~3 pA of the average values, 

indicating the structural criteria for the clustering produce clusters 

with structures that yield the same current.  

To test the stability of the structures and its relation to current 

reproducibility we selected two initial structures associated with the 

lowest (8.3 pA) and highest (44.9 pA) current for all of the 

trajectories. Each DNA structure with ions was re-run 500 times 

with different random number generator seeds. The average current 

obtained for the low-current structure was 10.5±1.9  (11+/-2) pA and 

for high-current structure 27.8±2.4 pA (28+/-2). This indicates that 

the low-current structure is a stable and long-lived one but the 

structures associated with the shallow-block are not kinetically stable 

and rapidly morph back to the most probable conductance states. 

Next we performed structural analysis of these clusters. Figures 

6 and S1 shows the structure of the center of the cluster for low- and 

high-current states, respectively. We observed only minor 

differences in structures associated with average or high current 

levels. However, low-current structures (deep block state) 

consistently display a coiled structure in the alpha-hemolysin cap 

that reduces the pore’s capacity for ion transport.  

 

A series of structural descriptors is collected in the Supplementary 

information. In a representative conformation for the? low 

conducting state, ssDNA is compacted within the wide cap region of 

the pore and a single 360-degree loop is observed in the simulated 

coarse-grained chain in this region, while in the high conducting 

state the chain is more extended through the pore with a 

displacement of ~4.5 Å per nucleotide along the pore axis.  The 

constructed atomistic model of poly(dC) in the low residual current 

state displays significant distortions in the backbone structure near 

the 11th and 16th nucleotide from the 1st nucleotide entering into the 

cap at the 5’-end. The observed coiling allows for a significantly 

more nucleotides to be present within the cap region. The key 

characteristics for low- and high-conducting conformation of ssDNA 

are collected in the supplementary information (high.dat and 

low.dat). Briefly, cytosine bases in this looped region within the 

αHL cap are inclined upward towards the stem of the pore, while 

adjacent bases are nearly perpendicular to the axis of the pore or 

slightly bent downward towards the entrance of the cap. The 

deoxyribose sugars of the polynucleotide backbone adopt C2’-endo 

and a few C3’-endo/exo rotational states at the majority of 

nucleotides in both high and low conducting state ssDNA chain 

conformations. However, for the low conducting state conformation, 

at the 11th nucleotide near the start of the loop there is a ~70 degree 

rotation of the backbone δ torsion (C5’-C4’-C3’-O3’) relative to 

adjacent nucleotides of the chain and the deoxyribose sugar is 

observed in a lone C4’-exo conformation; there is also a 

complementary ~70 degree rotation of the backbone ε (C4’-C3’-

O3’-P) torsion with the deoxyribose sugar in the lone C1’-exo 

conformation for the 16th nucleotide near the end of the loop.  The 

looped nucleotides in between have more gradual bending and all 

adopt the C2’-endo deoxyribose sugar conformation.  It is important 

to emphasize that similar looping patterns were observed outside of 

the pore in modeled chains in both high- and low- conducting states 

(Figure S1), consistent with the low persistence length of ssDNA in 

corresponding solution conditions. Therefore, we conclude that 

formation of the coiled structure in the cap is a structural feature that 

is associated with observed deeply blocking state of the ssDNA. 

 

Counterion screening in the pore 

Next, we evaluated counterion densities inside the pore. As 

expected, Cl- density is negligibly small both for BD and MD runs 

in keeping with prior studies17, 22, 45. The ion densities within the 

pore are in apparent agreement with a very general theory 

(Counterion Condensation of Onsager-Manning-Oosawa) and its 

application to DNA in the pore46, 47 and to observations from other 

experimental work 48 49 50, when the appropriate dielectric properties 

are accounted for in the associated analytical expression. The 

effective strengthening of electrostatic interactions by the decrease in 

solvent shielding creates a dense counterion atmosphere and nearly 

complete protein screening from DNA anionic charge within some 

regions of the pore. The predictions of counterion condensation 

theory are in keeping with the observed DNA-counterion association 

in the simulations, when considering the observed reduced dielectric 

screening of charge-charge interactions. 

Page 7 of 11 Nanoscale

N
an

os
ca

le
A

cc
ep

te
d

M
an

us
cr

ip
t



ARTICLE Nanoscale 

 

8 | Nanoscale, 2014, 00, 1-3 This journal is © The Royal Society of Chemistry 2012 

 

 

 

 

 

 

 

Figure 6. 

Top panel: The RMSD-cluster composition of trajectories associated with 

high-, mid- and low-current levels. Bottom panel: Graphical illustration of 

ssDNA structure blocking the pore in high- and low-conductance states 

shown in green and red, respectively. The K+ ions within 5 Å are show in 

blue 

 

An estimated fractional neutralization of ~80% of the DNA charge is 

observed in our simulations for DNA of the narrowest stem region, 

compared to the overall neutralization of ~45% of the charge in the 

wide cap of the pore, and a neutralization of ~30% of the charge 

outside of the pore. 

 

 

 

 

This is consistent with the predictions from counterion condensation 

theory from the work of Manning51, using an expression for the 

fractional DNA charge neutralization and an effective dielectric 

constant of =40:  

 

   (3) 

 

 

 

where N is the magnitude of the charge per monomer (equal to 1 for 

ssDNA) and L is the distance between monomer units of 

approximately 5 Å observed in the simulation. The ratio of these 

values multiplied by the inverse Bjerrum length bB, a value modified 

by the dielectric constant value in each individual region of the 

system, predicts a very similar pattern of neutralization with 

dielectric constant. On the other hand, the confinement effect also 

leads to a decrease in the ion desolvation penalty and thus tighter 

non-electrostatic interactions for the non-polar moieties of DNA 

around the middle of the pore. 

  

Single-stranded DNA translocation and its position dependence 

in the sensing areas 

To illustrate one of the possible reasons for such a broad distribution 

of currents and to test the time-displacement relationship in the 

studied nanopores, we computed the position-dependent mean 

square displacement (MSD) for five all-atom MD trajectories 

representing different conducting states of the system (Figure S2). 

We used the same method as described by Mathe et al.45. The system 

was separated into three regions (the αHL cap and two sensing zones 

in the stem) and the MSD for a subset of nucleotides was measured 

in the presence of a biasing potential of V = 600 mV. The nucleotide 

displacements for the part confined in the cap region display Rouse-

Zimm behavior, with two well-defined time dependencies as 

described previously for single-stranded DNA dynamics by 

Shusterman et al.52, 53 with a relatively small distribution of MSDs 

between different simulations. Although the calculations are noisy in 

MD simulations, it is clear that the single nucleotide dynamics in the 

first and second constriction regions are distinctly different. The 

captured polymers exhibit a broad distribution of dynamical regimes 

from almost immobile to strongly extending form of captured 

ssDNA. This is expected to affect ion currents and result in a broad 

distribution of computed currents, as shown in Figure 3. 

Interestingly, several groups reported long-lived captured DNA 

states for alpha-hemolysin nanopores with non-exponential escape 

kinetics9. The lack of mobility in the captured DNA correlates well 

with a maximum in protein-DNA contacts and maximization of 

protein-DNA interaction energies. Protein residues compete with 

counterions for interaction with polar groups in DNA, but it is hard 

to assess survival probabilities of “immobile” states due to 

limitations in sampling.  
 

Water Ordering in the Model Nanopore 

A number of papers suggest that nanopore confinement may lead to 

a significant stabilization of hydrogen-bonded water wires over 
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macroscopical lengths54. The lifetime of stable wires can extend to 

microseconds and even minutes, and insertion of additional charge 

breaking stable wires or emptifying/filling transitions will result in 

significant fluctuations in ion transport rates. To test hydrogen-

bonding patterns of water in DNA-blocked nanopores, we performed 

a position dependent connectivity analysis. The resulting hydrogen 

bonding per molecule profile along with particle density profiles 

normalized by the solvent accessible volume (excluding volume 

taken up by the ssDNA molecule) is shown in Figure 7.  

The density profile displays a sharp drop in particle density 

around the first constriction zone (0 Å < z > 5 Å).  The average 

number of hydrogen bonds per water molecule also considerably 

decreases in the pore from 2.5 to 1.5 , which does not support the 

idea of having structured water clusters both locally and across the 

entire length of the beta barrel.  

Figure 7. The hydrogen bond per water molecule profile along the pore axis 

(solid black line) and the numerical water density profile (solid blue line) for 

a truncated version of αHL pore from MD simulations with applied voltage 

for high- (A) and low-conductance states (B) of αHL-polyd(C)20. 

 

It seems that water ordering in the nanopore displays a very modest 

dependence on the blocking state of ssDNA. To investigate the 

ordering of water molecules in the confinement of the nanopore we 

computed the average dipole orientation from 200 ns of equilibrium 

(no voltage) MD simulation of a truncated pore. Figure S3 shows the 

water dipole orientation along the z-axis.  The computed water 

profile is reminiscent of that published by Klauda et al. for pure lipid 

bilayers in the absence of ion channels36. The maximum of the water 

dipole moment is located in the choline region, while water 

molecules in the bulk or inside the pore display two regions where 

water is apparently oriented, e.g., between 0 Å < z > 5 Å and to a 

lesser degree between 18 Å < z > 22 Å, overlapping with the 

proposed location of the first and second sensing zones. Although 

water molecules inside the wide nanopore, even partially blocked by 

ssDNA, appear to form short-lived pockets with oriented water 

molecules similar perhaps to those found in a narrow hydrophobic 

nanopores with a notable capacity for water transport55, it appears to 

lack the hydrogen bond connectivity associated with long-lived “ice-

like” structures found in carbon nanotubes16, and is therefore 

unlikely to contribute significantly to observed excess noise in 

nanopore recordings. 

Comparison between experimental and computational results 

Direct comparison of the simulation results (MD and BD 

simulations) to electrophysiological recordings is challenging 

because of several approximations3, 44. All-atom MD simulations 

will arguably provide the most detailed description of ion, DNA and 

solvent dynamics in the confinement of a nanopore. However, the 

significant computational costs involved in all-atom simulations, the 

resulting limited sampling time and therefore the need to use 

artificially high applied voltages (up to 2V), and the difficulties in 

describing slow conformational dynamics of captured polymers and 

its relation to fast ion transport events, make application of atomistic 

simulations to studies of DNA transport a true challenge22. The use 

of effective potentials derived from all-atom MD simulations in 

applications to DNA transport offers a remedy to some of these 

challenges, although this procedure itself introduces several 

approximations17, 18. The assignment of uniform transport 

coefficients to all nucleotides in the strand, the rigid structure of the 

nanopore and the resulting apparent over-estimation of the 

electrostatic barriers associated with ion entrances to the nanopore 

are probably the most important limitations. The results of the BD 

simulations reported here display residual currents that are somewhat 

lower than those reported from patch-clamp measurements of the 

αHL pore in lipid bilayers1, 2. However, they are providing correct 

estimates for relative current blockade between different strands18. 

Interestingly, BD data is in surprisingly good agreement with the 

reported residual currents for the aHL pore captured by a solid-state 

nanopore56. The solid-state environment should result in decreased 

conformational dynamics of the biological pore (hemolysin) itself 

and would lead to more significant DNA blockade compared to 

previous studies performed in lipid bilayers. 

Conclusions 

A combination of all-atom Molecular Dynamics and coarse-grained 

Brownian Dynamics simulations was used to study ion, DNA and 

water dynamics in the confinement of a model nanopore, alpha-

hemolysin.  It was found that both methods are capable of accurate 

separation between blocked currents produced by different single-

stranded polynucleotides, but the complexity of single-stranded 

DNA dynamics makes it difficult to obtain accurate estimates of ion 

current from just a single MD simulation, and thus the approach of 

multiple MD simulations was used. The captured single-stranded 

DNA displays several conducting levels and its conformational 

dynamics may act as a fast gate, consistent with reported excess 
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noise in electrophysiological recordings. Based on analysis of water 

connectivity and hydrogen bonding we conclude that water 

clustering observed in other systems is unlikely to be a critical factor 

in the observed excess noise in aHL. The captured nucleotides 

exhibit several dynamical regimes depending on position in the 

confinement region. In the wide mushroom-like cap region of the 

protein, nucleotide dynamics are similar to those expected for a free 

polymer in solution. However, nucleotides in the stem region display 

different regimes ranging from an immobilized strand to a voltage-

driven extended state.  Based on cluster analysis of the trajectories 

from BROMOC simulations we conclude that ssDNA 

conformational dynamics in the stem and cap regions of aHL 

contributes to the deep and shallow blocks observed experimentally. 

A long-lived state of coiled structures formed in the cap of aHL 

contributes significantly to the blockade of ion transport..The 

conformational dynamics of DNA clearly modulates ion dynamics. 

Therefore complete sampling of DNA conformations from all-atom 

MD simulations is likely required for accurate results but this 

presents a significant challenge due to slow DNA dynamics on the 

MD time scale. Sampling could be improved in future studies, but it 

is not possible to ascertain conclusively whether structures predicted 

in any of the DNA-nanopore simulation literature or in this work are 

accurate, absent of crystallographic data or other direct experimental 

evidence. It is likely that the timescale for ssDNA relaxation even 

from carefully prepared starting structures is far too long for the 

structure to fully evolve over the course of a 0.2 μs or slightly longer 

MD simulation trajectory.  One viable strategy would build on the 

combination of enhanced sampling techniques and MD simulations 

for future studies into this very challenging problem.  We hope that 

future studies based on the approaches presented here will add 

additional insight into the role of DNA translocation dynamics on 

ion conductance and other important properties of these biological 

nanopores for DNA sequencing applications. 
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