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This work investigates two competing pathways for the terphenyl
radical anion in the photoredox catalytic cycle for CO2 reduc-
tion – the desired electron transfer to CO2 and the undesired
carboxylation and deactivation of the terphenyl catalyst. A
linear relationship is identified between the energetics of the two
pathways when trends are examined via p-substitutions to the
three isomeric forms of terphenyl. Analogous to linear scaling
relationships in heterogeneous catalysis and electrocatalysis, this
correlation highlights intrinsic bounds on catalyst performance
towards photoredox CO2 reduction.

Computational studies of heterogeneous catalytic processes,
in which reactions occur at a solid-fluid interface, are typically
guided by the fact that the interactions of reactive intermedi-
ates with the catalyst surface are not always independent of
each other. Also termed scaling relationships for mapping ac-
tivity or selectivity, the energies of interaction of specific inter-
mediates and/or transition states are typically linearly correlated
across catalysts.1 In addition to reducing the complexity associ-
ated with catalyst design to a handful of descriptors, scaling re-
lationships highlight fundamental limitations imposed by the un-
derlying chemistry that makes it difficult to ‘break’ or circumvent
them in order to enhance catalyst performance.2

Efforts towards developing similar design rules are now emerg-
ing in molecular thermal catalysis,3–6 but almost non-existent in
molecular photoredox chemistry. Photoredox catalysis is rapidly
emerging as a sustainable alternative to traditional thermal catal-
ysis as it can use light energy to perform otherwise challenging
oxidation and reduction reactions.7–10 Our objective is to un-
cover similar relationships, if any, in homogeneous photoredox
catalytic processes, specifically those involving organic catalysts
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Fig. 1 Fate of the photoredox catalyst (P) in its radical anion state (1)
Desired – Electron transfer (ET) to CO2, or (2) Undesired – Carboxy-
lation. Note that the possibility of interconversion between the ET and
carboxylation state 17 is not considered in this work.

(chromophores) for carrying out the reduction of CO2.11–13

The photoredox catalytic cycle consists of electronic excitation
of the catalyst (terphenyl), quenching of the excited state by
means of a sacrificial electron donor (e.g., triethylamine) to cre-
ate a highly reactive radical anion, and subsequent single-electron
reduction of CO2 by the radical anion, restoring the catalyst to its
neutral, ground state. An experimental study probing the CO2
reduction activity of terphenyls showed that the ortho- and meta-
isomers are more prone to carboxylation (Figure 1) than the para-
isomer, making the latter a more suitable catalyst for carrying
out CO2 reduction via electron transfer despite its smaller driv-
ing force relative to the other two isomers.14 The competing car-
boxylation reaction is one possible reason why catalyst turnover
numbers are very low. While designing these catalysts, therefore,
it is not only important to identify features that render the cat-
alyst more active but also those that make it less susceptible to
degradation.15,16

All simulations are carried out using the ab initio quantum
chemistry software, Q-Chem.18 We employ the ωB97X-D/def2-
TZVP19,20 level of theory along with the conductor-like polariz-
able continuum model21–23 to capture the impact of solvation by
dichlormethane (CH2Cl2, ε = 8.93). The reactant state for both
ET and carboxylation consists of the catalyst anion and neutral
CO2, both at infinite separation. The sum of energies of the two
fragment is labeled Ereact . This is analogous to the ‘isolated gas
phase’ reference typically employed in heterogeneous catalysis
calculations of adsorption energies. The energy of the ET prod-
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uct (Eprod,ET ) is calculated using constrained DFT (CDFT)24–26

for the interacting fragments; analogous to adsorbed species in
heterogeneous catalysis. The electronic energy change associated
with electron transfer is given by,

∆EET = Eprod,ET −Ereact (1)

The energies of carboxylation products (Eprod,carboxy) formed via
electrophilic attack of every unique carbon position are calcu-
lated. Since position-dependent barrier calculations are compu-
tationally intensive, we make a simplifying assumption that the
reaction energy is an approximate proxy for barriers. We define
the reaction energy for carboxylation as,

∆Ecarboxy = Emin
prod,carboxy −Ereact (2)

In other words, the position that yields the lowest value of
reaction energy is also assumed to correspond to the smallest
barrier to carboxylation and therefore the most likely point of
electrophilic attack. The o-, m-, and p- isomers of terphenyl, with
two substituents each at the terminal para-positions, as shown in
Figure 2, are examined. The following substituents are chosen:
H, CH3, OCH3, CHO, CF3, OH, F, NH2, SCH3, and NO2.

Fig. 2 Photoredox catalysts examined in this study - three isomeric forms
of terphenyl – (a) ortho, (b) meta, and (c) para – with substituents R
at the para-terminal positions. The carbon numbers indicate unique
positions at which carboxylation can occur for every isomer.

Fig. 3 Products of (left) ET and (right) carboxylation at position 6,
illustrated for m-terphenyl. The shortest C-C distance between the rad-
ical anion CO2 and a ring carbon is 4.596 Å in the ET product. The
C-C distance in the carboxyl bond is 1.593 Å. (Cyan: Carbon; white:
Hydrogen, red: Oxygen)

The structures associated with ET and carboxylation products
are illustrated in Figure 3. The driving forces associated with
competing ET and carboxylation are showed in Table 1. The
higher ∆EET for the p- isomer arises from the fact that the radical
anion form (or the reactant) is lower in energy for this isomer.

Table 1 The driving forces for electron transfer and carboxylation
(kJ/mol) for substituted p-, m-, and o-terphenyl calculated using DFT.

Group σp ∆EET (kJ/mol) ∆Ecarboxy (kJ/mol)
p- m- o- p- m- o-

NH2 -0.66 -43.6 -57.1 -66.6 -65.8 -79.4 -80.7
OH -0.37 -35.2 -49.6 -58.0 -73.7 -71.9 -70.6

OCH3 -0.27 -39.4 -51.5 -61.2 -55.0 -72.8 -78.2
CH3 -0.17 -21.9 -38.5 -47.1 -36.9 -60.7 -56.1
H 0.00 -12.6 -29.2 -38.1 -27.3 -52.4 -46.6

SCH3 0.00 -3.5 -11.2 -29.1 -22.6 -41.1 -46.1
F 0.06 -16.9 -32.8 -40.7 -33.9 -55.9 -54.0

CF3 0.54 21.4 5.4 -3.1 -0.9 -22.7 -16.7
CHOa 0.63 63.9 60.8 54.7 33.1 28.5 23.2
NO2

a 1.27 85.6 127.3 125.4 46.7 87.4 85.3

a

σ ∗ used instead of σP for CHO and NO2. 27

The products formed upon ET for the three isomeric forms are
within 8 kJ/mol of each other for each substitution. The sole ex-
ception is the NO2-bound systems for which the m- and o- forms
of the radical anion are significantly more stable than p-. In gen-
eral, ∆Ecarboxy is more negative than ∆EET . ∆Ecarboxy values are
more positive for the p- isomer arise, in addition to lower reac-
tant energies, from differences in the preferred position and con-
sequently energy of the carboxylation product.

The preferred positions of carboxylation across the three iso-
mers are illustrated in Figure 4. Carbon atoms on the terminal
ring (1-3 in Figure 2) are favored for both o- and p-substituted
isomers, while position 6 in the central ring is favored for me-
isomers. The differences in ∆Ecarboxy values between the position
that is preferred the most across substituents (2 for o-, 6 for m-,
and 2 for p-) and the next preferred positions are typically < 10
kJ/mol, with the sole exception of p-terphenyl, in which the dif-
ference between positions 3 and 2 is 12.5 kJ/mol. While some
positions are clearly more favorable than others, it may be diffi-
cult to generalize these results to predict a priori the most favor-
able position for carboxylation for a given isomeric/substituted
chromophore. The search for descriptors that help identify the
preferred position of electrophilic attack is ongoing in our group.

Fig. 4 Carbon positions (Figure 2) with the lowest ∆Ecarboxy across all
substituted terphenyls.
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As predicted by experiments and shown in our prior study, the
reaction energy for carboxylation is more negative for the o- and
m- isomers compared to the p-isomer of H-substituted terphenyl
(Table 1).14,16 Using the values for H-substituted p-terphenyl as
reference, trends with changing substituent electrophilicity, quan-
tified by the Hammett parameter, σp,28 are reported in Figure
5. Since three distinct curves can be plotted, one for each iso-
meric form, we attempt to identify an alternative descriptor to the
Hammett parameter that eliminates isomer specificity. Mulliken
charges on the catalyst (excluding substituent), shown in Figure
S1 of the ESI, are poor descriptors of energetics of electron trans-
fer and carboxylation. The resulting correlations are significantly
weaker than those observed with Hammett parameters.

As seen in Figure 5, with the exception of the NO2-substituted
systems, the o- and m- isomeric forms of substituted systems
are also more susceptible to carboxylation than the p-isomer.
Electron-donating groups render both competing pathways more
energetically favorable. The trends are non-linear, with a flat-
tening of the driving force as substituents become more electron-
donating. This was also observed in our previous work examin-
ing the ET activity of substituted p-terphenyl towards CO2 reduc-
tion.15

The anomalous energetics of NO2-substituted systems is exam-
ined using localized orbital bonding analysis (LOBA).29 The or-
bital densities associated with the excess electron in the anion
radical form of the chromophore are illustrated in Figure S2 of the
ESI. Unlike the remaining substituted o- and m- isomers in which
the electron is delocalized over anywhere between two and four
ring carbon atoms, density is localized about the nitrogen of the
NO2 and one neighboring carbon atom. This localization is not
observed in the NO2-substituted p-terphenyl, in which the elec-
tron is delocalized over four ring carbons. We believe that this
anomalous localization at the strongly electron-withdrawing sub-
stituent is the cause of lower energies of the m- and o- radical
anions relative to the p- radical anion.

As the ET and carboxylation trends with respect to σp in Figure
5 look very similar to each other, we examine whether the two
quantities are correlated. Shown in Figure 6, a linear relation-
ship emerges spanning all isomeric forms and all substitutions to
terphenyl. This finding is probably not surprising. Electron-
donating substituents make it easier to transfer an excess elec-
tron to an electrophile such as CO2. At the same time if the two
species are in close proximity, it is likely that bond formation also
becomes favorable. Figure 6 therefore indicates that one cannot
enhance the driving force for ET (desirable) without also making
the catalyst more susceptible to degradation via carboxylation or
similar electrophilic reactions such as photo-Birch reduction.30 In
other words, a scaling relationship exists between the energetics
of ET and carboxylation pathways, which originates in the elec-
tronic properties of the catalyst.

In computational heterogeneous catalysis and electrocatalysis,
linear scaling relationships can be identified between adsorption
or transition state energies of different, but related species ad-
sorbed on the surfaces of transition metals (e.g., C* and COH*
or CO* and COOH* in CO2 reduction, where ∗ denotes a surface-
adsorbed species and not an excited state).31,32 Once these lim-

Fig. 5 Variation in ET and carboxylation energies, referenced to the
corresponding values obtained for the H-substituted para-terphenyl, with
the Hammett electrophlicity parameter.

itations are identified, one can then explore options for circum-
venting them, such as alloying, doping, and the introduction of
defects or strain in the solid catalyst.2,33

The concept of ‘breaking’ scaling relationships can also be ap-
plied to organic photoredox catalysis. In this study, although
∆Ecarboxy is more negative than ∆EET for a given system, the en-
ergy alone is not a complete descriptor of the likelihood of reac-
tion when one of the competing pathways involves electron trans-
fer. Unlike bond formation, ET can occur (1) at large intermolec-
ular separations, (2) when steric bulk prevents close contact be-
tween donor-acceptor pairs, and (3) with less specificity in the
orientation necessary for the reaction to occur, and therefore pos-
sesses an entropic advantage.34,35 The solvent dielectric may also
play a role in the relative energetics of the two pathways.36 ET
states are easier to solvate because the charge is localized over
smaller fragment(s), in contrast to delocalization over a larger
molecule in the transition state and product in the case of car-
boxylation. For instance, if the solvent dielectric is increased from
8.93 (dichloromethane) to 38.25 (dimethylformamide), the ET
energy from p-terphenyl to CO2 becomes more favorable by 83%,
from -12.6 kJ/mol in DCM to -23.1 kJ/mol in DMF. In compar-
ison, the increase in favorability of carboxylation (position 1) is
more modest (25%), from -27.3 kJ/mol in DCM to -34.2 kJ/mol
in DMF.

Therefore, it may be possible to break scaling by introducing
steric constraints and identifying solvents that are less favorable
towards the approach of the anion radical catalyst and CO2 and
subsequent formation of a pre-association complex that leads to
carboxylation. This work is a simple first step that focuses only
one part of the entire photoredox catalytic cycle for CO2 reduction
to explore the existence of scaling relationships. It does not take
into account the feasibility or rates of the remaining steps con-
stituting the catalytic cycle – chromophore excitation, quenching
by a sacrificial electron donor, and other potential side reactions
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Fig. 6 Scaling relationship between ET and carboxylation energies, ref-
erenced to the corresponding values obtained for H-substituted para-
terphenyl. The orange line represents the linear fit (R2 = 0.99), with
∆∆EET = 1.13 ∆∆Ecarboxy + 8.22. The parity line is also shown (light
grey).

that emerge from the choice of electron donor (e.g., photo-Birch
reduction), solvent, or the substituent. Future work in our group
includes examining whether the assumption that the lowest reac-
tion energy also corresponds to the smallest barrier to carboxy-
lation is valid, and whether substitutions at positions other than
p- lead to energies that lie on the same scaling line. We will also
investigate ways in which solvent effects can be incorporated in a
meaningful manner in catalyst design.
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grateful to the Collaboratory for Advanced Research Computing
at USC for computational resources and support.
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