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1 Introduction

Mass spectrometry (MS) is a major experimental technique used
in the detection of atmospheric aerosol particles. In most ioniza-
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Molecular Modeling of the Late Stages of lonization without an
External Energy Source Coupled to Mass Spectrometry’

Styliani Consta,*®® Lisa M. Wingen,”, Yiming Qin,” Veronique Perraud,” and Barbara J.
Finlayson-Pitts,?

lonization via desorption of charged analytes from the surface of solid amorphous glutaric acid
particles, without the assistance of an external energy source, has been shown to be a promising
method that can be coupled to mass spectrometry. We conduct mechanistic studies of the later
stages of this ionization process using atomistic molecular dynamics. Our analysis focuses on the
hydrogen bonding, diffusion, and ion desorption from nano-aggregates of glutaric acid. These nano-
aggregates exhibit an extended H-bonded network, often comprising H-bonded chains, linear dimeric
assemblies, and occasionally cyclic trimeric assemblies. These local structures serve as centers for
proton transfer reactions. The intermediate hydrocarbon chain between the proton-carrying oxygen
sites prevents proton diffusion over a long distance unless there is significant translational or rotational
movement of the proton-carrying diacid molecule. Our calculations show that diffusion on the surface
is an order of magnitude faster than in the core of the nano-aggregate, which aids effective proton
transfer on the particle’s exterior. We find that ionic species desorb from the aggregate’s surface
through independent evaporation events of small clusters, where the ion is coordinated by only a few
glutaric acid molecules. Near the nano-aggregate's Rayleigh limit, jets capable of releasing multiple
ions were not observed. These observations suggest a more general ion-evaporation mechanism
that applies to low-dielectric particles of various sizes, complementing the original ion-evaporation
mechanism proposed for aqueous droplets with an approximate radius of 10-15 nm. The combined
evidence from molecular modeling presented here and the thermodynamic properties of solid and
supercooled liquid glutaric acid indicates that the stronger signals of glutaric acid observed in mass
spectra, relative to other experimentally tested diacids, can be attributed to its significantly lower
melting point and the reduced enthalpy of vaporization of its amorphous state compared to other
tested diacids.

tion methods coupled to MS, a sample of aerosol particles is com-
pletely dissolved in a solvent or is vaporized at high temperatures,
and their composition is detected without distinguishing between
the surface and bulk interior constituents. However, a coveted
goal is the development of surface-sensitive methods that can de-
tect surface molecules~3 and even profile the particle composi-
tion as a function of depth from the surface. The surface composi-
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1 Electronic supplementary information (ESI) available: [(S1) Atomic force mi-
croscopy images of glutaric acid particles. (S2) Experimentally measured temper-
atures of the inlet elbow through which particles travel in the mass spectrometer as
as function of the source temperature set points. (S3) Radial distribution functions
of succinic acid as a function of diacid nano-aggregate size. (S4) Radial distribu-
tion functions of oxalic to adipic diacid nano-aggregates. (S5) Typical snapshots
of H-bonding patterns in N = 21 succinic acid. (S6) Molecular dynamics movie of
evaporation of GA™ from a GA nano-aggregate comprised 4093 GA molecules and
32 GA™. See DOI: ]

tion is of particular interest because it plays a direct and decisive
role in chemical reactivity and interaction with living tissues, as
well as particle growth mechanisms. In this direction, a few ion-
ization methods have emerged +-© such as extractive electrospray
ionization MS for heterogeneous solid particles”, and ionization
without an external energy source 812, Even though ionization
methods without an external energy source have been successful
in detection of analytes 112, their molecular mechanism is still un-
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explored. Molecular modeling is an important method that allows
us to explore the molecular details of these mechanisms. Knowl-
edge of the mechanistic details can facilitate optimization of the
ionization process by systematic search for effective substrates
and optimal conditions. Moreover, molecular modeling may assist
in unraveling the relation between the desorbed species detected
in MS and their depth from the surface of the carrier particles.

In Qin et al.,! solid dicarboxylic acid particles comprised of
malonic acid (C3, MA), succinic acid (C4, SA), glutaric acid (C5,
GA), and adipic acid (C6, AA) were formed from direct atomiza-
tion of their aqueous solutions. Although there was no ionization
source or any external energy source present, diacid molecules
were observed as charged species by the triple quadrupole mass
analyzer. It was found that among the diacid series, GA provided
the strongest analyte signal even at room temperaturel. It is
noted that the formation of ions without an external source of
energy is similar to processes and results reported by Trimpin et
al.8-13,

In this manuscript we present mechanistic studies of the later
stages of this ionization process!
Specifically, the questions we address here are: (a) What is the
H-bonded network in these systems that is responsible for pro-
ton transfer reactions? (b) What is the mechanism of the analyte
desorption from the diacid particles? (c) Why does GA give a
stronger signal in the mass spectra than the other experimentally
tested diacids? Our hypothesis is that under the conditions of the
later stages of the ionization process the GA particle’s external
layers may be amorphous and softened to a higher degree than
that of the other experimentally tested diacids. A softened dis-
ordered surface will facilitate analyte adsorption and charging of
the analyte.

Specifically, the experimental steps for the generation and ion-
ization of diacid particles are as follows:

using molecular dynamics.

1. An aqueous solution of a diacid was prepared in ~20-30 mM
concentrations. The initial solution had pH~ 3.

2. Droplets were formed by atomizing the solution and then
dried with diffusion dryers.

3. As the H,O evaporated, the droplets underwent a phase
transformation at 295 K, forming solid particles. Atomic
force microscopy measurements of the GA particles after
drying showed that many had oblong shapes with edges and
corners as shown in Fig. S1 in Electronic Supplementary In-
formation (ESI).

4. Then, the diacid particles were sampled at the inlet of the
mass spectrometer without any ionization source, where the
initial pressure was of the order of mbar and the tempera-
ture of the inlet was set to 30 °C — 150 °C but the measured
highest temperature was ~60 °C. In this region, the particles
shrank through evaporation and ionic species were desorbed
that were subsequently detected by the mass analyzer. Fig-
ure S2 in ESI shows the temperatures that particles were ex-
posed to at atmospheric pressure just before entering the MS
over the range of source temperature set points used in Qin

2| Journal Name, [year], [vol.], 1-15

et al..! Ions were detected in positive ion mode as [GA+H] "
(protonated GA) or [GA+NH,]* (due to trace NH; in air)
and in negative ion mode as [GA-H]~. GA substrate, neg-
ative ions were [GA-H]~ and positive ions were [GA+H]™
(protonated GA) or [GA+NH4]+ (due to trace NH; in air).

In this study, we investigate neutral and charged GA nano-
aggregates comprised of up to several hundreds of molecules
(Re ~ 3.3 nm, where R. denotes the equimolar radius), and a
few thousands of GA molecules (R. ~ 6.3 nm), respectively. For
the first time the H-bond network in diacid nano-aggregates,
diffusion coefficients and the desorption mechanism of charged
species from the parent aggregates are examined. To compute
a radially dependent diffusion coefficient in finite sized systems,
where Einstein’s equation and velocity autocorrelation function
approaches cannot be applied2°, a general method is presented,
that is not limited to the specific systems studied here.

Previous research investigating the structure of GA nano-
aggregates in the context of atmospheric aerosols!#!> has
pointed to the importance of intermolecular H-bonds using
molecular modeling® and the strength of gas phase dimer for-
mation with four H-bonds of the odd diacids, such as GA and
pimelic acid (C7), using quantum chemistry methods1”.

One of the questions addressed in the simulations performed
here is the selection of the system sizes that we model atom-
istically so as on the one hand they are computationally feasi-
ble, and on the other hand they are representative of the rele-
vant processes to ionization in the larger particles with diameters
of ~ 100 — 200 nm generated in the experiments. In the experi-
mental diacid particles, the bulk portion dominates, however, the
relevant chemistry in MS experiments such as charging and ion
desorption occur on the surface. Therefore, in atomistic model-
ing, which is often computationally limited by the system size,
the size selection should include both bulk-like and surface re-
gions, to be representative of the relevant processes observed in
the experiments. To choose the system size we accumulate evi-
dence from a number of studies of a variety of systems where the
transition of properties from small clusters to bulk have been ex-
amined?!. For example, experiments and models on the melting
of Au and Al nanoparticles22-23 have reported that nanoparticles
with a radius of approximately less than or equal to 2.5 nm show a
rapid change with an almost infinite slope of the melting temper-
ature as a function of radius. For larger radii, the slope becomes
smaller and then slowly plateaus as the melting temperature con-
verges to its bulk value. The rapid change for radius < 2.5 nm is
attributed to the fact that in these smaller system sizes the sur-
face determines their physical properties. As the radius increases,
a bulk-like interior that gradually increases plays an ever more
important role in the melting, until it dominates over the surface
contribution. Our previous study on the structure of H,O droplets
of various sizes24 (see Table 1 in Kwan et al.2%) has also shown
a non-negligible bulk-like interior for droplets of radius ~ 3 nm.
Drawing experience from these different systems, we infer that
diacid aggregates of R, ~ 3.3 nm to 6.3 nm that are studied here,
contain a non-negligible bulk-like interior in addition to the sur-
face and subsurface region. Regardless of the precise structure of
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the particle’s interior, it is the subsurface and surface that play the
key chemical role in the ionization process.

2  Models and Simulation Methods

2.1 Pristine neutral diacid nano-aggregates

Molecular dynamics (MD) simulations of atomistically modeled
pristine diacid aggregates were performed. The majority of the
simulations were performed for GA with N = 700, where N de-
notes the number of molecules in the nano-aggregate. By visual
inspection of the MD trajectories we estimate that a N = 700 GA
aggregate has R. ~ 3.3 —3.5 nm. For comparison of H-bonding
patterns, simulations were also performed for oxalic acid (C2,
OA), MA, GA, SA, and AA with N = 3,5,8,13,21 at temperature
(T) equal to 300 K.

The MD simulations were performed using the software NAMD
version 2.124°. VMD 1.9.4a47 was used for the visualization of
the trajectories *©. The molecular models were prepared using the
CHARMM CGenFF molecular parametrization*’~4°. CHARMM
CGenFF includes in its parametrization experimental heats of va-
porization and molecular volumes of the pure liquids, which are
important physical properties for the systems that we investigate.
Additional validation of the force field parameters arises from
comparisons of the radial distribution functions (rdf) of the nano-
aggregates with previous studies of gaseous phase monomeric
conformers®%>! and dimeric structures!” modeled by high level
quantum chemistry methods. These comparisons are presented
in the Results and Discussion Section.

Newton’s equation of motion for each atomic site was inte-
grated using the velocity-Verlet algorithm with a time step of
1 fs. The electrostatic interactions were treated using the mul-
tilevel summation method>2. In order for the multilevel sum-
mation method to be applied the nano-aggregate was placed at
the center of a spherical volume with a radius of 10 nm, where
the spherical boundary condition was applied. For GA the tem-
perature range of 360 K-420 K was examined. The temperature
was controlled by using the Langevin thermostat with the damp-
ing coefficient set to 1/ps. Simulations were also performed at
T < 360 K. At this lower temperature the molecules were almost
immobile within the simulation time. The particles studied in the
experiments ! are considered to be solid amorphous. The mod-
eled GA nano-aggregates at 7 = 360 — 420 K have an amorphous
mobile interface and a much less mobile amorphous interior.

For the molecular model used here, the temperature at which
mobility within the nano-aggregate is observed, is near the ex-
perimental ' melting point of GA (95-98 °C) and is within the
temperature range of the experiments (see Fig. S2 in ESI). This is
not expected considering the delicate relationship between phase
diagram and molecular models. Here, we elaborate on this inter-
esting coincidence. Nanoparticles with a radius of a few nanome-
ters are expected to melt at a lower temperature than the bulk be-
cause of the large ratio of surface to volume number of molecules.
Indeed, the studies of Buffat and de With showed that the melting
temperature of Au nanoparticles for diameters < 5 nm exhibit a
dramatic decrease relative to bulk®122, For diameters 5 — 6 nm
they also show21:22 that the decrease of the melting tempera-
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ture is ~ 14 — 10 % relative to the bulk. We deduce from the
above studies that a N = 700 GA nano-aggregate with diameter of
~ 7 nm will show a decrease approximately 10 % in the melting
temperature relative to the bulk. Based on these qualitative pre-
dictions, the melting temperature of the modeled N = 700 GA is
predicted to be at 350 K. Interestingly, our simulations show an
unexpected agreement with the above predictions on the mobility
of the GA molecules at 7 > 350 K.

In the study of the diffusion coefficient we carried out simula-
tions of an aggregate comprised of 700 GA molecules. The ag-
gregates were set to temperatures of 360 K, 380 K, 400 K, and
420 K. The coupling with the Langevin thermostat was reduced
to a damping coefficient set of 0.1/ps. The simulation time for
an equilibrium run was 5 ns. The configurations were reoriented
every 10 ps to remove spurious rotations.

2.2 Charged GA nano-aggregates

Charged GA aggregates comprised of N = 4093 GA and 32 GA™,
where the negative charge is carried by a carboxylate group, were
simulated at T = 420 K. This system has R. ~ 6.3 nm. The sim-
ulation protocol was the same as that for the pristine GA nano-
aggregates as described above. The relaxation time lasted sev-
eral nanoseconds. Test simulations were performed at a range of
T > 420 K where rapid ion release was observed. At T' =420 K
single ion release after simulation time of several hundreds of pi-
coseconds was observed that was selected for analysis.

3 Results and Discussion

3.1 H-Bonding in diacid nano-aggregates

To examine the radial distribution function (rdf) between various
oxygen sites of diacid molecules within aggregates we label the O
sites as shown in Fig. 1 (a). To interpret the rdfs it is reminded
that the diacid molecules may attain many conformations. The
presence of several conformers for a single gaseous phase diacid
molecule has been reported in the literature>®>1:53, The lowest
50,5153 of an isolated single molecule will be
present at room temperature because their energy difference is
near the thermal energy at this temperature (~ 2.4 kJ/mol). In
aggregates comprised of even a few diacid molecules, higher en-
ergy conformers may also appear at room temperature because
of stabilization provided in the condensed phase. Figure S3 in
ESI shows that the rdfs between O1 and O2 up to a distance of
6.0 A for N =3 —21 SA converge when N = 21. For this reason
we use rdfs for N =21 OA to AA (Fig.1 (b)) to examine their local
structure.

Figure 1 (b) shows the rdf between O1 and O3 for different
pristine diacid nano-aggregates with N = 21 molecules. The first
peak at ~ 2.3 A arises from the intramolecular 01-O3 interaction
within the same carboxyl group. The 01-03 distance of the first
peak, which is almost the same for all the diacids, is in agreement
with the value of 2.25-2.26 A for the conformers of a single OA
molecule calculated by Weber et al.>3 as shown in their Fig. 1, us-
ing quantum density functional theory. The second broader peak
is centered at ~ 2.85 A and arises from intermolecular H-bonded
interactions. The O1-03 rdf indicates that GA, SA, and AA show

energy conformers
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Fig. 1 (a) Numbering of O sites in GA to be used in radial distribution
functions (rdf). The same numbering is also followed for all the other
diacids examined here. (b) 01-O3 rdf at T =300 K for N =21 of various
diacids from OA (C2) to AA (C6).
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similar local structure of H-bonding. Among the three diacids the
peak of GA is marginally higher than that of SA and AA. Inter-
estingly, the order in the height of the 2nd peak for GA, SA, and
AA follows the trend for intermolecular H-bond strength found
by Elm et al.'7 for gaseous phase dimers. The second peak of
OA (C2) and MA (C3) is broader than of the other diacids and
they show an incipient third broad peak between 4.5-6.0 A. The
differences between OA and MA and the other diacids in the for-
mation of gaseous phase dimers have been discussed by Elm et
al.'7. OA and MA are different from the other diacids in that they
cannot form curved conformers that can lead to four H-bonds
with another diacid in gaseous phase dimers!7. Moreover, previ-
ous research 7 has shown that OA prefers to form intramolecular
H-bond instead of intermolecular bond in gaseous phase dimers.
Therefore, at r > 2.7 A, we attribute the differences between OA
and MA, and the C4-C6 diacids to the longer hydrocarbon chain
of C4-C6 that leads to a larger number of conformers, which in
turn can readily form H-bonds with neighboring molecules. The
01-04 rdf is presented in Fig. S4 (a) in ESI and the interpretation
of the peaks is discussed in Sec. S4 in ESI using the example of a
MA trimer (Fig. S4 (b) in ESI). The rdfs between various oxygen
sites of N = 700 GA are given in Fig. S5 in ESIL.

Analysis of the H-bonding within OA to AA nano-aggregates of
various N reveals a variety of H-bonded patterns. The H-bonds
are defined here with a donor-acceptor cutoff distance of 3.0 A
and an acceptor-donor-H angle of 30°. For N > 5, a carboxyl
group of a diacid molecule may utilize both its H-donor and ac-
ceptor sites in a carboxyl group to form dimeric assemblies (re-
gion (I} in Fig.2 (a) and in Fig. S6 in ESI), and occasionally, cyclic
trimeric assemblies (region (I) in Fig.2 (a) and Fig. S6 in ESI). We
will call the dimeric assemblies with two H-bonds “2-dimeric” in
order to distinguish them from dimers with one H-bond. Visual
inspection showed frequent formation of a single intermolecular
H-bond linking two diacid molecules. We observed that the struc-
ture of the amorphous diacid nano-aggregates is dominated by
long H-bonded chains as shown in Fig. 2 (b) for the example
of N =13 SA. The H-bonded chain length distribution in vari-
ous diacid types is an interesting quantity to compute in future
research. The single intermolecular H-bonds between two car-
boxyl groups, diacid chains, 2-dimeric and cyclic trimeric assem-
blies can be found on the surface as well as in the interior of the
aggregates. Elm et al.'” have calculated using quantum density
functional theory that GA (C5) and pimelic acid (C7) form the
strongest H-bonds in gas phase dimers relative to the other C2-
C8 diacids. However, these diacid conformers were bent and they
formed four intermolecular H-bonds at zero temperature. We did
not detect such dimeric structures in the nano-aggregates studied
here.

Figure 3 (a) shows a typical snapshot of N =700 GA nano-
aggregate. Examples of cyclic trimeric and dimeric assemblies on
its surface are encircled (regions (I) and (II) in Fig. 3 (a)). The
common H-bonded patterns of dimers, trimers, and H-bonded
chains, encountered in different types of diacids and in different
nano-aggregate sizes suggest that their presence is also expected
in the larger amorphous particles observed in experiments.

Figure 3 (b) shows the probability of O sites and C sites in the
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(b)

Fig. 2 (a) Typical snapshots of dimeric and cyclic trimeric assemblies
formed within the diacid aggregates. The N =5 oxalic acid is selected
for clarity. (b) Typical example of H-bonded chains in N =13 SA nano-
aggregates. The SA molecules that participate in the chain are enlarged.
The chain is traced by an orange-colored line. The white spheres repre-
sent H sites, the red O and the blue C. The red dotted lines indicate the
H-bonds. The definition of the H bond is discussed in the text.
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Fig. 3 (a) Same as in Fig. 2 (a) but for an N =700 GA nano-aggregate
with Re 3.3 A. The encircled regions show (1) a trimer, and (I1) a dimer on
the nano-aggregate’s surface. The enlarged regions (Ill) and (V) show
“bent” GA conformers in the surface. The color coding of the atomic sites
and the definition of the H-bond is the same as in Fig. 2. (b) Probability
profile (P(r)) of the O sites and the C sites in the -CH,- groups of N =700
GA nano-aggregate, estimated in spherical shells centered at the center
of mass (COM), located at zero on the x-axis. The bin size is 0.5 A and
the curves are normalized to 1.
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-CH,- groups estimated in spherical shells centered around the
center of mass (COM) of N = 700 GA. The probability profiles
show that there is a small preference for the exposure of -CH,-
groups toward the vacuo (or vapor). The slight preference for
the -CH,- groups toward the vacuo (or vapor) is attributed to
GA conformations that are “bent” as shown in regions (III) and
(IV) in Fig. 3 (a). These bent structures are also consistent to
those shown in Fig. 1 of Elm et al. 17, where gaseous phase diacid
dimers are modeled using high level quantum chemistry methods.
Within the approximations of the molecular model used here, the
lack of a strong orientation preference indicates that both polar
(-COOH) and non-polar (-CH,-) sites of GA are accessible for in-
teractions with analytes.

The local dimeric and cyclic trimeric assemblies are the cen-
ters for proton transfer reactions.
of proton transfer in ionization processes coupled to mass spec-
trometry, we analyze the H-bond network®%55 in a N = 700 GA
nano-aggregate. Figure 4 (a) shows the probability density of the
H-bond occupancy. Using a distance cutoff of a H-bond of 3 A
between the donor and acceptor site and an angle of 30° the oc-
cupancy is defined as the average number of H-bonds counted
in the MD trajectory over the total number of possible H-bonds.
The distribution is well approximated by the binomial distribution
with M = 1400 and p = 0.68 as

Because of the significance

ption) = () =i &

where M = 1400 is the maximum possible H-bonds that can be
formed by the N = 700 GA (each GA forms maximum number
of 2 H-bonds). The binomial approximation indicates indepen-
dence among the H-bond formations. We find that on average
the probability of a hydrogen to be paired with a carbonyl group is
0.68, which shows that there is a significant portion of H-bonding
in the aggregate. Even though here we examined the example
of N =700 GA, the extensive H-bonded network throughout the
aggregate is expected to be present in the other experimentally
tested diacids as well and in larger particles than N = 700.

In a sample run of 1 ns at 7 = 360 K we analyzed the dynamic
structure of the H-bond network. We observed that the pristine
GA network is subject to continuous formation and disruption (to-
tal or partial) of the H-bonded assemblies. Figure 4 (b) shows the
H-bond number correlation function (ACF(7)),

ACF(T) = (0Ny(t)6Ny(t + 1)) (2)

where SNy (1) = Ny () — Ny is the difference between the number
of H-bonds (Ny) at time 7 and the average number of H-bonds
(M) computed from Fig. 4 (a). The angular brackets (---) de-
note ensemble average. We analysed the time series by fitting the
data to the stationary autoregressive moving average processes 5°
using the R statistical analysis software®’. The H-bond number
autocorrelation function, shown in Fig. 4 (b), is well approxi-
mated, after the initial relaxation time>2 by a single exponential
decay. The best fit is achieved by the autoregressive moving aver-
age (1,1) model shown in Eq. 4. 4. 2 in Ref. 56
of the dashed line are given by Eq. 4. 4. 5 in the same reference.

and the parameters

6 Journal Name, [year], [vol.], 1-15
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(b)

Fig. 4 (a) Probability density, p(n), of H-bond occupancy, n, for an
N =700 GA nano-aggregate at 360 K. (b) H-bond time autocorrelation
function, ACF(r), as a function of time, ¢.
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The corresponding relaxation time is #,o1,x = 2.8 0.6 ps. This time
corresponds to 1 A displacement in the surface layer of the aggre-
gate due to diffusion. This relaxation time will depend on the
molecular model used, as for example simulations of the H-bond
lifetime in H, O have demonstrated significant variability depend-
ing on the H,0 model>°.

3.1.1 Proton transfer mechanism deduced from the H-
bonding network

The experimentally produced particles via the use of the atom-
izer*1=*3 may be protonated because of statistical charging. The
protons may be carried by carboxyl groups as well as small,
remaining inclusions of water. The diacid perfect crystalline
solids form intermolecular H-bonds distanced by their hydrocar-
bon chain making the network less dense than that of H,O. The
molecular model we use does not allow for breaking and forma-
tion of chemical bonds. As a result, proton transfer reactions
and proton diffusion at longer distances cannot be directly ob-
served within this model. Below we provide a qualitative picture
of the proton transfer mechanism and the proton diffusion de-
duced from the H-bonding network of the diacid nano-aggregates
and their physical properties. Once a H-bond is formed, the de-
termining factor for the rate of proton transfer is the difference
in the electric potential generated by the surrounding molecules
between the donor and acceptor sites along the proton transfer
path 60,61 The literature in the dielectric constant (&) of diacids
is limited. It has been reported that diacids have a low dielectric
constant of only a few units in the solid phase and in non-polar,

62,63 The low dielectric constant will facilitate

aprotic solvents
the proton transfer, thus there will not be significant free energy
barriers along the reaction coordinate. Once a transfer has oc-
curred, the proton will have successfully transferred if the H-bond
breaks. Differently from H,O where there is a H-bonded net-
work with abundant donor and acceptor sites, the hydrocarbon
chain of the diacids increases the distance between the H-bonded
sites. In order for a proton to be transferred at longer distances,
rotational diffusion should play a key role. A dramatic rotation
of the proton-carrying diacid will allow it to form H-bonds with
new sites far from the initial position. Thus, the rotational dif-
fusion will be the rate determining step for the proton diffusion
at long distances. The proton transfer mechanism has features
of the Grotthuss mechanism®%6%, but also has differences in that
proton diffusion requires a substantial rotation or translation of
the proton carrier. The rotational and translational diffusion will
be facilitated in an aggregate’s external layers where there is in-
creased mobility due to softening. Local cyclic trimeric or dimeric
structures as shown in Fig 3 (I) and (II), respectively, will dis-
sociate in an easier manner assisting proton diffusion relative to
long chains (where a diacid molecule is bound from both car-
boxyl groups) as those shown in Fig. 2 (b). In the next section we
examine the diffusion of the GA molecules.

3.2 Diffusion

The rate of the proton diffusion in an aggregate depends on the
dominant mechanism responsible for displacement of the pro-
ton. The two candidates are: the Grotthuss mechanism 465 of
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Fig. 5 Distribution of the squared displacements, A%, as a function of
the distance r from the COM of a N =700 GA nano-aggregate. The
COM s located at zero on the x-axis. The plot comprises of 1.4 x 10°
observations that were collected in the equilibrium simulation run.

proton transfer by exchanging the hydrogen bonds, and the dif-
fusion mechanism of the molecule that carries the proton. The
hydrogen bonding patterns were discussed in the previous sec-
tion. In the following discussion we address diffusion in an ag-
gregate of diacids, using as a typical example the N = 700 GA
nano-aggregate.

From the direct observation of the magnitude of the displace-
ment, where the magnitude is defined as the distance between
two locations at two different points in time, of a molecule in the
aggregate, we concluded that the diffusion coefficient is position
dependent. This has a simple explanation. The Stokes-Einstein
relationship shows the diffusion coefficient to be proportional to
the inverse of the drag friction. We expect the drag friction to be
lower near the surface as fewer number of molecules will partici-
pate in the momentum transfer responsible for the friction.

In the course of the simulations of a N = 700 GA nano-aggregate
at T = 360 K, we recorded the distance of each molecule from
the COM of the aggregate and its displacement squared, denoted
hereafter as A%, in 10 ps intervals. Figure 5 shows the distribution
of A? as a function of r (distance from the aggregate’s COM) using
the equilibrium simulation run. The displacements squared reveal
marked variability depending on the location of the molecule. As
expected a pronounced increase in the magnitude of the displace-
ment, A, with r is evident in the figure. A conventional technique
of calculating diffusion coefficients using either the velocity auto-
correlation function, or calculating the ratio of the displacements
squared over time is not directly applicable for this system, be-
cause firstly, the system is finite and, secondly, the diffusion coef-
ficient depends on the location of the molecule2°.
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Table 1 Parameters used in Eq. 4 as a function of temperature (7).

T [K] Dy [nm2 /ns] Rr [A]
360 0.184+0.002 | 15.0+£0.1
380 0.230+0.002 | 14.3+0.1
400 0.309 +0.003 14.3+0.1
420 0.405+0.004 | 144+0.1

We devised a new technique to investigate position dependent
diffusion coefficients in a finite-size system. The steps we per-
formed are described below. Firstly, an ensemble of molecule
displacements squared, shown in Figure 5, was analyzed over
a finite interval of time when the position of the molecule does
not change significantly. By experimentation, a 10 ps time in-
terval was chosen to be sufficiently brief to preserve the location
of a molecule in the aggregate (e.g. within this time interval a
molecule in the interior does not reach the surface boundary).
Secondly, a simple functional model of the diffusion coefficient
dependence on r (distance from the aggregate’s COM) was pro-
posed. Thirdly, the ensemble of displacements was analyzed us-
ing the maximum likelihood estimate and the optimal parameters
for the r dependence of the model of the diffusion coefficient was
selected. Lastly, the model was verified by comparing the com-
puted probability distribution of the displacements squared with
the theoretical prediction.

For a diffusive process the probability, denoted as Py, of A? for
a fixed value of position r, is given by the gamma distribution (I")
with the shape parameter ¢t = 3/2:

A maEDper (3)

P (A%) = =
(3/2)\/AD(r)7

where 7 is the time interval of 10 ps, A is the magnitude of the
displacement, and D(r) is the position dependent diffusion coeffi-
cient.

Using the maximum likelihood estimate method, a search for a
relationship of D(r) (radially dependent diffusion coefficient) on
the molecule position relative to the COM of the aggregate was
performed using the following equation

2
D(r) =Dy (1 + —2) 4

Ry
where Dy can be associated with the diffusion coefficient in lig-
uids and Ry is the distance from the COM of the aggregate where
the apparent diffusion coefficient is double that of the one in the
center. As per the procedure, the probability, P(Dy,Rr), of the
computed displacements A? given by

P(Do,Rp) ~ HPri (A) (5)

as a function of parameters (Dy, R;) was maximized with respect
to these parameters. In Eq. 5 i runs over all the molecules in the
aggregate, Py, is given by Eq. 3 and within Eq. 3, D(r) is given by
Eq. 4. The calculations were performed using the maximum like-
lihood estimate functions of the R statistical analysis package®”.
The maximization yields the values presented in Table 1. Figure 6
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Fig. 6 Radially dependent diffusion coefficients, D(r), as a function of
the distance r from the N =700 GA nano-aggregate's COM (COM is
located at zero on the x-axis) at T =360 K, 380 K, 400 K, and 420 K.
D(r) was computed using Eq. 4 with the parameters shown in Table 1.

shows the radially dependent diffusion coefficients at various T
computed using Eq. 4 with the parameters presented in Table 1.

To test the reliability of our method, in Fig. 7, we compared
the histogram of the random variable X; = A?/4tD(r;) using the
calculated diffusion coefficient (gray histogram) and with that
of the gamma distribution with shape 3/2 (solid line). Figure 7
shows that the histogram from the calculated diffusion coefficient
follows closely the theoretical curve of the gamma distribution.
The possible sources of any discrepancy are: the diffusion co-
efficient dependence has more complex dependence on r than
that we assumed here (Eq. 4), and, secondly, the diffusion can be
anisotropic close to the surface due to pronounced droplet shape
fluctuations.

To analyze the temperature dependence of the diffusion coeffi-
cient, the logarithm of the diffusion coefficient in the aggregate’s
interior was plotted as a function of the inverse temperature as
shown in Fig. 8. A modified Arrhenius behavior of the diffusion
coefficient was assumed given by

D(T) ~ Te AE /ksT (6)
where AE? is the activation energy and kg is the Boltzmann con-
stant. Fitting the data from Table 1, the activation energy bar-
rier for the diffusion process is determined to be AET = 3.3+
0.3 kcal/mol. This barrier shows that the diffusion proceeds via
the escape of the molecule from a molecular cage by breaking of
molecular assemblies.

At this point, we relate the information that the simulations
provided for the N = 700 GA nano-aggregate to the surface mo-
bility of the larger particles observed in the experiments. Simi-
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Fig. 7 Normalized probability distribution (P) of the scaled squared
displacement (X;). The solid line represents the gamma probability dis-
tribution with the shape parameter 3/2.
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Fig. 8 Natural logarithm of the ratio of the interior diffusion coeffi-
cient over temperature as a function of the inverse temperature. The
corresponding activation barrier is AE¥ =3.3+0.3 kcal/mol.
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larly to N = 700 GA, the larger particles may also have a more
mobile surface relative to the interior because of the lower drag
friction on the surface. The susceptibility of the larger particles
to surface softening will be further enhanced by the combination
of a number of factors that are all present in the particles. These
factors are the inherent amorphous nature of the systems, sur-
face irregularities®»37, and presence of impurities such as ionic
species on the surface and interior, residual water, and adsorbed
analytes. The crystalline GA has a distinctly lower melting tem-
perature 1827 than the other experimentally tested diacids, which
may imply that the combination of all these factors may lead to
surface softening at a much lower temperature than that of the
other diacids. A more mobile surface layer than the interior is
expected to enhance proton transfer and promote ion desorption
from the surface. The manner in which the diffusion coefficient
changes from the surface to the interior in the large particles may
be different from the quadratic law found here for the N = 700
GA nano-aggregates.

3.3 Ion desorption from multiply charged GA nano-
aggregates

We examined the manner in which ions are released from the
diacid aggregates by simulating a system comprised N = 4096 GA
and 32 GA™ at 7 = 420 K (see MD Movie in ESI). The discus-
sion that follows applies to liquid droplets and to aggregates that
have a solid or highly viscous interior surrounded by a softened
or partially melted surface.

The stability of viscous finite-sized systems with unbalanced
charge is determined by the competition of two opposing forces:
the Coulomb repulsion among the unbalanced charge carriers
that leads to emission of excess charge and the surface tension
force that holds the system connected. This competition of forces
is captured in the Rayleigh model ® that gives rise to the Rayleigh
limit. The Rayleigh limit yields the maximum amount of un-
balanced charge that a viscous finite-sized system can hold just
before the system becomes unstable®. Lord Rayleigh conjec-
tured that at the instability point a significant amount of charge
is rapidly emitted via jets25:56, The Rayleigh limit is defined by

0% = 64n’yenR® (7

where Q is the droplet charge, y the surface tension, & is the per-
mittivity of vacuum and R is the radius of the aggregate. Vep-
sildinen et al. reports®” y of bulk GA to be 56.2 dyn/cm at
T =298.15 K. To the authors’ knowledge there are no data on the
temperature dependence of y for GA, and moreover, the experi-
mental y may differ from that of the molecular model. In Eq. 7 we
entered R = 5.9 nm, which is approximately equal to R. of the ag-
gregate, and y in the range of 40 — 56.2 dyn/cm. These data yield
Q in the range of 42¢ — 50e (where ¢ is the positive elementary
charge unit).

By performing several test simulations with various numbers
of GA™ and at various temperatures, we found that a nano-
aggregate comprised N = 4096 GA molecules and 32 GA~ ions
at T = 420 K emits a single cluster composed of a single GA~
ion coordinated with 2-3 GA molecules in approximately sev-
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eral hundreds of picoseconds. The fast but not explosive rate
of ion desorption indicated that the system is found near its
Rayleigh limit. The charge of 32 GA~ is lower than the initial es-
timate of 42¢ — 50e at 7 = 298.15 K. Two reasons contribute to the
lower value, the lower surface tension at the higher temperature
(T = 420 K), and the fact that the experimental surface tension
may be different from that of the molecular model. Equation 7
with the input variables of radius and surface tension provides an
initial estimate of the Rayleigh limit, but it is the simulation test-
ing that pinpoints the aggregates’ Rayleigh limit more accurately.

We observed that the ion release takes place via independent
ion-cluster (by “ion-cluster” we mean a cluster composed of the
ion coordinated by diacid molecules) desorption events. A typical
sequence of desorption events is shown in Fig. 9. The events take
place in ~ 100 ps intervals from (a) to (b) to (¢) and in ~ 50 ps
from (c) to (d). The entire ion-cluster desorption is shown in the
MD Movie in ESI. In the specific simulation a cluster is desorbed
comprising of a single GA™ coordinated with three GA molecules.
We note that the N =4096 GA nano-aggregate is sufficiently large
to be able to form jets, because it is approximately equal in vol-
ume to a droplet of water with 2.85 x 10* H,O molecules for
which, we have found the formation of Rayleigh jets that emit
a train of multiply charged clusters?®

Now we contrast the ion emission mechanism from aggregates
with € < 18, such as the diacids, with that from droplets (liquid
or solid surrounded by a mobile surface) with € > 18. Ramos and
Castellanos extended ®8 the theory of G. I. Taylor for the cone an-
gle® by finding its dependence on €. For & < 18, there are no the-
oretical predictions for the cone angle®%:°9, All the diacids from
MA to AA, have a dielectric constant ©23 less than 18. Therefore,
according to the theoretical predictions, for the diacid aggregates
ion emission will take place via single-ion emission events, where
the ion carries with it some of the parent particle’s molecules, or
via a new mechanism that still is to be discovered. The former
mechanism has the features of the ion-evaporation mechanism as
it was formulated by Iribarne and Thomson7%-7°,

Droplets of dielecric constant > 18 emit ions from conical fluc-
2575 as it has been shown in simulations of charged aque-
ous droplets. Simulations have revealed that conical fluctuations,
as shown in shape (II) in Fig. 10 (a), appear randomly on the
droplet surface at the Rayleigh limit or below but very near to
it. When a cone appears, initially it contain no ions. Ions may
be found in the vicinity of the cone, or in its base or they may
be far away, in which case the cone, which is void of ions, will
retract without emitting any ions. If ions are found in the vicinity
of the cone, they may enter the conical region as shown in (II) in
Fig. 10 (a) and be emitted from the tip of the cone?%75
in (III) in Fig. 10 (a). For large droplets, the conical fluctuations
at the Rayleigh limit form jets that emit multiply charged progeny
droplets ((III) in Fig. 10 (a)). We note a distinction between the
conical shapes on the droplet surface (void of ions), that may pro-
vide the path for ion emission and cones that may appear because
of the pulling of the ion from the surface, even when a droplet or
a planar interface contains no unbalanced charge?”. In the latter
case, a “neck” commonly appears as the intermediate configura-
tion when an ion is pulled from a liquid surface and it will not

tuations

as shown
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© (d)

Fig. 9 Typical snapshots of ion-cluster desorption from a nano-aggregate
comprised N =4096 GA and 32 GA™. For clarity only the region of the
nano-aggregate near the location of desorption is shown. GA™ has been
enlarged and colored differently from the rest of the GA molecules for
visualization purpose. (a) A GA™ ion approaches an existing surface
protrusion, which has a trapezoidal prism shape. (b) The ion goes to
one of the corners of the prism and a cone is formed because of the
pulling force as the ion escapes. (c) The ion continues to be at the tip of
the cone. (d) The ion, coordinated with three GA molecules, detaches
from the nano-aggregate. The entire process is shown in a MD Movie in

ESI.
(a)Droplets with £ > 18
Rayleigh jet
(GENEN
Solvent Ion emission
evaporation
(1) (111) ’e‘

retractlon
(b) Emission of ions from amorphous particles
with corners and edges

O@

(I1)

Fig. 10 Schematic of ion emission (a) from droplets of € > 18, and (b)
from amorphous particles. The droplet (a) and particle (b) are shown
to be charged by negative (-) unbalanced ions because simulations for
the N =4096 GA nano-aggregate have been performed with anions. The
same mechanistic steps will also hold for positive ions. Details of the
steps are described in the text.

Page 10 of 16



Page 11 of 16

originate from initially formed cones. Once ions are emitted, the
Rayleigh jet retracts ((IV) in Fig. 10 (a)). In minute nanodroplets,
with R. approximately less than 2.5 nm, the conical shapes may
emit only one or two ions’®. Therefore, for these minute sys-
tems the ion-evaporation mechanism 70-72 (IEM) of Iribarne and
Thomson becomes indistinguishable from a fission via a Rayleigh
jet75. Recall that the experiments of Iribarne and Thomson have
shown that the IEM mechanism is the fastest ion-emission path-
way for droplets of radius up to ~ 10— 15 nm, where the droplet’s
largest size depends on the nature of the ion7°.

For aggregates with € < 18, the emission of a single ion coor-
dinated by a few substrate molecules is indistinguishable from
the IEM mechanism of Iribarne and Thomson. Because of this
similarity, we suggest a broader IEM mechanism that extends in
the regime of low € < 18 where there is no definition of a Taylor
cone angle according to analytical theory®8%9 and in particles of
any size. In this mechanism ions can be emitted by independent
events from any place on the surface without the formation of
long jets. The amorphous micro-aggregates may have irregular
morphology that can have long-living corners and edges (Fig. S1
in ESI). These corners may play the role of a Taylor cone. Ions
that are in the vicinity of these irregularities may diffuse to the
corners from where they can be emitted as shown schematically
in Fig. 10 (b). We point out a difference between the emission
of ions from Rayleigh jets (Fig. 10 (a)) and the mechanism de-
scribed for the ion-desorption from the diacid nano-aggregates
(Fig. 10 (b)). In the Rayleigh jet (Fig. 10 (a)), ions may not
completely reside on the surface and they are still pulled into the
conical fluctuation. In the desorption of diacids (Fig. 10 (b)) ions
are found on the outer surface and they may transfer toward a
surface irregularity. This difference is important to be further ex-
plored in additional studies because it provides insight into the
relation of the depth of the ions from the surface of the aggregate
and their desorption mechanism.

Here, simulations of GA aggregates containing a small number
of GA~ were presented. The mechanism of ion desorption when
protonated GA replaces GA™ is expected to be the same because
it is the low dielectric constant of the diacids that plays a key role
in the mechanism and not the sign of the charge. Because of the
low dielectric constant of diacids, the ion desorption mechanism
shares similarities with that from liquid helium nanodroplets73-76
in that ions are emitted via single ion-release events regardless of
the droplet size. It is noted that the charge generation in the
liquid helium droplets is different from the ionization without an
external energy source, but regardless of the origin of the charge,
the low dielectric constant of the parent aggregate plays a key
role in the ion emission mechanism.

In summary, the experimental data! and presented simulations
suggest a broader IEM mechanism that extends in the regime of
€ < 18 where there is no definition of a Taylor cone angle accord-
ing to analytical theory©8%9 and for particles of any size. In this
mechanism ions are released by independent desorption events
without the formation of long jets. In amorphous particles surface
irregularities may provide corners that may also serve as places
for ion desorption.

The exact location of the charging of the analytes cannot be
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readily detected in experiments or simulations. The charging
may occur on the substrate’s surface or by charge transfer be-
tween protonated GA molecules ([GA+H]™) and the analyte in
the small desorbed clusters. Here we simulated multiply charged
GA nano-aggregates, but we expect the same mechanism to hold
for the other diacids as well because of their low dielectric con-
stant.

3.4 Why do the GA aggregates give a stronger MS signal?

Some of the qualities of the substrate (if not all) to produce high
intensity signals in the mass spectra even near room tempera-
ture are abundance of charge donor sites, and mobility of the sur-
face molecules which will allow on the one hand, efficient charge
transfer and on the other hand, facile release of clusters contain-
ing the ion coordinated by substrate molecules. A moderate to
lower dielectric constant value of the substrate may also facilitate
the proton transfer when a donor and acceptor site are within the
range that proton transfer can occur.

Here we compare physical properties of diacids that are rel-
evant to the ionization process. The odd and even numbered
diacids show significant differences in physical properties as has
been discussed by Thalladi® and Bilde et al. °. For example, the
odd and even number of carbons results in alternating lower and
higher melting points, respectively'81?. Some physical proper-
ties relevant to this study are summarized in Table 2.

Table 2 Diacid type with the number (#) of C atoms shown in parenthe-
ses are presented in the first column. Second, third and fourth column
report the melting point 1827 (MP), saturation vapor pressures of su-
percooled diacid liquid at 298 K (p?) from Ref.19, and pK, values in
aqueous solution?®, respectively. The + numbers attached to the num-
ber within the parentheses (same notation as in Ref.!? is used) in the
third column denote deviations in the value estimated using different
experimental methods.

Diacid type (C#) | MP (°C) p; (Pa) Ky, , pKa,
MA (C3) 135 (6.2737) x 107 | 2.83,5.09
SA (C4) 184-190 | (1.37)3)x 1073 | 4.2,5.6
GA (C5) 95-98 | (1.0743) x 1073 | 4.34,5.22
AA (C6) 151-154 | (1.87)9) x 10™* | 4.43,5.41

Solid diacids from MA to AA are subject to polymor-
phism 18:29:30  which indicates that they are prone to formation
of amorphous31-32 solids. Regardless of the precise structure of
the particle’s interior, it is the structure and mobility of subsurface
and surface that is of interest in the ionization process. Among
the diacids we examine here, GA has the lowest melting point
(Table 2). The lower melting point of GA may indicate higher
tendency to surface-melting33-3¢ relative to the other diacids in
the conical region of the mass spectrometer where the tempera-
ture of the particles may reach 60°C (Sec. 1, Step 4). Additional
factors that lower the melting point and will facilitate surface
melting in the experimentally produced particles are, surface ir-
regularities 2137 such as edges and corners (Fig. S1 in ESI) where
molecules may be more mobile because of a lower coordination
number than other surface molecules, and the presence of foreign
species in the surface such as ions, adsorbates as well as traces of
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H,0.

The difference between the boiling (302-304 °C) and melting
point (95-98°C) of GA is significantly higher than that of the other
tested diacids, which indicates that the liquid GA has the strongest
H-bonding among MA, SA and AA. The stronger H-bonding of GA
will reduce its volatility at room temperature relative to the other
diacids.

The enthalpy of sublimation of solid MA to AA reported by
Bilde et al.'? increases from 111 + 15 kJ/mol to 131 + 18 kJ/mol
for MA to AA, respectively, as shown in Table 2 in Ref.1°. The
saturation vapor pressures 1%:27:38-40 of the solid MA to GA accu-
mulate around the value of 10~ bar at 298 K and do not differ
significantly as shown in Table 2 in Ref.!°. Differently, AA has
an order of magnitude lower saturation vapor pressure!?. Dif-
ferences in the enthalpies of sublimation of solid diacids and the
saturation vapor pressures cannot explain the higher volatility of
GA molecules. However, the fact that evaporated charged GA
molecules have been detected in MS is a strong indication that
GA molecules evaporate easier than the other diacids.

The structure of an amorphous softened surface layer of a parti-
cle may be closer to that of a supercooled diacid liquid. The satu-
ration vapor pressures of supercooled diacid liquid® at 298 K
(Table 2) show that the values for SA and GA are almost the
same. The enthalpies of vaporization of supercooled diacid lig-
uids shown in Table 2 in Ref.!? indicate that supercooled liquid
GA has the lowest enthalpy of vaporization in the series of MA to
AA. It is noted, however, that the reported enthalpies of vapor-
ization of MA to AA are not clearly distinguishable because are
within their error bar values. Similarity in the values of the en-
thalpy of vaporization for supercooled liquid SA and GA indicates
that the low enthalpy of vaporization alone cannot be responsible
for the distinct GA ionization capacity.

Since the values of the thermodynamic variables presented by
Bilde et al.1? for the single phase bulk diacid do not provide an
explanation for the volatility of GA, we infer that there is a dif-
ferent phase on the surface of GA particles. This difference in
volatility may arise from the local interactions of the adsorbed
species and the GA nanoparticle. Higher mobility on the surface
layer combined with a lower enthalpy of vaporization will satisfy
the conditions for a substrate that has available proton donor sites
to yield a strong MS signal. Softening of the surface of the diacid
particles will increase the diffusion ability of the diacid molecules,
and thus the proton transfer, in the particles at the temperatures
at which experiments are performed.

Another aspect to be considered in the charging mechanism is
the role of water. AA (C6) and SA (C4) have much lower solu-
bility”®7? in H,O relative to MA and GA, which may favour the
formation of crystals during the drying process. MA and GA (both
with odd number of carbons) have high solubility 78 in H,O (the
solubility of MA exceeds that of GA by a few times) that may
favour the inclusion of H,O mainly in the particle’s interior. The
H,O impurities may facilitate MA and GA melting relative to AA
and SA. However, experiments! with MA show signal intensities
over an order of magnitude lower than GA. This may indicate that
the trapping of H,O alone may not be the decisive factor in the
signal intensity.
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Experiments have also been performed with self-nucleated GA
particles . This process does not involve an atomizer and aque-
ous solutions. The signals of GA are still present, even though
weaker. This observation also supports the fact that H,O alone
will not play the key role in the presence of a signal, but still it
is not known whether it plays a role in enhancing it. The hy-
groscopicity7? of the diacid particles and the role of H,O in the
structure and mobility of amorphous diacid aggregates are topics
to be examined in future studies.

We also argue that the pK values of the examined di-acids do
not differentiate the signal intensity between GA and the other
experimentally tested diacids. With the exception of the pK,,
value of MA, all the other pK, values of the diacids in aqueous
solution are similar (Table 2), thus the pK, values in the par-
ent solution are expected to affect similarly the chemistry in the
later stages of ionization if their values are maintained. How-
ever, within the amorphous diacid particles, different structure of
the micro-environment from that in the bulk solution, variability
between surface and interior, and finite-sized effects due to pos-
sible H,O inclusions in the amorphous matrix may alter the pK,
values relative to those in the initial aqueous solution 4. We spec-
ulate that the randomness in the amorphous state will smooth out
differences among the experimentally tested diacids, which may
lead to similar pK, values for all of diacids but different from their
values in the initial aqueous solution.

4  Conclusion

By using molecular modeling of nano-aggregates composed of
diacids, insights into the H-bonded network that is responsible
for proton transfer, surface mobility and desorption of ions were
gained. These insights are transferable to aggregates with diam-
eters of 100-200 nm observed in experiments.

To analyze H-bonding and diffusion, we atomistically modeled
glutaric acid (GA) nano-aggregates of size that is large enough to
encompass both surface and bulk-like interior. For comparison,
smaller pristine systems composed of up to a few tens of malonic,
adipic and succinic acid molecules were also studied. We found
that all the amorphous diacid nano-aggregates are characterized
by substantial H-bonding where the molecules form chains of sev-
eral molecules connected to one another with one and two H-
bonds, linear dimeric assemblies with one or two H-bonds, and
occasionally cyclic trimeric assemblies. The universality of these
H-bonded patterns in nano-aggregates of different size and com-
position indicates that they will also appear in the large particles
that were tested experimentally. A dense H-bonding network sim-
ilar to that of H,O cannot be formed in these systems because of
the intervening hydrocarbon chains between the carboxyl groups.
Proton transfer is facilitated during the lifetime of the H-bond
because of the diacids’ low dielectric constants®2:53. A success-
ful proton transfer involves the breaking of the H-bond once the
transfer has occurred. Proton diffusion throughout the system
will be achieved by the translational and the rotational diffusion
of the proton-carrier molecules.

A general method for computing a radially dependent diffusion
coefficient in nanoparticles was developed. Throughout the tem-
perature range of 360 K to 420 K, which is near the bulk melt-
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ing point of crystalline GA, GA nano-aggregates show an order
of magnitude faster diffusion in the surface layer of thickness of
~ 1 nm than near the center, where the molecules are almost
immobile within the simulation time. The mobility on the sur-
face leads to the facile formation of dimeric and cyclic trimeric
H-bonded assemblies, which in turn, will allow an efficient pro-
ton transfer through the surface molecules via translational and
rotational diffusion. The details of the rotational diffusion are still
to be studied in future research. The simulations of the mobility
in the surface concern nanoparticles of a radius of a few nanome-
ters. There are several other factors that increase the mobility
of the surface in the experimentally produced nanoparticles and
the simulated ones. These factors include surface irregularities
(e.g. edges and cones) that assist in the softening of the materi-
als21:37  the presence of foreign species such as ions and adsorbed
analytes in their outer layers that lower the melting point, as well
as the amorphous nature of the particles themselves due to their
inherent polymorphism.

The final step of the ionization process is the desorption of an-
alytes from the diacid substrates. We found that the desorption
occurs via small clusters where a GA™ ion may be coordinated by
less than a handful of GA molecules. In simulations of charged
N = 4093 GA aggregates containing 32 GA™, a long Rayleigh jet
formation ®, in which ions can enter and eject from its tip as it
was previously reported 2° for H,O, was not observed. It is noted
that the Rayleigh jet is not unique to H,O, as theory %85 predicts
a conical angle for dielectric liquids with dielectric constant > 18.
The lack of long conical deformations on the surface of GA is con-
sistent with the the fact that for materials with dielectric constant
< 18, such as the diacids, analytical theory®8:9 does not predict
a cone angle for a jet. However, similarly to the Rayleigh jets,
in GA nanoparticles long-living conical surface irregularities can
attract neighboring ions, which may travel to the tip of the cone
and desorb. The simulations suggest a broader ion-evaporation
mechanism 7%-72 that extends in the regime of low dielectric con-
stant (< 18) for particles of any size. Studies of the desorption
mechanism and the depth of the ionic species in aerosol particles
will assist in establishing a relationship between the mass spectra
signals and the profiling of the composition of aerosol particles.

We addressed the question of why GA aggregates give a signifi-
cantly stronger signal in the mass spectra than malonic, succinic,
and adipic acids, which were compared in the experiments. Ther-
modynamic data that already existed in the literature !° comple-
mented with the molecular studies performed here suggest that
the combination of the significantly lower melting point of GA
than that of the other tested diacids with a reduced enthalpy of
vaporization of the amorphous state may be the reason that leads
to the distinctly stronger signals of GA in the mass spectra. The
reduced enthalpy of vaporization may arise from the local inter-
actions between the ionic species or analytes and surrounding GA
molecules.

There are still a number of molecular questions to investigate
in future studies but this study highlights the intricate nature of
viscous GA particles and provides a good framework to modeling
the spontaneous ionization of GA particles in a mass spectrom-
eter without an external energy source. Future studies may ex-

Physical Chemistry Chemical Physics

amine the possibility of strengthening the GA signal by lowering
its melting point using adipic acid as an additive®°. Synergy of
experiments and molecular modeling can examine the ability of
GA aggregates to adsorb analytes of different size and polarity
relative to the other diacids. Local disorder and conformational
changes of the diacid substrate induced by the adsorption of an-
alytes and how this local environment affects the desorption of
small clusters containing ionic species should be further exam-
ined. Moreover, the factors that affect the minimal adsorbed con-
centration required to provide MS signals await exploration. The
depth profiling of the analytes from the surface is another criti-
cal question to be examined by co-operation of experiments and
molecular simulations. This question is intimately related to the
desorption mechanism of the ionic species and the composition
of the desorbed clusters.
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