
Excited State Electronic Structure of Dimethyl Disulfide 
Involved in Photodissociation at ∼200 nm

Journal: Physical Chemistry Chemical Physics

Manuscript ID CP-ART-06-2024-002505.R1

Article Type: Paper

Date Submitted by the 
Author: 06-Aug-2024

Complete List of Authors: Rishi, Varun; Sandia National Laboratories California, Combustion 
Research Facility
Cole-Filipiak, Neil; Sandia National Laboratories California, Combustion 
Research Facility
Ramasesha, Krupa; Sandia National Laboratories California, Gas Phase 
Chemical Physics
McCaslin, Laura; Sandia National Laboratories California, Combustion 
Research Facility

 

Physical Chemistry Chemical Physics



Excited State Electronic Structure of Dimethyl Disulfide Involved in

Photodissociation at ⇠200 nm

Varun Rishi,1 Neil C. Cole-Filipiak,1 Krupa Ramasesha,1, a) and Laura M. McCaslin1, b)

Combustion Research Facility, Sandia National Laboratories, Livermore,

California 94550, USA

(Dated: 27 August 2024)

1

Page 1 of 29 Physical Chemistry Chemical Physics



Dimethyl disulfide (DMDS), one of the smallest organic molecules with an S-S bond,

serves as a model system for understanding photofragmentation in polypeptides and pro-

teins. Prior studies of DMDS photodissociation excited at ⇠266 nm and ⇠248 nm have

elucidated the mechanisms of S-S and C-S bond cleavage, which involve the lowest excited

electronic states S1 and S2. Far less is known about the dissociation mechanisms and elec-

tronic structure of relevant excited states of DMDS excited at ⇠200 nm. Herein we present

calculations of the electronic structure and properties of excited states S1-S6 accessed when

DMDS is excited at ⇠200 nm. Our analysis includes a comparison of theoretical and ex-

perimental UV spectra, as well as theoretically predicted one-dimensional cuts through

the singlet and triplet potential energy surfaces along the S-S and C-S bond dissociation

coordinates. Finally, we present calculations of spin-orbit coupling constants at the Franck-

Condon geometry to assess the likelihood of ultrafast intersystem crossing. We show that

choosing an accurate yet computationally efficient electronic structure method for calcu-

lating the S0-S6 potential energy surfaces along relevant dissociation coordinates is chal-

lenging due to excited states with doubly excited character and/or mixed Rydberg-valence

character. Our findings demonstrate that the extended multi-state complete active space

second-order perturbation theory (XMS-CASPT2) balances this computational efficiency

and accuracy, as it captures both the Rydberg character of states in the Franck-Condon

region and multiconfigurational character toward the bond-dissociation limits. We com-

pare the performance of XMS-CASPT2 to a new variant of equation of motion coupled

cluster theory with single, double, and perturbative triple corrections, EOM-CCSD(T)(a)*,

finding that EOM-CCSD(T)(a)* significantly improves the treatment of doubly excited

states compared to EOM-CCSD, but struggles to quantitatively capture asymptotic ener-

gies along bond dissociation coordinates for these states.

a)Electronic mail: kramase@sandia.gov
b)Electronic mail: lmmccas@sandia.gov
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I. INTRODUCTION

Disulfide bonds play a necessary role in the conformational stability of proteins; the dynamics

of their cleavage and formation can act as a switch for various protein functions.1 Studying the

gas phase photochemical dynamics of molecules with disulfide bonds after excitation in the ultra-

violet (UV) range reveals the excited state dynamics underlying the competing photodissociation

processes (S-S and C-S bond cleavage) in proteins and peptides.2,3 Small organic compounds with

S-S bonds are often used to model disulfide linkages between cysteine residues in proteins.4–8.

One of the simplest organic molecules with a disulfide bond is dimethyl disulfide (DMDS).9,10 In

this work we focus on investigating the electronic structure of gas phase DMDS irradiated with

ultraviolet (UV) light at ⇠200 nm. To this aim, we benchmark electronic structure methods and

subsequently characterize the nature of the states accessed in the excitation and photodissociation

processes.

Previous studies of the gas phase photochemistry of DMDS indicate that UV irradiation of

DMDS leads to the onset of dissociation through two major channels: one involving disulfide

(S-S) bond cleavage leading to formation of thiomethoxy radicals (CH3S) and another involv-

ing C-S bond dissociation, producing methyl perthiyl and methyl radicals (CH3SS and CH3,

respectively):10–19

CH3SSCH3!CH3S + CH3S

CH3SSCH3!CH3SS + CH3

For excitation wavelengths of 248-266 nm (4.7-5.0 eV), formation of CH3S radicals has long

been thought to be the dominant photodissociation process.11,14–17 This was confirmed in a recent

study where DMDS was pumped at 267 nm and probed with time-resolved X-ray absorption

spectroscopy; ultrafast S-S bond cleavage was observed, leading to formation of two thiomethoxy

radicals (CH3S) on a 120 ± 30 fs timescale.10 The authors’ supporting calculations employed

complete active space second-order perturbation theory (CASPT2(10e,8o)) to identify that the

lowest lying singlet excited state (S1) are populated with 267 nm excitation through a transition

from an S non-bonding orbital (nS) to an anti-bonding s⇤ orbital along the S-S bond, s⇤
SS. This

study also provides evidence for asymmetric C-S dissociation (⇠30% yield), though the authors

assign this pathway, at least in part, as resulting from multiphoton ⇠266 nm absorption. In another

study of ⇠266 photodissociation of DMDS, Cao et al.19 employed CASPT2(6e,4o) and a small

basis set (6-31G* for S and 3-21G* for C and H) to compute the photodissociation dynamics
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of DMDS using non-adiabatic mixed quantum-classical calculations. They found that most S-S

bond cleavage occurs within 100 fs and also suggested that the system may undergo intersystem

crossing (ISC) to the T2 state along this dissociation pathway.

Compared to the breadth of work investigating the photophysical properties and dynamics of

DMDS excited at ⇠266 nm (⇠4.7 eV), there have been far fewer studies of ⇠200 nm (⇠6.2 eV)

excitation and photodissociation. To characterize the photodynamics after 193 nm (6.4 eV) ex-

citation, three studies performed photofragment translational spectroscopy, finding both C-S and

S-S bond dissociation channels.14,20,21 CH3S2 fragments were found to undergo secondary disso-

ciation to produce CH3 and S2.14,21 Additionally, at this excitation energy, S-S dissociation was

found to produce an valence excited CH3S (2A1) radical.14,21 While a few experimental studies

on the excitation and photodissociation of DMDS at ⇠200 nm have been performed, to the au-

thors’ knowledge, there are no corresponding theoretical studies characterizing the higher-lying

electronic states along key dissociation coordinates.

Due to the few studies of DMDS at ⇠200 nm excitation, there is incomplete analysis of Rydberg

character in the S1-S6 electronic states. Tokue et al. reported absorption spectra of DMDS in the

vacuum ultraviolet region, 100-220 nm (5.6-12.4 eV),22 assigning numerous broad features to

Rydberg states, including at 223 nm (5.6 eV). A theoretical study by Luo et al. assessed the

Rydberg character of the excited states of DMDS by comparing their quadrupole moments to

that of the ground state, finding that S3-S6 all exhibit significant Rydberg character.18 However,

visualization and analysis of these higher-lying states was outside the scope of their paper. We

therefore aim to quantify the extent of Rydberg character and visualize the orbitals to assign key

transitions relevant to the photodissociation at ⇠200 nm.

Another key aim of this study is to evaluate electronic structure methods that can capture both

the Rydberg character of states in the Franck-Condon region near 6 eV and the near degeneracies

of states at the bond dissociation asymptotes. To assess the challenges associated with charac-

terizing the bond breaking processes initiated when DMDS is excited at 200 nm, we present an

analysis of the performance of excited state methods from the equation of motion coupled clus-

ter (EOM-CC) and complete active space perturbation theory (CASPT2) families in predicting

the excited state potential energy surfaces (PESs). To benchmark the methods’ applicability in

the Franck-Condon region, we compare calculated and experimental UV spectra, finding superior

performance by equation of motion coupled cluster with single and double excitations (EOM-

CCSD). To assess the methods’ applicability at the bond dissociation asymptotes, we perform one
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dimensional cuts through the PES along the two major dissociation coordinates: the C-S and S-S

bonds. We highlight two particular challenges for electronic structure theory: (1) the presence

of Rydberg character and (2) the presence of double excitation character in asymptotic regions

of excited electronic states. We show how both of these challenges are somewhat mitigated by

the EOM-CCSD(T)(a)* method which includes effects from triple excitations in addition to single

and double excitations from EOM-CCSD. Though single-state CASPT2 based approaches are well

suited for describing doubly excited states, they have been shown to struggle with the description

of excited states of mixed Rydberg-valence character23. We demonstrate that the extended multi-

state CASPT2 method (XMS-CASPT2) with an appropriate active space - 8 electrons in 8 orbitals

(8e,8o) - balances the computational cost and accuracy needed to compute the excited states of

DMDS in on-the-fly non-adiabatic dynamics calculations, which will be published in an upcom-

ing study.

Based on the findings from our benchmarking, we present analysis and characterization of

the electronic states involved in the photodissociation of DMDS at ⇠200 nm. We quantify and

characterize the role of Rydberg states in the Franck-Condon region. Furthermore, we present

calculations of the spin-orbit coupling constants (SOCCs) of DMDS to assess the likelihood of

ultrafast ISC. We also present cuts through the S0-S6 PESs and T1-T7 along the S-S and C-S

bond dissociation coordinates to assess photofragmentation pathways, including those that may

be accessible via ultrafast ISC. We find that both S-S and C-S bond dissociation may occur after

⇠200 nm excitation.

II. METHODOLOGY

This section details the methodologies and software packages employed in the calculation and

analysis of the electronic structure of DMDS. Primarily, we used the CFOUR24, Q-Chem25, and

BAGEL26 packages for their various specialized features. The ground state (S0) geometry was

optimized using coupled cluster theory with single, double and perturbative triple excitations

(CCSD(T))27 with the cc-pVDZ basis28 in CFOUR. Excitation energies and oscillator strengths of

the S1-S6 states at the equilibrium geometry were calculated with EOM-CCSD29, and with triples

correction, EOM-CCSD(T)(a)*30, implemented in CFOUR. SOCCs were computed between sin-

glet and triplet states employing EOM-CCSD/aug-cc-pVDZ. We also computed excitation ener-

gies using the multireference approach XMS-CASPT223,31–38 with active spaces 8 electrons in 8
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orbitals (8e,8o) and 10 electrons in 10 orbitals (10e,10o) using the aug-cc-pVDZ basis and cc-

pVQZ-jkfit basis for density fitting,28,39,40 as implemented in BAGEL.35 An imaginary shift of 0.2

atomic units was used for improved convergence of XMS-CASPT2 calculations.41 The CASSCF

orbitals used in the 8e,8o active space are selected as the 4 highest occupied and 4 lowest unoc-

cupied orbitals and in the 10e,10o active space, the 5 highest occupied and 5 lowest unoccupied

orbitals. While the character of the CASSCF orbitals necessarily change during bond dissociation,

all of our calculations select the active space in this manner, which is a strategy amenable to com-

puting molecular dynamics on-the-fly. We assess the quality of these active spaces by comparing

the excitation energies along the S-S and C-S bond distances computed with each active space.

Plots of the active orbitals of DMDS at its Franck-Condon geometry, as well as orbital characters

can be found in SI, Figures S1 and S2.

Unrelaxed one-dimensional excited state PESs along the C-S and S-S bond stretches were com-

puted using the EOM-CCSD and EOM-CCSD(T)(a)* levels of theory with the aug-cc-pVDZ ba-

sis. EOM-CCSD PES cuts are plotted alongside the S0 state computed with coupled cluster theory

with single and double excitations (CCSD).42 EOM-CCSD(T)(a)* cuts are plotted alongside the

S0 state computed with a triples correction to CCSD, CCSD(T)(a).30 XMS-CASPT2(8e,8o) and

XMS-CASPT2(10e,10o) methods were also used to compute the one-dimensional PESs along

these coordinates, employing the same basis as previously described for XMS-CASPT2. The T1-

T7 one-dimensional PESs are also reported at the XMS-CASPT2(8e,8o) level of theory employing

the same basis set and parameters as used for the singlet states. All XMS-CASPT2 calculations are

based on state averaged CASSCF (SA-CASSCF) calculations for 7 singlet states or 7 triplet states.

To characterize the nature of the S1-S6 states, natural transition orbitals (NTOs) were computed

at the EOM-CCSD/aug-cc-pVDZ level of theory using Q-Chem version 5.4.225, and plotted using

the Jmol software package.43 The valence and Rydberg character of excited states were analyzed

using their second moments44 and expectation values of r2. The <r2> values, which serve as a

measure of diffuseness of the excited states compared to the ground state, were computed with

EOM-CCSD/aug-cc-pVDZ in CFOUR.
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III. RESULTS AND DISCUSSION

A. Benchmarking electronic structure methods in the Franck-Condon region

We present a benchmarking of theoretical methods employed; EOM-CCSD and XMS-CASPT2

are evaluated based on their performance computing vertical excitation energies and oscillator

strengths for UV absorption spectra, which we compare to experiment. The experimental UV

absorption spectra of DMDS, published by Hearn et al.45 and Tokue et al.22, exhibit a broad

peak around 250 nm, a shoulder around 210 nm, and a more intense peak around 195 nm.22,45,46

Thompson et al.46 report that the broad peak at ⇠250 nm is due to two close peaks arising from

excitation into the S1 and S2 states. All methods studied find that both S1 and S2 are characterized

by an nS ! s⇤
SS

transition,18 see Figure 6, Table II, and Section III.C.1 for more discussion.

The identity of the first electronic state exhibiting Rydberg character has been a matter of debate.

Tokue et al.22 predict a Rydberg transition (nS ! 4s) around 223 nm, though we do not identify

such a feature here. Tokue et al. suggest that the peak at ⇠195 nm corresponds to a non-Rydberg

transition, though we find substantial Rydberg character in both S5 and S6 using all methods, as

we show in Table II and discuss in more detail in Section III.C.1. All excited states S1-S6 have

been previously assigned to the promotion of an nS electron, aligning with our calculations.10,18

We present excitation energies and oscillator strengths of transitions for the singlet states, S1 – S6,

shown in Figure 1 and Table I. We note that the assignment of excited state character in XMS-

CASPT2 is based on dominant CASSCF coefficient contributions, which are given in SI, Figures

S1-S2 and Tables S1-S2. As we describe in Section III.C.1., quantification of the contributions of

valence and Rydberg orbitals in XMS-CASPT2 calculations requires calculation of the expectation

values <r2> between the XMS-CASPT2 wavefunctions, which is not currently implemented. We

therefore assign these transitions qualitatively in the present work. All XMS-CASPT2 states S3-S6

computed with both active spaces exhibit mixtures of valence and Rydberg orbitals, though a

quantitative assignment of these contributions is currently unavailable.

Figure 1 compares the theoretically predicted UV spectra with experiment. The spectrum com-

puted with both EOM-CCSD and XMS-CASPT2(8e,8o) compare well with the experimental spec-

tra based on our three-fold evaluation metric: the absolute energies of the most intense peaks as

listed in Table I, the relative energies between the most intense peaks, and the agreement between

theoretical oscillator strengths and their corresponding experimental peak intensity. In the EOM-
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FIG. 1. A comparison of theoretical (EOM-CCSD, top, and XMS-CASPT2(8e,8o), middle) and exper-

imental absorption spectra22,45 (bottom). The dashed lines show the location of peaks in the theoretical

spectra which have been uniformly broadened with peak full width at half maximum (FWHM) of 0.2 eV

to resemble the experimental spectra. The highest intensity feature for the theoretical spectra are set to 1

and the absorption cross-section (ACS) is in cm2molecule�1 for the experimental spectra. A scaled version

(10X magnified) of the experimental spectra by Hearn et al.45 is included to enhance the broad peak in the

240-260 nm range.

CCSD spectrum, the most intense feature is the S6 state at 197.9 nm, which is within 5 nm of the

experimentally reported value. The XMS-CASPT2(8e,8o) calculation predicts that the transition

with highest intensity is the S5 state at 206 nm, while the S6 state has an oscillator strength an

order of magnitude smaller.

We compare the excitation energies and the oscillator strengths at the EOM-CCSD and XMS-

CASPT2(8e,8o) levels of theory. We note that EOM-CCSD(T)(a)* is a method for triples-
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TABLE I. The excitation energies (eV, nm) and the oscillator strengths (au) for the singlet excited states

of DMDS at the EOM-CCSD and XMS-CASPT2(8e,8o) levels of theory. Excitation energies at the EOM-

CCSD(T)(a)* level of theory are also reported.
State Excitation Energy (eV) Excitation Energy (nm) Oscillator Strength (au)

EOM-CCSD EOM-CCSD(T)(a)* XMS-CASPT2(8e,8o) EOM-CCSD EOM-CCSD(T)(a)* XMS-CASPT2(8e,8o) EOM-CCSD XMS-CASPT2(8e,8o)

S1 4.77 4.69 4.52 259.9 264.4 274.3 0.009 0.008

S2 4.90 4.81 4.63 253 257.8 267.8 0.003 0.001

S3 6.00 5.92 5.75 206.6 209.4 215.6 0.004 0.007

S4 6.07 6.00 5.90 204.3 206.6 210.1 0.003 0.022

S5 6.20 6.14 6.01 200 201.9 206.3 0.013 0.040

S6 6.27 6.20 6.17 197.7 200 200.9 0.042 0.004

TABLE II. The character of the excited states computed by EOM-CCSD, XMS-CASPT2(8e,8o), and XMS-

CASPT2(10e,10o).

State EOM-CCSD XMS-CASPT2(8e,8o) XMS-CASPT2(10e,10o)

S1 nS ! s⇤
SS

nS ! s⇤
SS

nS ! s⇤
SS

S2 nS ! s⇤
SS

nS ! s⇤
SS

nS ! s⇤
SS

S3 nS ! Ryd. nS ! Ryd. + s⇤
CS

nS ! Ryd. + s⇤
CS

S4 nS ! Ryd. nS ! Ryd. + s⇤
CS

nS ! Ryd. + s⇤
CS

S5 nS ! Ryd. + s⇤
CS

nS ! Ryd. + s⇤
CS

nS ! Ryd. + s⇤
CS

S6 nS ! Ryd. + s⇤
CS

nS ! Ryd. + s⇤
CS

nS ! Ryd. + s⇤
CS

correcting EOM-CCSD energies, which we report here; triples-corrected oscillator strengths

cannot be computed with this method. EOM-CCSD predicts that both the S5 and S6 excited

states are found to be most optically accessible at ⇠200 nm, as evidenced by oscillator strengths

larger than those of the optically accessible S1 and S2 states, see Table I and Figure 1. At the

XMS-CASPT2(8e,8o) level of theory, the S4 and S5 states exhibit the largest oscillator strengths.

In all cases, the EOM-CCSD and XMS-CASPT2(8e,8o) excitation energies are within 0.3 eV of

one another. In Table I we also present a comparison of EOM-CCSD and EOM-CCSD(T)(a)*

excitation energies, showing that at the Franck-Condon geometry, the triples correction of EOM-

CCSD(T)(a)* only slightly improves the vertical excitation energies, with all triples corrected
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values changing less than 0.1 eV. While XMS-CASPT2(8e,8o) is suitable for predicting the UV

spectrum of DMDS, we find that EOM-CCSD achieves better performance in computing the ab-

solute excitation energies. For this reason we choose EOM-CCSD for our analysis of the orbitals

involved in electronic transitions in Section III.C.1.

B. Benchmarking electronic structure methods along dissociation pathways

In this subsection, we assess the performance of the electronic structure methods along the dis-

sociation pathways by calculating ground and excited state PESs along the C-S and S-S bond

coordinates. An adiabatic PES representation is used here, meaning that all intersections are

represented as avoided crossings. Three methods, EOM-CCSD, EOM-CCSD(T)(a)* and XMS-

CASPT2 using both (8e,8o) and (10e,10o) active spaces, are compared in order to establish a

robust description of electron correlation at stretched geometries where the states exhibit multi-

configurational character.47–50

FIG. 2. The adiabatic PESs along the S-S bond coordinate using EOM-CCSD (left) and EOM-CCSD(T)(a)*

(right) employing an aug-cc-pVDZ basis.

1. A comparison of excited state surfaces computed with EOM-CCSD, EOM-CCSD(T)(a)*

and XMS-CASPT2

In the adiabatic PESs computed with EOM-CCSD/aug-cc-pVDZ, shown in Figure 2, states S1

and S2 are shown to be dissociative along the S-S coordinate for bond distances under 2.5Å. Along

10
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FIG. 3. The adiabatic PESs along the S-S bond dissociation coordinate using XMS-CASPT2(8e,8o) (left)

and XMS-CASPT2(10e,10o) (right) employing an aug-cc-pVDZ basis.

this coordinate, both S1 and S2 exhibit a shallow well near 2.6Å. This is due to inadequate treat-

ment of electron correlation in the EOM-CCSD method at stretched geometries, requiring inclu-

sion of higher-order corrections. This is a well-studied problem in coupled cluster theory.49,51–56

In contrast, the EOM-CCSD(T)(a)* method correctly predicts that states S1 and S2 are purely dis-

sociative along the S-S stretch. This dissociative nature is due to the anti-bonding character of the

lowest unoccupied MO (LUMO) of these states.10,18 In Figure 3, we present the PESs along the S-

S stretch computed with XMS-CASPT2(8e,8o) and XMS-CASPT2(10e,10o). These calculations

also correctly show that S1 and S2 are purely dissociative along the S-S stretch.

Here we ascertain the suitability of our methods by comparing the asymptotic excited state

energies with the corresponding experimental literature values. We note that these are cuts along

the PESs are at fixed geometries and not relaxed on any state. Dissociation of DMDS along the

S-S bond coordinate leads to two SCH3S fragments. The S0 state corresponds to dissociation of

DMDS into two doublet ground state SCH3 fragments, 2
E3/2. Martnez-Haya et al. measure this

S0 dissociation energy to be 2.8 eV.21 CCSD overestimates this ground dissociation energy to be

3.2 eV. CCSD(T)(a) improves upon CCSD in calculation of the S0 dissociation energy, yielding a

value of 2.5 eV in slightly better agreement with the measured value. XMS-CASPT2(8e,8o) and

XMS-CASPT2(10e,10o) both underestimate the S0 dissociation energy, giving 2.3 and 2.4 eV,

respectively.

The S1-S2 states correspond to dissociation into SCH3 fragments where one fragment is in its
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ground doublet state, 2
E3/2, and the other in its spin-orbit excited state, 2

E1/2. The spin-orbit

splitting of these states is reported to be 0.032 eV.57 The S1 and S2 S-S asymptotes are thus 0.03

eV above S0. The S-S asymptote of the S3 state corresponds to both SCH3 fragments in 2
E1/2,

0.06 eV above S0. Figure 2 shows that EOM-CCSD incorrectly predicts that the asymptotic limit

of the S3 state along the S-S coordinate is 2.7 eV higher than the S0 asymptote. This issue is

remedied somewhat by including triples corrections with EOM-CCSD(T)(a)*, as shown on the

right panel of Figure 2. However, the asymptotic energy of the S3 state computed with EOM-

CCSD(T)(a)* is still 0.9 eV higher than that of the S0 state, indicating that additional electron

correlation is needed for proper treatment of this state exhibiting doubly excited character. In

contrast to this, the cuts through the PES computed with XMS-CASPT2 with both the (8e,8o) and

(10e,10o) active spaces exhibit approximately degenerate S0-S3 energies at the asymptotic limit,

see Figure 3. We have performed an analysis of the S3 XMS-CASPT2(8e,8o) wavefunction in

terms of determinant coefficients (see Table ?? in supplementary info (SI)), which confirms the

prominent double excitation character and necessitates methods with sufficient treatment of the

states’ multiconfigurational character.38,56,58,59 If using an EOM-CC model, the inclusion of triples

excitations is necessary, though we emphasize that further treatment of electron correlation is still

needed to quantitatively treat the S3 state of DMDS along the S-S dissociation coordinate.30,60–62

FIG. 4. The adiabatic PESs along the C-S bond coordinate using EOM-CCSD (left) and EOM-CCSD(T)(a)*

(right) employing an aug-cc-pVDZ basis.

Figures 4 and 5 show the PESs along the C-S bond dissociation coordinate. For all levels of

theory employed, the S1 and S2 states possess an energetic minimum along this coordinate close to
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Page 12 of 29Physical Chemistry Chemical Physics



FIG. 5. The adiabatic PESs along the C-S bond dissociation coordinate using XMS-CASPT2(8e,8o) (left)

and XMS-CASPT2(10e,10o) (right) employing an aug-cc-pVDZ basis.

the Franck-Condon geometry. The S1 state exhibits a small barrier to dissociation, predicted to be

0.4 eV and 0.5 eV at the EOM-CCSD and XMS-CASPT2(10e,10o) levels of theory, respectively.

Upon ⇠266 nm excitation to the S1 state, the barrier along the C-S coordinate disfavors C-S

dissociation relative to S-S dissociation (see Figure 2), contrasting with the conclusions of Ref.17.

An important point of distinction between EOM-CCSD and the two other methods is the shape of

the PES for the S1 state at C-S bond distances of 2.5 Å< r < 3.5 Å. In this region, the S1 state is

predicted to be purely dissociative by EOM-CCSD(T)(a)* and XMS-CASPT2, while EOM-CCSD

predicts a shallow well. This is similar to the issues found on the S1 and S2 states along the S-S

dissociation coordinates, due to progressively increasing multi-reference character at the stretched

limit and inadequate treatment of electron correlation with EOM-CCSD.

We now assess the performance of the different electronic structure methods by comparing

C-S asymptotic energies with their experimental literature values. Martnez-Haya et al. report

that the asymptote corresponding to DMDS dissociation into SSCH3 and CH3 is 2.4 eV.21 CCSD

significantly overestimates this bond dissociation energy to be 3.9 eV. CCSD(T)(a) calculates this

energy to be 2.8 eV, which is a substantial improvement upon CCSD, indicating the need for

higher-level treatment of electron correlation in the asymptotic region. XMS-CASPT2(8e,8o) and

XMS-CASPT2(10e,10o) both give the same asymptotic energy as EOM-CCSD(T)(a)*, 2.8 eV.

Compared to the performance of EOM-CCSD at the S-S asymptotic limit, we find that EOM-

CCSD and EOM-CCSD(T)(a)* are in better agreement with both XMS-CASPT2(8e,8o) and
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XMS-CASPT2(10e,10o) at the C-S bond dissociation limit. In contrast to the S-S asymptotic

energies, to our knowledge, there are no experimental measurements of excited state dissociation

energies along the C-S bond. This is due to the instability of SSCH3, which spontaneously de-

composes into S2 and CH3 when produced with ⇠2.1 eV of rovibrational energy.21 We thus turn

to EOM-CCSD/aug-cc-pVDZ calculations of the radical fragments to assess the performance of

our methods at the asymptotes. We calculate the D0-D1 energy gap of SSCH3 to be 0.9 eV and

the D0-D1 energy gap of CH3 to be 3.0 eV. Comparing the fragment energies with the asymptotic

energies, we find that EOM-CCSD computes the S0-S1 and S0-S2 asymptotic energy gaps to be

1.1 and 3.1 eV, respectively, while EOM-CCSD(T)(a)* reports these values to be 1.0 and 3.0 eV.

Because these curves are not relaxed along the C-S coordinates, we expect small differences in

the asymptotic energies compared to the sums of the relaxed products. XMS-CASPT2(8e,8o) and

XMS-CASPT2(10e,10o) both compute S1 and S2 asymptotic energies of 0.9 and 2.9 eV above S0,

respectively.

2. Discussion on challenges in computing the electronic structure in a computationally

efficient manner for dynamics

One goal of this paper is to identify an excited state electronic structure method that balances ac-

curacy and computational efficiency for non-adiabatic mixed quantum-classical dynamics. There

are numerous challenges in finding such a method for computing electronic states S0-S6 in DMDS:

• Doubly excited character of the S3 excited state along the S-S stretch coordinate: Along

the S-S stretch coordinate, the S3 state dissociates into two SCH3 fragments, each in their

spin-orbit excited states, 2
E1/2. This results in doubly excited character of the S3 state

along this coordinate. The single reference approach EOM-CCSD does not sufficiently treat

electron correlation to account for this character, as evidenced by the significant difference

between the stretched energies and sum of fragment energies in Table II. Addition of a

triples correction using the framework of EOM-CCSD(T)(a)* helps in reducing the error in

S3 excitation energy but is not sufficient. This can be seen through the poor performance of

EOM-CCSD(T)(a)* to describe the S3 state’s asymptotic energy along the S-S dissociation

coordinate. Due to its multi-reference nature, XMS-CASPT2 correctly predicts the quasi-

degeneracy of S3 with the S0-S2 states at the S-S bond dissociation limit (see Figure 3). A

discussion of the nature and weights of the Slater determinants in XMS-CASPT2 can be
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found in the SI in Section S2.

• Steep increase in computational expense with increase in active space: The cost of mul-

tireference approaches such as XMS-CASPT2 depends on the the size of active space. Two

major cost components in a XMS-CASPT2 calculation are the cost of CASSCF calcula-

tion and the second-order perturbative (PT2) correction. The cost of a CASSCF calculation

scales exponentially with the size of the active space.33,63 An on-the-fly excited state dy-

namics study of DMDS involves a large number of energy calculations as well as gradients.

In this study we benchmark both (8e,8o) and (10e,10o) active spaces, finding that XMS-

CASPT2 with an (8e,8o) active space sufficiently reproduces the electronic energies of the

(10e,10o) active space along the two major bond-dissociation coordinates, as shown in Fig-

ures 4 and 6. Computational timings of single-point XMS-CASPT2 calculations employing

both active spaces can be found in the SI, Table S3.

• Describing mixed Rydberg-valence character of the S5-S6 excited states: The XMS-

CASPT2 approach with a diffuse basis set (aug-cc-pVDZ) is able to describe states with

significant mixture of Rydberg and valence character as observed for S5-S6 of DMDS.

State-specific (SS-CASPT2) approaches can struggle to treat states with Rydberg or mixed

Rydberg-valence character.23 We discuss this point in detail in the following section.

We find the challenges discussed above are satisfactorily dealt by a multi-reference multi-state

approach such as XMS-CASPT2. Most importantly, the multi-configurational nature of this ap-

proach enables an accurate treatment of the doubly excited state (S3 state along the S-S bond

dissociation coordinate), where the EOM-CCSD method suffers from lack of static electron cor-

relation.

C. Key insights on the electronic structure and photochemistry of DMDS

1. Characterizing the S1-S6 natural transition orbitals

We characterize the nature of the S1-S6 excited states by both qualitative and quantitative mea-

sures. We computed the highest occupied and lowest unoccupied NTOs (HONTOs and LUNTOs)

using EOM-CCSD due to its superior performance in the Franck-Condon region. NTOs provide

a single excitation picture for each excited state transition, often providing a single (or a small set
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TABLE III. The expectation value,
⌦
r

2↵ (in atomic units (au)), and D
⌦
r

2↵ (in au) for the ground and excited

singlet states at EOM-CCSD/aug-cc-pVDZ level of theory.

State hr2i D
⌦
r

2↵ Character

S0 187.68

S1 189.02 1.34 Valence

S2 188.96 1.28 Valence

S3 200.24 12.56 Rydberg

S4 198.33 10.65 Rydberg

S5 193.72 6.04 Mixed Rydberg-valence

S6 196.58 8.9 Mixed Rydberg-valence

of) dominant transitions from HONTO to LUNTO.64 We note that an XMS-CASPT2 analogue of

NTOs is not currently implemented in Bagel; we therefore assign the character of XMS-CASPT2

excited states qualitatively by identifying dominant CASSCF contributions, as described in Sec-

tion III.A.In Figure 6 and 7, we plot the major NTOs for each excited state to characterize the

dominant transitions. The LUNTOs for both S1 and S2 states are anti-bonding orbitals (s*SS) with

both HONTOs being characterized by nS orbitals. For both S1 and S2, the HONTO ! LUNTO

transitions exhibit large single-excitation character of 95% and 96% respectively. S3 exhibits Ry-

dberg character, with the LUNTO characterized by a diffuse 4s Rydberg orbital. S4 is a mixture of

two transitions: HONTO ! LUNTO (56%) and HONTO-1 ! LUNTO+1 (39%). The LUNTO is

a 4s Rydberg orbital and the LUNTO+1 is a 4p Rydberg orbital. Both S4 HONTO and HONTO-

1 are nS orbitals. The LUNTOs for S5 to S6 have diffuse orbital character as well as valence

character, leading us to characterize them as a mixture of valence and Rydberg character. S5 is

a mixture of two transitions: HONTO ! LUNTO (87%) and HONTO-1 ! LUNTO+1 (13%)

where LUNTO and LUNTO+1 are 3d Rydberg orbital and s* C-S antibonding orbital, respec-

tively. Similarly, the S6 state is characterized by 76% HONTO ! LUNTO and 24% HONTO-1 !

LUNTO+1 transitions, where LUNTO and LUNTO+1 are characterized by a 3d Rydberg orbital

and a s*CS orbital, respectively. We thus find that the S3-S6 states all exhibit a degree of Rydberg

character mixed with valence character from the s*CS orbital, in agreement with conclusions from

Luo et al.18 and in contrast with Tokue.22

One way to quantify the Rydberg character of the excited states is by calculating the second
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HONTO-1
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FIG. 6. NTOs for excited states S1 – S4 at the EOM-CCSD/aug-cc-pVDZ level of theory. An isodensity

of 0.05 au was used for all plots except for those with diffuse Rydberg character, with isodensities in

parentheses: LUNTO (0.035 au) of S3, and LUNTO (0.03 au) of S4, and LUNTO+1 (0.04 au) of S4.
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LUNTO+1
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S6 HONTO
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FIG. 7. NTOs for excited states S5-S6 at the EOM-CCSD/aug-cc-pVDZ level of theory. An isodensity

of 0.05 au was used for all plots except for those with diffuse Rydberg character, with isodensities in

parentheses: LUNTO (0.04 au) of S5, LUNTO (0.035 au) of S6, and LUNTO+1 (0.04 au) of S6.

moments, hr2i, of the excited state orbitals.65 This quantity is used as a measure of the spatial

extent of the electronic distribution.44 The quantity Dhr2i is the difference in hr2i in the excited

state electronic wavefunction compared to the ground state electronic wavefunction. This quantity

helps us discriminate between Rydberg and valence excited states. Rydberg excited states are

characterized by an excitation to a Rydberg orbital which is typically very diffuse with large spatial

extent in contrast to orbitals of valence excited states.
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D
⌦
r

2↵=
⌦
r

2↵
excited state �

⌦
r

2↵
ground state (1)

Table III reports the values of Dhr2i for the excited states of DMDS studied using EOM-CCSD.

We use Dhr2i cutoffs of 0.0-1.9 for valence states, 2.0-10.0 for mixed valence-Rydberg states, and

10.0 for Rydberg states, in line with previous studies.66 The valence excited states S1 and S2 show

minimal change in hr2i from the S0 value. In S3-S6 we observe a significant change in the size

of the excited state wavefunction compared to the ground state, as evidenced by the magnitude

of Dhr2i. The S3 state, due to a transition to a 4s Rydberg orbital, is the most diffuse of all

states studied here, where hr2i is ⇠12 a2
0 larger than its corresponding ground state value. S4 is

a mixture of two Rydberg transitions to 4s and 4p orbitals, and is also characterized by a large

hr2i of ⇠11 a2
0. States S5 and S6 have mixed Rydberg-valence character, evidenced by the NTO

analysis discussed in the previous section and smaller Dhr2i. Each of these states is a mixture of

at least two prominent excitations, a Rydberg transition to a 3d orbital and a valence transition to

a s⇤
CS

orbital.

2. Pathways to photodissociation through 1-dimensional PES cuts

We summarize here the important findings regarding the evolution of the molecular system

out of the Franck-Condon region along two fragmentation pathways: the C-S and S-S bond dis-

sociations, focusing on results from the XMS-CASPT2 calculations. Identifying mechanisms of

dissociation at higher excitation energies is challenging due to the many electronic states involved,

high dimensionality of the system, and numerous conical intersections. Upon excitation at ⇠200

nm (⇠6.2 eV), states S5 and S6 can be accessed (see Figures 1 and Table I). From these states,

both S-S and C-S bond cleavage are energetically accessible, as shown in Figures 3 and 5. One-

dimensional cuts through the PESs along the C-S and S-S bond dissociation coordinates show

pathways to the lowest of excited states, S1 and S2, via internal conversion (IC). Small stretches

along the S-S and C-S coordinates show that IC is feasible in the vicinity of the Franck-Condon

region due to numerous conical intersections, specifically at the contracted C-S bond length r < 1.8

Åand S-S bond length r < 2.0 Å, suggesting that IC will occur. We emphasize that these are pro-

posed mechanisms based on 1D cuts through the PES. Full-dimensional non-adiabatic dynamics

calculations are underway and will be presented in a follow-on study.

In the case of C-S bond breaking after excitation to S5 or S6, there is sufficient internal energy
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undergo IC to the lowest excited state, S1, whereby the molecule can dissociate, leading to the

formation of CH3SS and CH3 fragments. While the production of electronically excited CH3SS

or CH3 photoproducts has not been reported,14,21 we note that the PESs in Figures 5 and 3 do not

reflect the minimum energy pathway, as molecular geometries have not been relaxed along the

reaction coordinate. Along the 1D C-S coordinate shown, dissociation in the S2 state is energeti-

cally accessible upon 6.2 eV excitation, though the fraction of molecules that dissociate along this

pathway is likely small.21 Dissociation in the S3 – S6 states is not energetically accessible; IC to

S1 and subsequent dissociation is the most likely pathway.

3. Assessment of ISC pathways

A previous theoretical study predicted that when DMDS is excited to its S1 state, ISC is likely

along the S-S dissociation coordinate.19 However, as we have shown in section III.A, a highly cor-

related electronic structure method with sufficiently large active space is required for proper treat-

ment of the potential energy surfaces along the dissociation coordinates, which was not employed

in this previous study. Using our benchmarked electronic structure methods, we present high-level

calculations of the SOCCs at the Franck-Condon geometry and one-dimensional cuts through the

singlet and triplet PESs along the S-S and C-S bond coordinates to assess the likelihood of ul-

trafast ISC during photodissociation of DMDS. We note that intersystem crossing probabilities

are dictated by both the SOCC and the singlet-triplet energy gap between the states. At present,

our goal is to assess the likelihood of ISC through calculations of SOCCs at the Franck-Condon

geometry and calculations of excited singlet and triplet state energies along the key dissociation

coordinates. A thorough investigation of ISC timescales along these dissociation coordinates re-

quires non-adiabatic dynamics calculations that include these singlet and triplet states and their

SOCCs, which is outside the scope of this study.

Figure 8 presents the SOCCs between singlet and triplet states that may be accessed with ⇠200

nm light. The magnitude of the SOCC is color-coded based on coupling strength, where dark green

cells represent the mostly strongly spin-orbit coupled states and red represent the least coupled

states. Pairs of states with SOCCs above 50 cm�1 are those that are strongly coupled enough that

they may play a role in ultrafast ISC. The majority of these coupled singlet-triplet state pairs are

lower-lying in energy, with S0 strongly coupled to the three lowest triplet states. T5 is also found

to be strongly coupled to S0-S2. We again note that these values are computed the Franck-Condon
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FIG. 8. SOCCs of DMDS at the S0 minimum, computed at the CCSD and EOM-CCSD/aug-cc-pVDZ

levels of theory. Color codes range from green (large SOCC) to red (small SOCC).

geometry of DMDS. While ISC may occur in the Franck-Condon region, it may also occur during

photodissociation along the fragmentation pathways. Future investigations of SOCCs and ISC

rates along dissociation coordinates are certainly warranted given the significant number of large

SOCCs in the Franck-Condon region, but these calculations are outside the scope of the present

study.

Given the number of singlet-triplet state pairs with significant spin-orbit coupling in the Franck-

Condon region, there is a possibility of ISC occurring during photodissociation of DMDS at ⇠200

nm. To assess ISC mechanisms and pathways along the S-S and C-S dissociation coordinates,

we report both singlet and triplet cuts along the PESs, shown in Figures 9 and 10. Along the

S-S bond dissociation coordinate (see Figure 9), triplet states T1-T4 are all found to be quasi-

degenerate with the S0 asymptotic energy. In particular, T4 is nearly degenerate with S3 for S-S

distances greater than ⇠2.4 Å, which is a possible dissociation pathway for singlet dissociation.

This quasi-degeneracy between S3 and T4 increases the likelihood of ISC along the S-S disso-

ciation coordinate. Figure 10 presents the singlet and triplet state energies along the C-S bond

dissociation coordinate. The T2 state becomes nearly degenerate with S1 at elongated C-S bond

distances, which may serve as a pathway for ISC. The T1 state becomes nearly degenerate with S0

at elongated C-S bond distances. The T1 state becomes nearly degenerate with T2 and T3 at ⇠2.1

, connecting the excited state manifold to the ground singlet state. This near-degeneracy between

T1 and S0 may also serve as a pathway for ISC, which is a possible explanation for the lack of pre-

viously reported excited state fragments in this channel. Based on the calculations presented here,

there are numerous pathways where ISC is likely along both S-S and C-S dissociation coordinates.
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FIG. 9. The adiabatic PESs for singlet and triplet excited states along the S-S bond dissociation coordinate

using XMS-CASPT2(8e,8o) employing an aug-cc-pVDZ basis.

IV. CONCLUSIONS

In this study, we computed the electronic structure of excited states involved in the photodis-

sociation mechanisms of DMDS when excited at ⇠200 nm. Our characterization of the excited

states of DMDS employed EOM-CCSD, EOM-CCSD(T)(a)* and XMS-CASPT2 to assess the

performance of two popular families of highly correlated methods for computing excited state

energies and properties. We benchmarked computed UV spectra against experiment, finding that

both EOM-CCSD and XMS-CASPT2 perform well and tackle the challenge of treating the Ryd-

berg character of excited states in the Franck-Condon region, though EOM-CCSD achieves supe-

rior performance in computing absolute peak positions. We also benchmarked these methods by

computing one-dimensional cuts through the PESs along the S-S and C-S bond dissociation coor-

dinates. We find that along the S-S bond coordinate, EOM-CCSD fails in treating the double exci-
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FIG. 10. The adiabatic PESs for singlet and triplet excited states along the C-S bond dissociation coordinate

using XMS-CASPT2(8e,8o) employing an aug-cc-pVDZ basis.

tation character of the S3 state; while this state should be quasi-degenerate with S0, EOM-CCSD

computes an S0-S3 asymptotic energy of 2.7 eV. The triples corrections of EOM-CCSD(T)(a)*

reduces this error, computing an S0-S3 asymptotic energy of 0.9 eV. The multireference nature

of XMS-CASPT2 enables great performance in the asymptotic region of S-S dissociation, as ev-

idenced by its ability to predict quasi-degeneracy between states S0-S3. In assessing all three

methods for computing energies in the Franck-Condon region, along the S-S dissociation path-

way, and along the C-S dissociation pathway, we find that the XMS-CASPT2 performs the best

overall. Furthermore, we find that an (8e,8o) active space for XMS-CASPT2 calculations bal-

ances accuracy and computational affordability for future non-adiabatic mixed quantum-classical

dynamics calculations of these photodissociation pathways.

Using EOM-CCSD and XMS-CASPT2 in the Franck-Condon region and XMS-CASPT2 along
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the dissociation coordinates, we propose viable pathways to S-S and C-S bond cleavages, as ob-

served in experiments. We identify an accessible route from the ⇠200 nm excited S5-S6 states

to the S3 state along the S-S bond coordinate. We propose that a series of IC events occur on an

ultrafast timescale after initial excitation, and S-S dissociation on the dissociative S3 state lead to

the formation of SCH3 radicals. Probing the C-S dissociation pathway by 1D PES calculations,

we find that upon ⇠200 nm excitation, there is sufficient internal energy to overcome small barri-

ers, driving IC to the lowest excited state, S1, upon which DMDS dissociates to CH3SS and CH3

fragments.

Finally, we present calculations of SOCCs at the Franck-Condon geometry to assess the like-

lihood of ultrafast ISC during photodissociation of DMDS. We find numerous SOCCs above 100

cm�1, indicating that ultrafast ISC may occur. We therefore computed singlet and triplet PESs

along the S-S and C-S bond dissociation coordinates. Along the S-S dissociation coordinate, T1-

T4 become quasi-degenerate with the S0 state. Along the C-S dissociation coordinate, we find that

the T1 state becomes quasi-degenerate with the S0 state, unlike the excited singlet states, which

may act as a connection between the excited states and ground state via ISC.
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