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Different Flavors of Exact-Factorization-Based Mixed
Quantum-Classical Methods for Multistate Dynamics

Evaristo Villaseco Arribas a, Patricia Vindel-Zandbergenb a, Saswata Roya, and Neepa T.
Maitraa∗

The exact factorization approach has led to the development of new mixed quantum-classical methods
for simulating coupled electron-ion dynamics. We compare their performance for dynamics when more
than two electronic states are occupied at a given time, and analyze: (1) the use of coupled versus
auxiliary trajectories in evaluating the electron-nuclear correlation terms, (2) the approximation of
using these terms within surface-hopping and Ehrenfest frameworks, and (3) the relevance of the
exact conditions of zero population transfer away from nonadiabatic coupling regions and total energy
conservation. Dynamics through the three-state conical intersection in the uracil radical cation as
well as polaritonic models in one dimension are studied.

1 Introduction

The accurate description of coupled electron-ion dynamics in
photo-excited systems, is key to unravel the mechanisms under-
lying processes of chemical, physical and biological relevance.
Some examples include photosynthesis1–3, radiation damage of
DNA under UV light4–6 and charge dynamics in solar cell ma-
terials7–9. While a full quantum-mechanical treatment beyond
Born-Oppenheimer (BO) is limited to a few degrees of freedom,
mixed quantum-classical methods (MQC) provide an efficient
way to simulate these processes while still recovering nonadi-
abatic effects10. The most commonly-used MQC schemes are
Surface-Hopping (SH) and Ehrenfest (Eh)11,12, both of which
involve propagating classical nuclear trajectories, but under two
distinct forces, while coupled to the same equation for the quan-
tum electronic evolution. In Eh, the trajectories evolve under a
mean-field force whereas in SH the the trajectories run on a sin-
gle BO surface at each time, while stochastically and instanta-
neously hopping between them according to, usually, the fewest-
switches scheme13. Despite their simplicity, efficiency, and pop-
ularity, Eh and SH suffer from several well-known issues. While
the mean-field nature of Eh precludes the possibility of describ-
ing wavepacket-splitting, SH is able to capture this. However, the
disconnect between having coherent evolution of the electronic
coefficients while the nuclear trajectories evolve on a BO surface
at any given time, leads to an internal inconsistency, responsible
for over-coherence when the system evolves away from a region
of electron-nuclear interaction. Further, energy-conservation is
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imposed too strictly in both methods: at the individual trajec-
tory level rather than conserving the energy over the ensemble
representing the nuclear wavepacket14,15. In fact, in SH there is
no unique way to conserve the energy16–18, e.g. while velocity-
adjustments along the direction of the nonadiabatic coupling
(NAC) vector have been argued to be the most physical19–21, this
method also leads to more forbidden hops, which exacerbates
the internal consistency problem. Various fixes have been im-
plemented in the electronic equation to account for decoherence
effects, although their ad hoc nature makes them not always accu-
rate or reliable. Still, these methods have led to useful results in
many situations, where the use of more sophisticated schemes is
not feasible10,22,23. Recently these methods have been extended
to the polaritonic regime, where the coupled electron-ion-photon
dynamics of systems of thousands of molecules confined to an op-
tical cavity can be described running nuclear trajectories on the
hybrid photon-electronic (polaritonic) surfaces24,25.

An alternative view of nonadiabatic processes can be achieved
through the exact factorization (EF) approach26,27. In EF, the
time-dependent nuclear wavefunction evolves under a Hamilto-
nian of Schrödinger-form with a scalar and a vector potential that
contain the exact electron-nuclear correlation, and depend on the
time-dependent electronic wavefunction. The electronic Hamil-
tonian in turn depends on the time-dependent nuclear wavefunc-
tion with terms embodying the exact correlation of nuclear mo-
tion on the electronic subsystem. The potentials in the nuclear
equation lead to a uniquely determined force acting on the nuclei,
which makes EF an ideal framework to develop MQC schemes.
The resulting EF-based MQC methods contain extra terms in the
electronic and nuclear equations compared to Eh or SH, that de-
scribe electron-nuclear correlation more accurately and capture
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decoherence from first-principles28–33. A particularly significant
effect of the EF term in these schemes was shown to arise in dy-
namics through the three-state conical intersection (CI) in a lin-
ear vibronic coupling model of the uracil cation34: a SH scheme
with the EF electronic equation accurately captured the refer-
ence MCTDH result, while traditional (decoherence-corrected)
SH methods failed. The analysis in Ref.34 suggested that gen-
erally when a given trajectory is associated with more than two
BO states at the same time during the dynamics (a situation that
we refer to as “multistate dynamics") that EF-based MQC methods
would give improvements over the traditional MQC schemes be-
cause of quantum-momentum-driven transitions that are missing
in the standard approaches.

Here, we investigate this further, showing two distinct exam-
ples of multistate dynamics: one involving a three-state CI, and
the other an avoided crossing where three pairs of states have
appreciable pairwise couplings. We examine different EF-based
MQC methods in each system, using coupled-trajectory schemes
involving EF terms in both the electronic and nuclear equations,
or in only the electronic equation with SH or Eh nuclei, as well
as auxiliary-trajectory treatments of the EF terms that enable an
independent-trajectory algorithm. We find that although the EF
terms provide a new mechanism for population transfer particu-
larly when more than two states are occupied, that in some cases
the effect is relatively small compared to the traditional terms,
and the accuracy of the EF method depends also on the degree of
violation of the exact conditions of zero net electronic population
transfer away from NAC regions, and total energy conservation.

We begin in Sec. 2 by discussing the different flavours of EF-
based MQC methods that have been proposed so far. These differ
from each other in several ways: from whether the EF-correlation
terms are calculated using coupled trajectories or auxiliary trajec-
tories, from whether they are kept in both electronic and nuclear
equations of motion, or whether they are used in (more approx-
imate) Ehrenfest or SH schemes. In Secs. 3 and 4 we apply the
methods to dynamics in two systems involving multistate dynam-
ics; in the former, the photo-excited uracil cation where the tra-
jectories meet a three-state conical intersection and in the latter,
a three-state avoided crossing in a polaritonic model. We analyze
the effects of the differences in the methods in their performance,
along with the relevance of the two exact conditions mentioned
above.

2 Exact Factorization-based Mixed Quantum-
Classical Approximations

The coupled-trajectory mixed quantum-classical algorithm (CT-
MQC)28–30,32 was derived by taking the classical limit of the
nuclear EF equation, expanding the conditional electronic wave-
function in terms of BO states, and approximating some coupling
terms as justified by their behavior in some model systems. The
resulting CTMQC equations for the electronic coefficients and nu-
clear force (where time-dependence is not explicitly indicated for
simplicity of notation but assumed in all terms) associated with a

given nuclear trajectory R(α)(t) in the ensemble are
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Both equations have an Ehrenfest-like term
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where d(α)
ν ,lk is the nonadiabatic coupling vector (NAC) along the

νth nuclear coordinate between BO states l and k evaluated at
the coordinate R(α)(t), and ∆E(α)

lk the BO energy difference be-
tween states l and k. The second terms in Eqs.(1) and (2) are
the corrections coming from EF with two key ingredients: the nu-
clear quantum momentum Q(α)

ν evaluated at the position of the
trajectory R(α)(t):

Q(α)
ν (t) =−

∇ν |χ(R)|2

2|χ(R)|2

∣∣∣∣∣
R=R(α)(t)

, (5)

and the time-integrated adiabatic force (an adiabatic momentum)
accumulated on the lth surface,

f(α)
ν ,l =−

∫ t

0
∇ν E(α)

l dτ , (6)

with ∆f(α)
ν ,lk = f(α)

ν ,l − f(α)
ν ,k .

Although Eqs (5) and (6) are definitions that emerge directly
from the derivation of CTMQC, modified definitions have been
proposed for both to ensure the algorithm satisfies some physical
constraints. For the quantum momentum, the original definition
(Qo) that uses expression Eq. (5) operates by reconstructing the
nuclear density as a sum of Gaussians centered at the positions
of the classical trajectories. A problem with the resulting algo-
rithm, is that it can lead to spurious transfer30,35, meaning that
when the ensemble of nuclear trajectories is in a region of negli-
gible NAC, net population transfer over the ensemble can yet be
induced, which is unphysical (that is, population transfers associ-
ated with different members of the ensemble should cancel). The
modified definition of the quantum momentum, Qm, is obtained
by instead requiring the exact condition of zero net population
transfer when the ensemble of trajectories experience zero NAC,
fixing the spurious population transfer that might occur with Qo.
A deeper analysis on the effect of these two ways of computing
the quantum momentum on the dynamics of model systems can
be found in Ref.35.

Regarding the integrated adiabatic force term, CTMQC with
the original definition of Eq. (6), and with either Qo or Qm for the
quantum momentum, turns out to not always satisfy energy con-
servation. Instead, the modified algorithm, CTMQC-E, recently
proposed in Ref.36, redefines this term to impose energy conser-
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vation over the ensemble.
Hence, a central feature of CTMQC is the coupling of the classi-

cal trajectories through the nuclear quantum momentum and in-
tegrated force terms. The coupling term induces electronic transi-
tions that are needed to capture quantum (de)coherence effects.
Further, the CTMQC electronic equation has been exploited in
Eh and SH frameworks, either with coupled37–39 or independent
trajectories31,33,40, leading to a family of EF-based MQC methods
which are summarized in Table 1 and discussed in some detail
below. We prefix the methods that use coupled trajectories to
compute the quantum momentum by CT, while we use a suffix
XF to indicate methods that compute this term via auxiliary tra-
jectories in an independent trajectory scheme31. As previously
discussed, the coupled trajectory methods compute the quantum
momentum via coupled trajectories, either with Qo or Qm, but the
default is with Qm, given its cure of the spurious transfer problem.
In the auxiliary-trajectory methods, the quantum momentum is
computed with the aid of virtual trajectories* that are dressed by
Gaussians of a chosen width parameter (σν ) and locally construct
the nuclear wavepacket associated with an independent trajec-
tory enabling the computation of the quantum momentum using
Eq. 5, which results in

Q(α)
ν =− 1

2σ2
ν

(
R(α)

ν −∑
k

ρ
(α)
kk R(α)

k,ν

)
(7)

These auxiliary trajectories are launched on non-active BO sur-
faces that become populated, and follow uniform velocity motion
during each time interval. Their velocities during propagation
are determined isotropically rescaling the velocity of the real tra-
jectory enforcing energy conservation at each time-step. A key
aspect is how to set their initial velocities. Some details related
to some choices in propagating the auxiliary trajectories are dis-
cussed in Appendix A, and we will explore the effect of these
different choices on the dynamics of a model system in Sec. 4.

The independent (auxiliary) trajectories schemes are limited
to approximating Qo, since without knowledge of the ensemble
it is not possible to compute Qm. Aside from the option of us-
ing coupled- or auxiliary- trajectories in computing the quantum
momentum, we also have options of whether to include the EF-
correlation terms in both the electronic and nuclear equations,
or in just the electronic equation, and then a further option of
including it within an Ehrenfest or SH framework. While CTSH
and CTEh utilize the electronic equation Eq. (1) in conjunction
with nuclear dynamics determined by the usual fewest-switches
SH scheme or the Eh force respectively, SHXF (originally denoted
as DISH-XF when introduced in Ref.31) and EhXF are the anal-
ogous methods when using auxiliary trajectories to compute the
quantum momentum. CTEh has been explored for Tully model
systems in Ref.37 (denoted there as CTMQCe) and CTSH was ex-
plored in Ref.38. The method we label here as MQCXF is when
the EF terms are kept in both the electronic and nuclear equa-

* Note that these trajectories are only used to approximate the quantum momentum
and are not themselves trajectories of the ensemble that approximates the nuclear
density

Coupled Trajectories EF-based MQC-methods
Method Nuclear Force Quantum Momentum
CTMQC Eh+XF Qo Qm

CTSH SH Qo Qm

CTEh Eh Qo Qm

Independent Trajectories EF-based MQC-methods
Method Nuclear Force Quantum Momentum
MQCXF Eh+XF Qo

SHXF SH Qo

EhXF Eh Qo

Table 1 EF-based MQC methods. We note that the default operation of
CTMQC is with Qm, but we consider the possibility of using Qo to make
a connection with the independent trajectories EF methods. Also, note
that we do not include the recently proposed CTMQC-E method in the
table, since we do not explore its performance in this work.

tions with the use of auxiliary trajectories, i.e. MQCXF is used to
denote the independent trajectory version of CTMQC. This was
introduced in Ref.41 (denoted there as EhXF); that work also ex-
plored additional implementations such as time-dependent Gaus-
sian functions to construct the nuclear density or a modified ex-
pression of the accumulated force to ensure trajectory-wise en-
ergy conservation.

The independent trajectory approach, with auxiliary trajecto-
ries to mimic the coupling, reduces the computational cost en-
abling the simulation of large and complex systems; further com-
putational expense is reduced also achieved by approximating
the accumulated force (6) as the change in the momentum over
a time-step at a given state. As mentioned earlier, SHXF in
Ref.31 was originally called DISH-XF and it has been applied to
a range of light-induced processes on complex molecules42–45. In
practise, the correction term derived from EF often gives simi-
lar results to decoherence-corrected SH schemes30,33,46, but one
regime in which it gives a qualitative improvement is when mul-
tistate CIs are involved. This was shown in Ref.34 for SHXF cal-
culations of a model of the photo-excited uracil cation, and will
be demonstrated in detail in the next section, where we will also
compare with the other members of the EF-based MQC family.

3 Three-state conical intersections: Uracil cation
Our first example is the dynamics through the three-state CI in the
photo-excited uracil radical cation described via a linear vibronic
coupling model.

Model We use an eight-mode linear vibronic coupling model
that couples the four lowest states of the cation that have alter-
nating A′ and A” symmetry: D0(A′), D1(A”), D2(A′) and D3(A”).
The eight normal modes involved in the dynamics are 6 modes
of a′ symmetry and 2 modes of a” symmetry, within the uracil
Cs point group. The 6 a′ modes correspond to C=O stretch, CN
stretch plus NCH/CNH bending and C=C stretch. The a” modes
are out-of-plane motions and provide the coupling between the
A′ and A” ionic states. The uracil cation, after photoionization
to the D2 or D3 excited cationic states, undergoes relaxation to
the ground state before fragmentation involving ultrafast dynam-
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Fig. 1 Schematic representation of the uracil cation and cationic states at
important geometries adapted from Ref.48. The energy levels on the left
and on the right in the figure, represent the energies at the equilibrium
geometry of the neutral, S0 min, and at the equilibrium geometry of the
cation, D0 min, respectively. The levels in the middle correspond to the
geometries at the two CIs, D2/D1/D0 and D1/D0.

ics through a 3-state and a 2-state conical intersections involving
D2/D1/D0 and D1/D0 states, respectively. Fig.1 shows the uracil
cation molecular structure and electronic states that participate
in the dynamics, adapted from Refs.47,48. We refer the reader to
Ref.47 for the details of how the linear vibronic coupling model
was constructed from EOM-IP-CCSD electronic structure calcu-
lations, and the specifics of the model and numerical values of
the parameters are also given the supplementary information of
Ref.34. †

Significance of EF terms: Ref.34 demonstrated that SHXF gave
a significantly improved prediction for the population dynam-
ics compared to Eh and to traditional decoherence-corrected SH
methods, when beginning in the D2 state. The EF term in the
electronic equation is crucial to describe the correct relaxation
dynamics to the ground state through a three-state D0/D1/D2

CI47,48 as predicted by the reference multiconfigurational time
dependent Hartree method (MCTDH)49: it induces electronic
transitions mediated by the nuclear quantum momentum which
significantly affect the electronic coefficients and hopping proba-
bilities. Recalling Eq. (1), we observe that the EF term has a dis-
tinct form from the usual ad hoc decoherence corrections to SH:
it depends on the nuclear quantum momentum and the accumu-
lated force, and acts on all coefficients, coupling each of them to
all occupied states. In contrast, the commonly used decoherence-
corrections couple only an inactive state to the active state in a

† In the dynamics simulations, the parameters for the 2 modes of a” symmetry enter
only through the couplings, while we include 8 normal modes (6 a′ + 2 a”) to
sample the initial conditions. Adding the harmonic and quartic terms from the a”
modes in our simulations do not alter the population dynamics

pairwise way50. Besides that, the nonlinear dependence of the
EF term on the coefficients gives a distinctly different dynamical
behaviour than the linear dependence of traditional decoherence
correction schemes that underlies their character as simply a de-
coherence rate. This yields different population dynamics than
traditional methods where the difference is expected to be partic-
ularly significant in situations where more than two states become
simultaneously associated with a given trajectory as it occurs dur-
ing the passage through a three-state CI. With the uracil cation
studied in Ref.34, SHXF was able to closely capture the popula-
tion dynamics predicted by MCTDH where other traditional deco-
herence corrected SH methods fail (see also Fig. 2). The number
of net direct D2→ D0 hops was found to be about twice as large
in SHXF than the traditional methods after about 15 fs, consistent
with the faster relaxation to the ground state.

Computational details: Here, in Figure 2, we consider the per-
formance of the other members of the family of EF-based MQC
methods of Table 1. The independent trajectory calculations were
performed using the PyUNIxMD program package33, whereas the
coupled trajectory calculations using the G-CTMQC package51.
Within the SH schemes, when a hop occurs, the momentum is
rescaled along the direction of the NAC vector, and, if the hop is
rejected (frustrated hop), we make the choice of keeping its direc-
tion rather than reversing it52–54. Independent trajectory simula-
tions require a time step of dt = 0.1 fs and Ntr =1000 trajectories
for convergence. Coupled trajectory calculations require a smaller
time step of dt = 0.001 fs but reach convergence with fewer tra-
jectories; here results with Ntr =400 trajectories are shown. We
employ the same initial conditions as in Ref.34, sampled from a
Wigner distribution of the neutral uracil ground state (S0) equi-
librium geometry with variances obtained from the frequencies of
the eight modes in the model. To compute the quantum momen-
tum, in the independent-trajectory methods we used a fixed width
of σ = 0.08 a.u. for the Gaussians centered on the auxiliary trajec-
tories on each degree of freedom; this number is determined from
the average of the initial distribution of the nuclear trajectories of
the C=C, C=O, and C-N bonds.

Consideration of the initial state: Since the initial MCTDH state
in our reference is a diabatic state with 94% population on the
D2, 5% on D1 and 1% in D0 adiabatic states, we approximate the
initial state in the independent-trajectory calculations via a statis-
tical mixture by distributing the trajectories among the states ac-
cordingly. On the other hand, for coupled trajectory schemes each
trajectory is initialized in a pure state, that is in a superposition of
eigenstates, with the modulus-square of the coefficients matching
the MCTDH initial adiabatic populations. This is a more faithful
representation of the initial electronic state of the MCTDH simu-
lation at each nuclear configuration than the incoherent statistical
mixture, and it has an important immediate effect on the dynam-
ics in coupled-trajectory schemes: the quantum momentum cou-
ples the trajectories from the start, in contrast to the initial mixed
state where only one coefficient being non-zero sets the XF terms
in Eqs. (1-2). In our simulations however, we do not have access
to the initial exact complex coefficients from MCTDH, and only
have the populations. So, we have simply chosen them to be real
in Fig. 2, and we will return to the impact of this choice, and the
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comparison with using an incoherent statistical state, shortly.
Performance of the different EF-based MQC methods: Figure 2

shows the population dynamics starting on the D2 state, com-
puted from the traditional methods Eh and SH in the top panel,
the EF-based independent-trajectory methods SHXF, EhXF, and
MQCXF in the middle panel, and the EF-based coupled-trajectory
methods CTMQC, CTEh and CTSH in the bottom panel, all in-
cluding the MCTDH as the benchmark reference.

For the SH schemes, both the trajectory-average of the elec-
tronic populations |Cl(t)|2 and the fraction of trajectories running
on each state, Πl(t) = Nl(t)/Ntr are shown. We observe in the top
panel, that after the initial decay of the D2 and simultaneous rise
of D1 and D0 populations, the D2 population predicted by SH and
Eh shoulder off, deviating from the continued decay predicted by
MCTDH. SH suffers from overcoherence, as the number of tra-
jectories running on each state differs from the electronic popu-
lations, and although the traditional energy-based decoherence-
corrected scheme55,56 corrects this, it does not improve the quali-
tatively wrong dynamics after 15 fs, as shown in Ref.34. (Interest-
ingly, the augmented FSSH scheme57,58 neither cures the internal
consistency34, nor improves the population behavior). While the
electronic populations are similar for Eh and SH, SH with the
fraction of trajectory measure performs better than Eh, showing
a faster decay of D2 and ∼20% more population transfer to D0.
We observe that while the Eh and SH electronic populations yield
some transfer to the third excited cationic state D3, unlike in the
MCTDH reference, there are no hops to this state, so again the
fraction of trajectory measure in the SH calculation captures this
aspect better.

Turning now to the middle panel, we observe that the EF cor-
rection used in the independent trajectory methods gives a signifi-
cant improvement to the dynamics. When applied to just the elec-
tronic equation in the SH scheme, SHXF, as observed in Ref.34,
more faithfully reproduces the MCTDH populations than the tra-
ditional methods. Note that whereas in SH the electronic evolu-
tion is usually viewed as merely a support for the trajectory prop-
agation, in SHXF the electronic equation plays a key role since the
equation is derived from the rigorous EF method. The electronic
populations of SHXF are closer to that of EhXF at intermediate
times than to the fraction of trajectories measure in SHXF but in-
ternal consistency is recovered at longer times; the violation at
intermediate times is coming from trajectories that are initially
on the states D0 and D1, and can be compared with the very close
internal consistency observed in Ref.34 for dynamics beginning
in the 100% adiabatic state. The electronic populations measure
show less population transfer to D3 than the traditional meth-
ods, and even this correctly becomes negligible when the fraction
of trajectories measure is used . We see here, that even if the
EF correction is applied only to the electronic equation in the Eh
scheme in EhXF, the populations are also well-reproduced; there
is a larger underestimation of D0 at longer times at the expense of
some population in D3. Applying the EF correction also to the nu-
clear force in MQCXF, the results are a little worse than in EhXF
and SHXF, although still the trends are much better than in Eh
and SH, and we conjecture that this may be due to a violation of
energy-conservation41, as evidenced by the larger population in
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Fig. 2 Population dynamics in the uracil cation beginning in the mixed
state with 94% population in D2, 5% in D1, and 1% in D0, along with
the reference MCTDH (taken form ref.47) that begins in the diabatic
state. Black, green, and red lines correspond to D2, D1, and D0 states,
respectively. (a) SH and Eh. (b) XF methods (c) CT methods with Qm.
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D3 and smaller population in D0. The larger population in the D3

state of MQCXF with respect to the also non energy-conserving
EhXF36, suggests the main contribution to the energy violation in
this system comes from F(α)

XF rather than from ρ̇
(α)
XF .

The lowest panel in Fig.2 shows the results when the quan-
tum momentum is computed from coupled trajectories. CTMQC
improves the population behavior compared to its independent-
trajectory analogue MQCXF, and very closely follows the initial
MCTDH D2 population decay up to around 30 fs, deviating from
the MCTDH reference after 30 fs, possibly due to energy non-
conservation36. Interestingly the increase in the population of
the D3 state in CTMQC is smaller than in MQCXF, potentially sug-
gesting that energy conservation might be ameliorated using cou-
pled trajectories, although further investigation is needed. The
underestimate of the increase of the D0 population relative to the
MCTDH reference comes mainly from an overestimation of the D2

to D1 population transfer. On the other hand for CTEh and CTSH,
unlike for their independent trajectory counterparts, there is a
smaller improvement over traditional Eh or SH especially for the
D2 population behavior, and once again we see this population
incorrectly shouldering off at around 15 fs. It appears that the
EF contribution to the nuclear force is key to capture the faster
and continuing D2 population decay for the CT methods, while
this additional force appears less important in the independent-
trajectory XF methods.

As mentioned earlier, the initial electronic state in the CT
calculations was chosen to be a pure state for each trajectory,
with real coefficients whose square equals the adiabatic popu-
lations. To get a sense of the impact of this, Figure 3 compares
the differences in the CTMQC dynamics initializing the ensem-
ble in the incoherent mixed state with electronic density operator
ρ̂ = 0.01|D0〉〈D0|+ 0.05|D1〉〈D1|+ 0.94|D2〉〈D2| where 1% of the
trajectories are initialized with ρD0 = 1, 5% with ρD1 = 1 and 94%
with ρD2 = 1 (as was done in the independent-trajectory calcu-
lations) versus a pure state where all trajectories in the ensem-
ble are in the same coherent linear superposition state |Φ(0)〉 =√

0.01|D0〉+
√

0.05|D1〉+
√

0.94|D2〉 (chosen with real phases).
Figure 3 shows the differences in the CTMQC electronic popula-
tions in the incoherent mixed state versus this pure state with real
coefficients. As we can observe an active quantum momentum is
needed to capture the fast initial decay in the D2 population. Fur-
ther investigation on the impact of the different initializations and
effect of the phases on the coupling terms of EF-based trajectory
schemes is currently underway.

Analysis of CT versus XF: Qm vs Qo Perhaps most puzzling is
why CTEh and CTSH perform worse than EhXF and SHXF, and
why the EF correction appears to have a much smaller impact
in these two algorithms for this system when computed in the
coupled trajectories scheme than in the independent trajectory
scheme. The coupled-trajectory methods utilize the Qm defini-
tion to automatically satisfy the condition of zero net transfer in
regions away from a NAC, while the independent-trajectory meth-
ods are based on Qo, as discussed earlier. A natural question then
arises: if we perform the coupled-trajectory dynamics computing
the quantum momentum with Qo, would they be closer to their
independent-trajectory EF counterpart? Fig 4 compares the re-
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sults of a CTSH calculation using Qo, and shows that it predicts
the D0 population slightly closer to SHXF than when using Qm,
although the D2 population decay still shoulders at around 15
fs, and transfer to D1 is underestimated. Even though the same
equations underlie both SHXF and CTSH with Qo, the locality
of the auxiliary trajectories when launched for each independent
trajectory can make the action of the quantum momentum quite
different from when it is computed with coupled trajectories. In
SHXF, auxiliary trajectories are launched on inactive surfaces to
compute the quantum momentum when the electronic population
on the inactive state becomes larger than a small threshold. The
auxiliary trajectories start at the same position as the actual inde-
pendent trajectory and begin to deviate from the real trajectory
in nuclear space due to the different adiabatic forces, thus giving
a net contribution to the quantum momentum before decoher-
ence fully sets in. The situation is quite different for the quantum
momentum Qo computed from coupled trajectories, where each
trajectory is, in principle, coupled to the entirety of the trajecto-
ries in the ensemble, contributing in a more non-local way to the
quantum momentum as soon as an inactive state acquires a non-
zero population. This is consistent with the faster decay at short
times (< 5 fs) in CTSH with Qo (and with Qm) than in SHXF. In
CTSH, even trajectories on the same surface as the active state
contribute whether they may be close to the current position of
the trajectory or far, having had different histories, unlike with
auxiliary trajectories which are launched only on the inactive sur-
faces. At longer times, it can happen that contributions to the
quantum momentum from trajectories exploring diverging paths
in the nuclear space may have canceling effects, leading to only a
very small correction over SH; and a more detailed investigation
of this is left to future work.

Dynamics starting on the D3 state: We next consider dynamics
starting on the D3 state, shown in Figure 5, where again the
D0/D1/D2 three-state intersection plays a crucial role and focus
here on the independent trajectory EF-based MQC methods. The
same 1000 initial conditions as for the dynamics starting on D2

are used for the independent-trajectory calculations, again with a
time step of dt = 0.1 fs and a fixed σ = 0.08 a.u. The initial state
is prepared with populations identical to the initial diabatic state
used in the MCTDH reference47, which corresponds to a distribu-
tion of 96% of trajectories in D3, 0.7% in D2 and 3.3% in D1. As
evident from Fig. 5, in the reference MCTDH calculation, the D3

state decays with population transferred initially to the D1 and D2

states, with D0 beginning to be populated after a short time (∼ 5
fs). Up to 15 fs, the population in three states, D2, D1 and D0 rises
simultaneously, before D2 levels off while D1 and D0 steadily in-
creases, with D0 showing a larger slope. At 60 fs the population is
distributed amongst the 4 states, with 50% population in D0, 30%
in D1 and 20% equally distributed between D3 and D2. The tradi-
tional SH and Eh methods shown in the top panel again show the
D3 population decays much slower and the population transfer is
underestimated. The fraction of trajectory measure of population
in SH is closer to MCTDH than Eh populations, although the inter-
nal inconsistency is large. The middle panel shows the trajectory-
average electronic populations and the fraction of trajectories for
the energy-based decoherence correction method55,56, SHEDC,

and SHXF, compared to the reference MCTDH. SHEDC and SHXF
correct the internal inconsistency of the SH method, with SHXF
predicting dynamics closer to MCTDH overall. The EDC correc-
tion has little effect other than correcting the internal inconsis-
tency, and it may even worsen population trends. On the other
hand, although initially slower, the SHXF decay-rate of the D3

state is too fast between about 15 fs - 25 fs, and ultimately over-
estimates the population transfers to D1 and D0, but overall is
more accurate over the range shown than SHEDC. None of the
corrections can capture correctly the initial increase of D2, with
SHXF performing slightly better at later times. Turning now to the
lower panel (Fig. 5(c)), EhXF and MQCXF correct the dynamics
predicted by Eh, improving the initial D3 decay. MQCXF follows
MCTDH quite closely, while, like SHXF, EhXF overestimates this
population transfer from ∼15 fs. Again, neither of the methods
capture correctly the initial D2 nor the D0 rise, but EhXF catches
up to agree with MCTDH from ∼15 fs. The initial transfer to D1 is
overestimated in both methods, however, at later times, matches
the MCTDH prediction well.

A brief recap: The generally good performance of the indepen-
dent trajectory EF-based methods SHXF, EhXF (and MQCXF to a
lesser extent) for this system suggest that the dynamics is in a
regime where effects of the spurious transfer are relatively mi-
nor compared to the overall correction of the population trend
compared to the traditional methods. Energy non-conservation
may be a reason for the slight underperformance of MQCXF and
CTMQC36, and further study into this is needed. The original
definition of the quantum momentum when evaluated with aux-
iliary trajectories appears to be effective in capturing quantum-
momentum driven electronic transitions that are missing in stan-
dard methods, and the impact of these transitions can be more
important than their violation of the spurious transfer condi-
tion. When using coupled trajectories, the non-locality of these
terms yields significant differences. Specifically with coupled-
trajectories, both quantum momentum-driven electronic transi-
tions and the quantum momentum term in the force, as in CT-
MQC, are needed to accurately capture the population dynamics
for this system.

4 Three-state interactions: Model of Polaritonic
Chemistry

As demonstrated in Sec. 3 and Ref.34 for the dynamics of the
uracil radical cation through a 3-state CI, the EF terms provide a
significant correction to the standard methods in situations where
more than two electronic states are occupied at a given time
and nuclear configuration. Another case in which we expect a
similar behavior, with several electronic states associated with a
given trajectory, are polaritonic systems. In polaritonic systems,
a molecule confined to an optical cavity couples strongly with
vacuum fluctuations of the confined radiation field forming hy-
brid light-matter states known as polaritons. This light-matter
coupling distorts the (BO) energy landscape of the molecule re-
sulting in altered photochemical dynamics 59,60. The density of
states is increased with respect to the cavity-free situation as a
consequence of the molecular interaction with the confined light
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Fig. 5 Population dynamics in the uracil cation beginning in the mixed
state with 97% population in D3, 0.7% in D2, and 3.3% in D1, along
with the reference MCTDH (taken form ref.47) that begins in the dia-
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states, respectively. (a) Ehrenfest population and SH electronic popula-
tion (dashed lines) and SH fraction of trajectories. (b) Populations as
fraction of trajectories calculated from SHXF and SHEDC. (c) Population
dynamics computed with EhXF and MQCXF.

modes, thus we expect an increased number of avoided crossings
and multi-state intersections that the nuclear trajectories will en-
counter in their evolution.

Model: In this section we study a one-dimensional system, a
Shin-Metiu model61–63 placed in an optical cavity coupled to one
photon mode. This model, consists of one electron and one ion
which are allowed to move, along with two fixed ions separated
a distance L (see Fig 6). In the non-relativistic limit and the long-
wavelength approximation, the total Hamiltonian for this system
has the form64–68

Ĥ(R,r,q) = Ĥm(R,r)+ Ĥp(q)+V̂pm(R,r,q)+V̂SP(R,r,q) (8)

where r, R, and q indicate the electronic, nuclear and photonic
degrees of freedom respectively. The first term is the matter
Hamiltonian Ĥm = T̂n + ĤBO, where T̂N = − 1

2M
∂ 2

∂R2 is the nuclear
kinetic energy operator, and ĤBO the BO Hamiltonian, which for
our Shin-Metiu model reads

ĤBO =−1
2

∂ 2

∂ r2 + ∑
σ=±1

( 1
|R+ σL

2 |
−

erf( |r+
σL
2 |

aσ
)

|r+ σL
2 |

)
+

erf( |R−r|
a f

)

|R− r|
, (9)

here erf is the Gauss error function and M the mass of the pro-
ton (1836 a.u.). The model parameters a+1, a−1, a f and L will
be tuned appropriately to manufacture a 3-state crossing region.
The photonic Hamiltonian reads Ĥp = 1

2 (p̂2 + ω2q̂2) where the
frequency of the photon mode is ω, and q̂ =

√
1/2ω(â+ â†) is

the electric displacement operator with the conjugate variable p̂
proportional to the magnetic field. The light-matter coupling has
bilinear form V̂pm = ωλ q̂(R− r), and the self-polarization term
term V̂SP = 1

2 [λ (R− r)]2 which is often negligible for a single cav-
ity mode. Although the matter–photon coupling strength λ is
generally proportional to the mode function of the cavity, here
we take it constant assuming that the cavity length is much larger
than the distance between the two fixed ions L. The polaritonic
surfaces, i.e. the eigenvalues of Ĥ− T̂n, play the role that the BO
surfaces play in the cavity-free case69, providing the playground
for the nuclear motion.

Significance of EF: the EF potential energy surface This model
was used in Refs.70–72 to study a proton-coupled electron-transfer
(PCET) process. Partial suppression of the PCET reaction was
observed due to the cavity-coupling; part of the wavepacket be-
comes trapped in a local potential well in one of the polaritonic
surfaces that is induced by the cavity-coupling, and is unable to
reach the region of electron-nuclear interaction. This suppres-
sion reaction was found to be strongly affected by the number
of photon modes included in the cavity. Ref.72 studied the cavity-
induced suppression of the PCET and its dependence on the initial
state. It was found that, unlike the polaritonic surfaces, the struc-
ture of the exact time-dependent potential energy surface from
the EF approach correlated directly with the proton dynamics.
Ref.73 also studied this polaritonic system with nonadibatic map-
ping approaches, showing they outperform traditional SH and Eh.

Extension of EF-based MQC to polaritonic systems: a first test We
first consider the same set of parameters that represent the PCET
model of Refs.70–73, i.e. L = 19 a.u., a+1 = 3.1 a.u., a−1 = 4.0
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Fig. 6 Cartoon representing a Shin-Metiu system inside an optical cavity.
One ion (red sphere) and one electron (blue sphere) move between two
fixed ions (grey spheres) separated a distance L inside an optical cavity.
r and R measure the distance of the electron and ion to the center of
mass of the two fixed ions. Note that the model is not drawn in scale as
the cavity length is assumed to be much larger than L so that the dipole
approximation holds.

a.u., a f = 5.0 a.u., ω = 0.1 a.u., λ = 0.005 a.u., and test the
performance of standard (Eh, SH and SHEDC) and EF-based in-
dependent (SHXF) and coupled (CTMQC) trajectory-based ap-
proaches against the exact reference. The top panel of Figure 7
shows the BO and polaritonic surfaces and the NACs for this sys-
tem. We observe that the interaction with the quantized light
modes inside the cavity induces crossing regions with large non-
adiabatic couplings. For the exact dynamics an initial gaussian
wavepacket centered at R0 = −4 a.u. and variance σ = 1

2
√

2.85
is

launched on the second polaritonic surface. The time-dependent
Schrödinger equation is solved in a three dimensional grid using
the split-operator method74,75. For the trajectory-based simula-
tions Ntr =2000 Wigner-distributed trajectories, sampled from the
same distribution, are run starting on the second polaritonic sur-
face. The time-step used in the exact and trajectory-based simu-
lations is dt = 0.024 fs (0.1 a.u.).

Panels b) and c) of Figure 7 show the population dynamics.
Let us first consider the exact dynamics. The initial wavepacket
is launched in a region of strong coupling with the third state.
In the first 10 fs around 30% of the population gets transferred
to the 3rd polaritonic state. The wavepacket component created
on the 3rd surface splits with part of the wavepacket moving to
the left getting trapped in the well at R∼−4 a.u., and part of the
wavepacket moving to the right encountering at 15 fs the avoided
crossing located at R ∼ −2 a.u. (d34) transferring population to
state 4. On the other hand, the wavepacket evolving on the sec-
ond surface after the first interaction region reaches at 20 fs the
second avoided crossing located at R ∼ −2 a.u. (d12) yielding
partial population transfer to the lowest polaritonic state. Both of
these states have a large electronic character, and the dynamics of
this part of the wavepacket is similar to the cavity-free case70,72.

The middle panel of Figure 7 shows the electronic populations
and fraction of trajectories obtained with Eh, SH and SH-EDC.
Taking a look at the electronic populations, Eh and SH overesti-
mate both the first 2→ 3 population transfer and the second 3→ 4
population transfer but overall the trends are correct. The frac-
tion of trajectories of SH is a bit closer to the exact results yielding
poor internal consistency. On the other hand, with the decoher-
ence correction, SHEDC gives improved population behavior and
partially cures the internal inconsistency of SH.

The lowest panel of Figure 7 shows two of the EF-based MQC
methods that are, in some sense, at different extremes: CTMQC

and SHXF. CTMQC slightly overestimates all population transfers,
whereas the electronic populations in SHXF slightly underesti-
mates them. The fraction of trajectories in SHXF follows the exact
trend very closely. Overall, both SHEDC and SHXF capture deco-
herence well as we expected from a situation where nonadiabatic
effects involve predominantly pair-wise interactions between the
polaritonic states, as expected from the top panel of Figure 7.

EF-based MQC for multi-state interactions in the polaritonic model
Having tested the extension of the EF-based MQC methods to
the polaritonic system studied in Ref.70–73, we now turn to
investigate multi-state interactions. We choose a symmetric
Shin-Metiu model, Eq. (9) , with parameters L = 10 a.u., a±1 =

1.5 a.u., a f = 2.5 a.u. a cavity frequency ω = 0.17 a.u and
light-matter coupling strength λ = 0.01 a.u. The polaritonic and
BO (cavity-free) surfaces and the NACs are plotted in Fig. 8. The
chosen set of parameters results in a very different situation to
our previous example, where now a a three-way avoided crossing
involving polaritonic states 3,4 and 5 located is induced around
R = 0 a.u. There are also avoided crossing between states 1 and
2 around R = 0 a.u. and between states 2 and 3 at R ∼ ±2 a.u.
We test the performance of independent and coupled EF-based
trajectory methods against traditional schemes Eh and SH(-EDC).
For the dynamics an initial Gaussian nuclear wavepacket with
variance σ = 1

2
√

2.85
centered around R = −1.0 a.u. is launched

on the 4th polaritonic state.
Figure 9 shows the population dynamics with SH, Eh, SHEDC,

SHXF, CTSH and CTMQC together with the exact reference. First,
we take a look at the exact dynamics. In the first 10 fs, the nu-
clear wavepacket reaches the three-state avoided crossing region
and we observe simultaneous population transfer to polaritonic
states 5 and 3 at around 5 fs. The wavepacket component on
the third polaritonic surfaces passes through the coupling region,
located at R ' 2.0 a.u., at around 15 fs and transfers popula-
tion to the second polaritonic state. The wavepacket component
that remained on the fourth polaritonic surface at the three-state
avoided-crossing gets reflected and reaches again the three-way
avoided crossing region at 25 fs, transferring population to states
5 and 3. This situation, which involves dynamics through a multi-
state intersection, resembles the case of the uracil radical cation
that we saw in the previous section and we see that the popula-
tion trends in the first 10 fs show similar transfer behavior in the
two systems. Panel a) shows the dynamics obtained with stan-
dard SH and Eh. We observe that, the fraction of trajectories of
SH reproduces the exact dynamics reasonably well, slightly un-
derestimating the population transfer in the 3-state interaction
region. The internal consistency is quite poor with the electronic
populations greatly underestimating the population of state 2 and
missing almost completely the population transfer from state 4 to
states 3 and 5 ocurring at 25 fs. Eh on the other hand, misses
completely the population transfer from state 3 to state 2 at 20 fs
and predicts population transfer from state 3 and 5 to state 4 at
around 25 fs.

We now take a look at the decoherence corrected SH methods
SHEDC and SHXF, plotted in panel b) of Fig. 9. We observe that
SHEDC reproduced the exact dynamics quite accurately, curing
the large internal inconsistency of SH. SHXF, unlike in the uracil
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metric Shin-Metiu model, Eq. (9), with L = 10 a.u., a±1 = 1.5 a.u.,
a f = 2.5 a.u., in a cavity with frequency ω = 0.17 a.u and light-matter
coupling strength λ = 0.01 a.u.

cation example, does not do a good job reproducing the dynam-
ics. The fraction of trajectories roughly reproduces qualitatively
the exact population trends, with an underestimate of the initial
population transfer from the 4th state to the 3rd state and a too
early second transfer between these states. The electronic popula-
tions, however, experience spurious transfer early on as evidenced
from the population of the 4th state that keeps on decreasing after
12 fs where the exact populations plateau; only a very small part
of the trajectory ensemble is in a region where couplings to the
4th state are appreciable. The internal consistency is quite poor
and can be understood from the fact that, unlike the electronic
populations, the fewest-switches hopping probability does not de-
pend directly on the quantum momentum and is proportional to
the NACs, and consequently the trajectories will not make hops
away from interaction regions.35.

We turn now to coupled-trajectories EF-based methods on panel
c) of Fig. 9. We see that all these methods accurately capture the
correct population behavior, slightly underestimating the popula-
tion transfer in the 3-state crossing and underestimating the pop-
ulation transfer to state 2 at 20 fs.

Dominance of traditional terms, and spurious transfer with Qo

Two main questions arise from these observations. The first
is, why are SH and SHEDC reasonably accurate in capturing
the dynamics through a 3-state intersection? The fail of tradi-
tional methods in describing a similar situation for the uracil
cation, was attributed to the lack of quantum-momentum-driven
electronic transitions. For a given electronic coefficient, the
quantum-momentum term couples all electronic states, unlike
the energy-decoherence correction term of SHEDC, that involves
only a pair-wise interaction with the active state. This non-linear
dependence on the coefficients in SHXF, is in contrast with the
exponential rate of decay of SHEDC34. A potential explanation to
our first question could be that the quantum-momentum-driven
transitions has a relatively minor effect on the dynamics, which
are mostly dominated by the Eh terms, Eqs. 1-2. This leads
to our second question: Why does the quantum-momentum
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Fig. 9 Population dynamics in the symmetric Shin-Metiu polaritonic
model compared with exact calculations (solid lines). Red, green, black,
blue and purple lines correspond to states 1 to 5, respectively. For the SH-
based calculations, the populations are shown as fraction of trajectories
(solid lines) and electronic populations (dashed lines). (a) Eh and SH.
(b) SHXF and SHEDC. (c) CTMQC populations and CTSH with Qm.

term in the electronic evolution of SHXF induce such a large
error? To address whether our possible explanation to the first
question could be correct, we compared, for the three states
involved in the 3-state crossing, the trajectory-averaged value
of the time-derivative of the electronic populations ρ̇kk with the
contribution coming from the Eh like term ρ̇Eh,kk computed with
all the SH-based schemes: SH, SHEDC and SHXF. Figure 10
shows these compared with the exact reference. We observe that
for SHEDC, the Eh term dominates the full time-derivative in
all three cases meaning that the decoherence correction term is
relatively small throughout the dynamics when averaged over
trajectories. The population rates are close to those of SH until
about 15 fs, where they start to significantly differ after the first
interaction region and where the decoherence correction begins
to be active in SHEDC changing both the electronic and coupled
nuclear dynamics compared to SH. Still, within SHEDC, even at
later times the dominant term in the evolution of the populations
is the Eh one. On the other hand, for SHXF we immediately
observe that the contribution from the correction term to the
EF-based term is more pronounced. Particularly for states 4 and
5, this term dominates the dynamics between 10-20 fs, which
is consistent with the population transfer between these states
lacking in the exact dynamics and in the other methods.

The fact that the EF-based contribution in SHXF seems to act in
regions where there should not be electronic population transfer,
together with the good performance of the coupled-trajectories
EF-based methods, suggests the answer for our second question
lies in the way the quantum-momentum is computed via auxil-
iary trajectories. As discussed in Section 2, in SHXF, the quantum
momentum is computed with Q0 via auxiliary trajectories, which
is liable to suffer from the spurious electronic population trans-
fer28,34. This leads to an active ρ̇EF,kk term in non-interaction
regions as we saw in Fig. 10. The hopping probability however,
does not depend on the quantum momentum directly and thus,
will not suffer from spurious transfer, which leads to the large
internal inconsistency observed in this case. On the other hand,
CTMQC and CTSH use Qm by default, which imposes the condi-
tion of zero net contribution of the quantum-momentum term. To
study this further, we ran CTSH approximating the quantum mo-
mentum via Qo. Figure 11 shows the electronic populations and
fraction of trajectories for CTSH-Qo and CTSH-Qm. Around 15
fs, CTSH with Qo shows spurious electronic population transfer
between states 3 and 5, in contrast with the FT measure of the
populations which follow the exact trend. Although both SHXF
and CTSH-Qo suffer from spurious electronic transfer, the dynam-
ics looks quite different with CTSH outperforming SHXF; this is
in contrast to the uracil cation case where SHXF outperformed
CTSH-Qo. As discussed there, SHXF approximates the quantum
momentum locally via Qo using one auxiliary trajectory per pop-
ulated non-active state, while CTSH involves contributions from
all the trajectories in the ensemble distributed among (all) active
and non active states.

Auxiliary trajectory choices Finally, we explore the impact on
the dynamics of two different aspects of the auxiliary propaga-
tion scheme: how to initialize the trajectories and how to deal
with trajectories whose velocities turn complex due to requiring
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energy conservation. The auxiliary trajectories velocities are de-
termined by isotropic rescaling of the real trajectory’s velocity and
they conserve total energy at each time-step during propagation
as detailed in Appendix A. An essential aspect is to determine the
initial auxiliary velocity, and thus its energy. The default in PyU-
NIxMD is to create the auxiliary trajectory with the same energy
of the real trajectory, which implies that all auxiliary trajectories
will have the same total energy. An alternative approach cre-
ates the auxiliary trajectory with the same kinetic energy of the
real trajectory, which results in different total energies depend-
ing on which surface the auxiliary trajectory is launched on. A
second key aspect is how to deal with trajectories for which the
kinetic energy turns negative. The default implies fixing those
trajectories until the coefficient on that state is fully decohered
after which the auxiliary trajectories are killed anyway. Another
approach is to destroy that auxiliary trajectory by collapsing the
coefficient to zero. Fig. 12 shows the SHXF BO populations and
fraction of trajectories obtained with different options in propa-
gating the auxiliary trajectories. The upper panel of Fig. 12 (a)
shows the situations where the energy of the auxiliary trajectories
is conserved throughout the propagation. We observe that apply-
ing the default trajectory fix induces a large spurious electronic
transfer between states 4 and 3 at 10 fs and unphysical 4→ 3 hops
around 18 fs. When the auxiliary trajectory velocity is fixed, and
the trajectory keeps propagating, the distance between the trajec-
tory position and the quantum momentum center increases and,
as we can see from Eq.( 7), so does the quantum momentum. On
the other hand, collapsing the trajectory yields a more accurate
fraction of trajectories, avoiding population transfer from state 4
to 3 at around 20 fs. Panel (b) shows SHXF dynamics when the
auxiliary trajectories are created with the same kinetic energy of
the real trajectory and no energy conservation. We observe an
improvement in both the fraction of trajectories and electronic
populations over implementing energy conservation for the aux-
iliary trajectories. Whether we fix or collapse the auxiliary trajec-
tory, the resulting fraction of trajectory trends follows the exact
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Fig. 12 SHXF population dynamics in the symmetric Shin-Metiu polari-
tonic model using different approaches to evolve the auxiliary trajectories:
all auxiliary trajectories (a) are launched with the same total energy that
they conserve, or (b) are launched with the same kinetic energy (and
consequently different total energies). Each plot shows two options for
auxiliary trajectories whose kinetic energy turns negative: velocity set to
zero (denoted fix) until the coefficients are completely decohered, or coef-
ficients of non-active states are collapsed to zero and the total electronic
wavefunction is renormalized (denoted collapse).

dynamics, although internal inconsistency still emerges. This in-
consistency is more pronounced in states 3 and 4. However, on
the other hand, for the uracil cation the standard SHXF imple-
mentation where all auxiliary trajectories conserve the same total
energy, and where the velocity of auxiliary trajectories that can-
not satisfy energy conservation is fixed yielded the most accurate
dynamics.

5 Conclusions and Outlook
The EF-based MQC methods provide a first-principles description
of electron-nuclear correlation effects such as decoherence and
quantum-momentum driven electronic transitions, that are lack-
ing in standard MQC schemes such as SH or Eh. The terms in
the equations of motion involve the nuclear quantum momen-
tum, related to the spatial variation of the nuclear density, and
the accumulated forces related to the gradient of the phase of
the electronic coefficients. They couple all electronic states in
a non-linear way, which is a key difference to the traditional
decoherence-corrected methods, that can significantly influence

multi-state dynamics. In previous work, we found that the cor-
rection term derived from the EF approach yields dramatically
improved agreement with reference quantum dynamics calcula-
tions in the uracil cation where more than two electronic state
associated with a nuclear trajectory becomes occupied at a given
time34. Here, we extended our investigation and compared dif-
ferent flavors of EF-based MQC methods for such multi-state prob-
lems, involving either a three-state conical intersection or a three-
way avoided crossing. Different EF-based MQC methods differ
in whether they adopt an independent trajectory or coupled-
trajectory algorithm, as well as in whether the EF term is adopted
in both the electronic and nuclear equation or just the electronic
equation, and in whether a surface-hopping or Ehrenfest "base"
is used. The approximations going into the derivations of these
methods can however lead to some of these methods violating
some physical constraints such as the condition that there should
be zero net population transfer in regions of negligible coupling,
and energy conservation. Our studies here have shown that when
the dynamics occurs in a regime where these conditions are not
important, all the EF-based methods provide an improvement
over the traditional SH and Eh methods, in some cases quite sig-
nificantly. When they are important, the EF-based methods that
respect these conditions perform well.

In Sec. 3 we found that the EF-based methods all provide a
qualitative improvement over the traditional methods for dynam-
ics following photo-excitation of the uracil cation. When used
in an independent-trajectory framework, SHXF performed the
best, outperforming the calculation where the EF term is kept
in both the electronic and nuclear equation; this was conjec-
tured to be perhaps a consequence of energy non-conservation
in the latter approach while SHXF satisfies energy conservation.
SHXF in principle violates the condition of zero net transfer in
regions of zero NAC, but the dynamics shown apparently did not
reach this regime. This was also verified by the closeness of the
coupled-trajectory method with the original and modified defi-
nitions of quantum momentum (CTSH-Qo and CTSH-Qm); the
former is not guaranteed to satisfy this condition while the lat-
ter is. Because the coupled-trajectory scheme uses non-local in-
formation from all the trajectories in the ensemble to approxi-
mate the quantum momentum, while the auxiliary trajectories
of independent-trajectory approaches are more local, the CTSH
results differed from the more accurate SHXF.. When used with
coupled-trajectories, the best performance was achieved when the
EF terms are kept in both the electronic and nuclear evolution
(CTMQC). The agreement with the reference MCTDH was strik-
ingly good in the early evolution when the initial electronic was
chosen to be a pure state for each nuclear trajectory reflecting
the initial populations of the MCTDH state, rather than running a
mixed state with each nuclear trajectory associated with a single
electronic state, distributed according to the MCTDH initial pop-
ulations. The pure state meant that the EF terms were effective in
inducing population transfer from the very start, accurately cap-
turing the initial decay, in contrast to when a mixed state was
used. Energy non-conservation may be a factor for the less good
agreement at later times.

While the violation of the two exact conditions did not ad-
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versely affect the population dynamics of the uracil cation, they
did affect our second example of multi-state dynamics (Sec 4).
In particular, while the higher dimensionality of the model and
the topology of the energy landscape in the uracil cation results
in trajectories being in the vicinity of NAC regions throughout
the duration of the dynamics studied, this was not the case for
the one-dimensional polaritonic model displaying the three-state
avoided crossing. In this case, the use of coupled-trajectory meth-
ods with the modified definition of quantum momentum that re-
spects this condition, was key to capturing accurate dynamics.
Further, imposing zero net population transfer is essential to cor-
rect the internal inconsistency inherent to SH schemes in systems
where spurious population transfer dominates, as we observed in
the symmetric polaritonic system. Interestingly, despite the three-
state populations behaving initially similar to the uracil-cation
case, where we argued that EF-based methods should provide im-
portant corrections over the traditional methods, we found for
this case that the traditional SHEDC method worked well because
the dynamics was dominated by the traditional terms in all the
approaches.

Overall, EF-based MQC approaches tend to exhibit improved
performance compared to traditional MQC methods when used
within the coupled-trajectory framework with the modified defini-
tion of the quantum momentum, or when used with independent-
trajectories framework with SH in cases of dynamics which re-
main within NAC regions, or where there is only one NAC re-
gion and the fraction of trajectories measure is used for the pop-
ulation. The methods are as a promising and powerful tool
for studying complex dynamics in molecules involving multi-
ple electronic states and nonadiabatic events. Coupled trajec-
tory methods can yield more accurate results emerging from the
inclusion of coupling terms, albeit at a higher computational
cost than their independent-trajectories counterparts. In turn,
independent-trajectory EF-based approaches provide improved
predictions compared to traditional MQC methods at a similar
computational expense, making them advantageous for investi-
gating high-dimensional systems. Comparing instead with treat-
ments that go beyond classical-trajectory-based descriptions of
nuclei, e.g. MCTDH used as a reference in Sec. 3, or ab initio mul-
tiple spawning used as a reference in Ref.46, EF-based MQC meth-
ods offer a generally significantly lower computational cost76,
while generally being less accurate. An advantage compared to
MCTDH however, aside from scaling linearly instead of exponen-
tially with the number of degrees of freedom, is that, like other
trajectory-based methods, EF-based MQC methods can be run
with arbitrary potentials, including analytical, semi-empirical, ab
initio potential energy surfaces computed on-the-fly or even hy-
brid QM/MM potentials, while MCTDH is only well-suited for sys-
tems where the wavefunction is expressed as a sum of products
of single-particle wavefunctions, so the potentials should be com-
patible with this formalism77.

We found a particularly interesting influence on the initial state
choice: when the initial electronic character involves more than
one BO state, an incoherent statistical mixture is usually chosen
in classical trajectory methods such as SH, however in CT ap-
proaches, a more faithful representation of the initial state is a

pure state where each trajectory in the ensemble is associated
with non-zero electronic coefficients on each populated state.
This has a dramatic effect on the dynamics, since the EF term
is turned on from the very start. We found that only when this
is done, is the initial dynamics very accurately captured. Current
investigations are ongoing to explore the impact of different alter-
natives to build the initial state including the effect of phases on
the electronic coefficients. Also underway is a deeper analysis of
the energy non-conservation of CTMQC; this was relatively small
in the cases studied here, but is not guaranteed to be small in
general36,41. Ongoing developments of EF-based schemes that ro-
bustly satisfy exact conditions offer a promising reliable approach
for coupled electron-nuclear dynamics.

A Auxiliary propagation schemes
In the standard approach within the independent trajectories EF-
based methods, the auxiliary trajectories used to locally approxi-
mate the quantum momentum, are launched as R(α)

k (t ′)=R(α)(t ′)
on non-active BO surfaces (k 6= l) that become populated at time
t ′, and follow uniform velocity motion during each time inter-
val [t ′, t ′ + ∆t]. Their velocities during propagation are deter-
mined by isotropic velocity rescaling of Ṙ(α)

ν
(t ′), namely Ṙ(α)

k,ν (t
′)=

ηṘ(α)

ν
(t ′) ; η ∈R enforcing energy conservation at each time-step:

∑
ν

1
2

Mν Ṙ(α)2
k,ν (t +∆t)+E(α)

k (t +∆t) = ∑
ν

1
2

Mν Ṙ(α)2
k,ν (t)+E(α)

k (t) .

(10)
Hence the auxiliary trajectory velocity reads:

Ṙ(α)

k,ν (t +∆t) =

√√√√E(α)
k (t)+∑ν

1
2 Mν Ṙ(α)2

k,ν (t)−E(α)
k (t +∆t)

∑ν
1
2 Mν Ṙ(α)2

ν (t +∆t)
Ṙ(α)

ν
(t) .

(11)
Their initial velocities can be set in two ways. The standard ap-
proach launches these with the same total energy of the real tra-
jectory

E(α) = ∑
ν

1
2

Mν Ṙ(α)2
ν (t)+E(α)

l (t) = ∑
ν

1
2

Mν Ṙ(α)2
k,ν (t)+E(α)

k (t) .

(12)
which means the auxiliary trajectory velocity reads:

Ṙ(α)

k,ν (t) =

√√√√1−
∆E(α)

l,k (t)

∑ν
1
2 Mν Ṙ(α)2

ν (t)
Ṙ(α)

ν
(t) . (13)

In this way, the algorithm sets identical total energy for all aux-
iliary trajectories E(α)

aux,k(t) = E(α). An alternative approach con-
sists on launching the auxiliary trajectories with the same kinetic
energy of the real trajectory, i.e., Ṙ(α)

k,ν (t
′) = Ṙ(α)

ν
(t ′). Therefore

all auxiliary trajectories have different total energies E(α)
aux,k(t) 6=

E(α)
aux, j(t) 6= E(α). From Eq. (11) we can see that the velocity of

the auxiliary trajectory could become complex, situation that rep-
resents a a classically forbidden region as the auxiliary trajec-
tory penetrates a potential energy barrier with lower total en-
ergy E(α)

aux (t) < E(α)
l (t +∆t). The original SHXF algorithm deals

with such situations by setting the auxiliary trajectory velocity
to zero, Ṙ(α)

l (t ′) = 0, until the population of its corresponding
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non-active state is (numerically) zero and the auxiliary trajec-
tory is destroyed31. An alternative approach, borrowed from
the branching corrected surface hopping (BCSH) method78, con-
sists on collapsing the coefficient of the non-active state to zero,
and renormalizing the electronic wavefunction. The underly-
ing idea is to avoid situations where a reflecting wavepacket
leads to multiple wavepacket components on a given surface.
In these cases, the BH expansion of the instantaneous time-
dependent electronic wavefunction along a trajectory Φ(α)(r, t) =

∑l C(α)
l (t)φ (α)

l (r) breaks down.
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