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Core-ionization spectrum of liquid water†

Sourav Dey,a Sarai Dery Folkestad,a Alexander C. Paul,b Henrik Koch,b and Anna I.
Krylova

We present state-of-the-art calculations of the core-ionization spectrum of water. Despite a sig-
nificant progress in procedures developed to mitigate various experimental complications and
uncertainties, the experimental determination of ionization energies of solvated species involves
several non-trivial steps such as assessing the effect of the surface potential, electrolytes, and
finite escape depths of photoelectrons. This provides a motivation to obtain robust theoretical
values of the intrinsic bulk ionization energy and the corresponding solvent-induced shift. Here
we develop theoretical protocols based on coupled-cluster theory and electrostatic embedding.
Our value of the intrinsic solvent-induced shift of the core 1sO ionization energy of water is -1.79
eV. The computed absolute position and the width of the 1sO in photoelectron spectrum of water
are 538.47 eV and 1.44 eV, respectively, agree well with the best experimental values.

1 Introduction
Water is the most important substance on Earth. It is essential for
life to exist—the working definition of a planet capable of sustain-
ing life includes the presence of liquid water1. Water is a natural
environment for biochemical, geophysical, environmental, and
many technological processes. Hence, understanding properties
of water on a molecular level is a prerequisite for understanding
how water influences and drives chemistry. Yet, despite a plethora
of experimental and theoretical studies, water continues to puzzle
scientists.2–4

In this contribution, we focus on the most basic property of wa-
ter, that is, its electronic structure. The key element of electronic
structure is the shapes and energies of molecular orbitals, which
describe the states of electrons and ultimately determine chemi-
cal properties of a substance. Molecular orbitals can be probed
by photoelectron spectroscopies, connecting theory with the ex-
periment5,6. An important question is how molecular orbitals
are affected by the environment, that is, in which way a water
molecule in bulk water differs from an isolated water molecule7.
Because molecular orbitals are sensitive to the intermolecular in-
teractions, their energies can also provide information about local
solvent structure and its fluctuations8.

Photoelectron spectroscopy using microjets is a tool to interro-
gate electronic structure of solvated species, including that of the
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bulk solvent itself9. It has been applied to study various aqueous
solutions, both in the UV-Vis and X-ray regimes7,10–16. Because
the light beam has a finite width, it ionizes both molecules in the
microjets and gaseous molecules around it, giving rise to the spec-
tra containing two well-separated features—a narrow gas-phase
peak and a broader band corresponding to the liquid. Superfi-
cially, these experiments appear to be a straightforward exten-
sion of the gas-phase photoelectron experiments17–21 in which
the ionization energy (IE) is given by the difference between the
energy of the photon (hν) and a measured kinetic energy (KE) of
the ejected electrons:

IEgas = hν−KE. (1)

However, the quantitative interpretation of these experiments is
more difficult, as explained in detail by Olivieri et al.13 and more
recently by Thürmer et al.16. The essential difference is that in
bulk measurements, the kinetic energy of ejected photoelectrons
is affected by the interactions with the surface. In addition, the
interpretation of experimental spectra is affected by various par-
asitic fields, which are not present in the gas-phase experiments,
and uncertainties in calibration16.

The energy diagram in Fig. 1 explains this issue. Whereas the
Fermi level (EF ) of the liquid sample (e.g., microject) and the ana-
lyzer are matched by design, their vacuum levels (defined as zero
kinetic energy of photoelectrons) do not match. The net result is
that in order to extract the true IE from microjet experiments13,
one needs to know the difference between the workfunctions of
the liquid and the analyzer, φwat and φana,

IEwat = hν−KE+(φwat−φana). (2)
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(strongly) on the chemical composition of the solution. These
results unambiguously reveal that the two assumptions invoked
a priori to interpret PES measurements from aqueous solutions
using soft X-ray radiation are not universally valid and may
introduce errors in the reported ionization energies. Quantitative
ionization energies from an aqueous solution are only realized
after accounting for the vacuum level offset between the
solution and the photoelectron analyzer, something heretofore
never reported. From the vacuum level offset we derive the work
function (electrochemical potential) of the aqueous solution
and show that it too varies substantially with the chemical
composition of the solution.

Ionization energies from photoelectron spectroscopy

Gas phase water has a well-known IE18,19 that can be measured
by PES,

IEmeas
gas = hn ! KE, (1)

where hn is the photon energy and KE the measured kinetic
energy of the photoelectron. Zero KE is defined at the vacuum
level of the analyzer. The measurement is straightforward to
interpret in absence of any external influence because the
vacuum level (Evac) of the gas is equilibrated with that of the
analyzer (Fig. 1, right hand side). In this case the measured
ionization energy of the gas (IEmeas

gas ) is also the real ionization
energy (IEreal

gas ), that is, the exact difference in energy between
the occupied orbital under study and vacuum level of the gas.

Photoelectron spectroscopy from a liquid jet of aqueous
solution combines a gas phase environment (the Knudsen layer
of evaporating/condensing water molecules that surround the jet)
with that of a (liquid) surface (Fig. 1, left hand side). The vacuum

level of the gas is no longer equilibrated with that of the analyzer
everywhere but is instead now pinned to both the vacuum levels
of the analyzer and aqueous solution20 with a linear gradient of
the electric field between. The (liquid) surface and the analyzer
are equilibrated through their Fermi energies, ensured during
the PES experiment by measuring only conductive solutions that
are in electrical contact with the analyzer (the liquid is grounded
with the analyzer). The real ionization energies of the aqueous
solution are given by,

IEreal
water = hn ! KE + (fwater ! fana), (2)

in absence of a streaming potential where fwater and fana are
the work functions of the aqueous solution and analyzer,
respectively, and zero KE is again defined at the vacuum level
of the analyzer. The measured ionization energies—those
reported in the literature under the assumption the vacuum
level, and not the Fermi energy of the aqueous solution is
equilibrated with the analyzer—are given by,

IEmeas
water = hn ! KE, (3)

which deviates from the real value by the vacuum level offset
(fwater ! fana). While eqn (2) is straightforward to interpret, it
requires quantifying the vacuum level offset between an aqueous
solution and the analyzer, something heretofore never reported.
Without accounting for this offset, IEs for the same aqueous
solution will vary between laboratories (as is evident from the
literature)11–16 because KE depends on the vacuum level of the
analyzer used to record the spectra. This effect is evident from
the example schematic energy diagram of Fig. 1, which depicts
the case where the work function of the aqueous solution is
greater than that of the analyzer [(fwater! fana) 4 0]. Under these
conditions IEmeas

water is lower than IEreal
water; however, because no

adequate reference IEs exist in the literature for aqueous solu-
tions this effect would not be immediately obvious to the experi-
menter. A quantifiable observable is IEmeas

gas , which under these
conditions is also lower than IEreal

gas (for which adequate reference
is available18,19), because the gas resides in a gradient of the
electric field that affects all its energy levels (vacuum level and O
1s core level equally, see Fig. 1).20 One can, therefore, immediately
determine if the work function of an aqueous solution is greater
(IEmeas

gas o IEreal
gas ) or smaller (IEmeas

gas 4 IEreal
gas ) than that of the

analyzer by comparing the IE of gas phase water in absence and
in the presence of the aqueous solution surface. If the vacuum
levels of the aqueous solution and analyzer are equilibrated, as is
traditionally assumed for the interpretation of liquid jet PES
measurements, then IEmeas

gas = IEreal
gas and IEmeas

water = IEreal
water.

Experimental observation of a vacuum level offset between an
aqueous solution and the photoelectron analyzer

The ionization energy of the O 1s orbital of gas phase water is
measured under near ambient pressure photoemission (NAPP)
conditions at 1.5 mbar (Fig. 2, red trace). After calibrating the
photon energy using hn and 2hn (see Experimental methods) we
obtain the real ionization energy, IEreal

gas = 539.82("0.02) eV,
a result that agrees well with the literature.18,19 Exchanging the
NAPP conditions of the gas phase measurement for a liquid jet

Fig. 1 Energy level diagram for a gas phase (right hand side) and liquid jet
of aqueous solution (left hand side) photoelectron spectroscopy experi-
ment. Abbreviations: Evac, vacuum level; EF, Fermi energy; f, work function;
ana, analyzer; KE, kinetic energy; IE, ionization energy. In the gas phase
experiment the vacuum level of the gas is equilibrated with that of the
analyzer, whereas in the aqueous solution experiment the vacuum level of
the gas is pinned to the vacuum levels of the liquid and of the analyzer,
which results in an electric field between the two (depicted as sloped energy
levels of the gas). Zero kinetic energy is defined for both experiments as the
vacuum level of the analyzer.
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Fig. 1 Energy-level diagram for photoelectron experiments in a gas
phase (right panel) and a liquid jet (left panel). Abbreviations: Evac, vac-
uum level; EF , Fermi energy; φ , work function; ana, analyzer; KE, kinetic
energy; IE, ionization energy. The vacuum level (i.e., the level corre-
sponding to the ejected electrons with zero kinetic energy) in the liquid
jet is higher than the vacuum level of an isolated molecule in gas phase
due to the presence of the field created by the water surface. This field
also affects the gas-phase molecules in the vicinity of the jet. Whereas
in the gas-phase experiment the vacuum level of the gas matches that
of the analyzer, in the aqueous solution experiment the vacuum level of
the gas is pinned to the vacuum levels of the liquid and of the analyzer,
which results in an electric field between the two (depicted as sloped en-
ergy levels of the gas). The Fermi levels of the jet and the analyzers
match by design (they are both grounded), but their vacuum levels do not
because of the difference in the respective workfunctions. Zero kinetic
energy is defined for both experiments as the vacuum level of the ana-
lyzer. Reproduced from Ref. 13 with permission from the Royal Society
of Chemistry.

Proper accounting for this difference is not trivial22 and differ-
ent approaches have been developed to address referencing and
calibration issues.

Importantly, the jet also affects the energy levels of the gas-
phase molecules near it, so the measured IEs of the gas-phase
molecules in microjet experiments differ from the true gas-phase
IEs13:

IEgas = hν−KE− c(φwat−φana). (3)

Here c is a geometric factor, which depends on the details of
the experimental setup—i.e., which area around the microjet is
probed by the beam—usually, c varies between 1 and 0.513.

This contribution due to the workfunction differences, which
gives rise to the vacuum levels mismatch between the jet and
the analyzer and which was neglected in early experiments, is
responsible for noticeable discrepancies in the reported IEs (as
illustrated by the water core-level IEs below). Olivieri et al.13 in-
troduced a procedure designed to extract the true IEwat from the
microjet experiments by applying a variable bias to the microjet.
The bias shifts the energy levels of the liquid and by measuring
the dependence of the measured IEs on the applied bias the true
IEs can be extracted. By applying this technique to core ioniza-
tion of water (specifically, 0.05 M solution of NaCl), the authors13

determined that in their experiment (φwat− φana) equals +0.57
(±0.07) eV and the geometric factor is c = 0.70 (±0.05) eV·V−1.
This means that the bulk and gas-phase peak positions from the
zero-bias measurement need to be shifted by 0.57 eV and by 0.40
eV, respectively. The value of 0.57 eV is consistent with the opti-
mal bias of +0.5 eV determined in Ref. 13.

Thus, the workfunctions difference affects not only the absolute
value of the bulk IE, but also the shift of the bulk IE relative to
the gas-phase IE (∆IE). Therefore, the true ∆IE cannot be taken
as a difference between the gas-phase and liquid peaks’ maxima
from an unbiased microjet spectrum. This effect on gas-phase
molecules around the jet is clearly seen from the shift of the gas-
phase peak relative to the true gas-phase IE—in Ref. 13 this shift
equals 0.41 eV; the microjet value is red-shifted, as expected from
Fig. 1 and from the theoretical value of the interface potential23

(illustrated in Fig. 2).

Thürmer et al. developed an alternative approach to elimi-
nate referencing the bulk IEs to the perturbed gas-phase solvent
peak16—they determine the absolute bulk IEs as the difference
between the peaks in the photoelectron spectrum (i.e., measured
photoelectron kinetic energy) relative to the cutoff value defined
as the slowest photoelectrons emerging from the liquid jet. These
low-energy photoelectrons are photoelectrons that lost nearly all
their kinetic energy due to inelastic scattering and have minimal
energy to escape the liquid. To reveal this intrinsic onset of the
photoelectron spectrum, a negative accelerating bias is applied.16

This approach does not rely on the gas-phase peak and does not
require quantification of various parasitic fields. Thürmer et al.
also introduced an additional procedure aiming at determining
the solution workfunction16.They reported16 the following val-
ues of the 1sO IE and φwat: 538.10±0.05 eV and 4.73±0.09 eV, to
be compared with 538.21±0.07 eV and 4.65±0.09 eV by Olivieri
et al.13. Despite using different protocols, the two sets of values
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agree with each other within the reported error bars.
A recent paper24 focused on another technique for measur-

ing bulk IEs based on ambient-pressure experiments using water
films (dip-and-pull method) instead of microjets and discussed
the application of bias for determining the true bulk IEs from
the photoelectron measurements. The authors estimated bias re-
quired to align the vacuum levels of the liquid and the analyzer
to be equal +0.435 V (versus the standard hydrogen electrode),
which is close to the estimated optimal bias in the microjet exper-
iment13. However, the extracted values of the core IEs of water
were different.

In microscopic terms, the real IE of solvated species includes
contribution of the interface potential, ϕin (Galvani potential).
The difference between ϕin and ϕout (potential outside the sample
called Volta potential) is called surface potential χ. For idealized
neutral solutions, the outer potential is zero, such that χ = ϕin;
however, the exact value of ϕout depends on the position of the
surface defining the interface. The net result is that in order to
obtain the intrinsic, bulk IE, one should account for the interface
potential:

IEwat = hν−KE−ϕin. (4)

Experimentally, the real IE is measured, i.e., including contribu-
tions of ϕin. Thus, a special care is needed to make meaningful
comparisons with the theoretical values (which may or may not
include the interface potential).

Fig. 2 shows the results of simulations of water illustrating the
electrostatic potential arising solely due to the interface. Hence,
in order to reach the vacuum level (lowest free-electron state),
the electrons need to overcome the electric field created by the
liquid/gas interface. Surface potential also contributes to the sol-
vation free energy, e.g., for a particle with charge q

∆Greal = ∆Gintr−qϕin, (5)

where ∆Greal and ∆Gintr are real and intrinsic (i.e., bulk value
without interface) Gibbs free energies of solvation (we use the
label “real” for consistency with previous work23).

position of the oxygen atom for its periodic image will lie
within the unit cell and this image is thus chosen as part of
the bulk phase. The resultant potential from this neat liquid
simulation is labeled TIP3P-NEATa. Similarly, the assign-
ment of boundary waters or their image to the bulk phase can
be made based on the geometric center !TIP3P-NEATb" or
the bisector point closest to the hydrogen atoms !TIP3P-
NEATc" as in the center assignment in the IP-TIP3b and
IP-TIP3c models, respectively. The corresponding interface
potentials are plotted in Fig. 3. The potentials from these
simulations correspond perfectly to their analogs in the IP
models.

To compare with a more realistic simulation of a
vacuum-water interface, the IP model whose center coincides
with the geometric center of the TIP3P force field !i.e., IP-
TIP3Pb" is chosen. This choice is based on the simple ratio-
nal that molecules at the interface prefer to be solvated by
surrounding molecules and will therefore tend to minimize
their exposed surface area to vacuum. The realistic vacuum-
water interface system is generated from a MD simulation of
500 TIP3P water molecules forming a liquid slab surrounded
by vacuum. The molecule and charge density from the simu-
lation and IP-TIP3b model are presented in the top panels of
Fig. 4. Panel 3 shows the corresponding potential profile.
The potential drop for IP-TIP3Pb is 400 mV, in reasonable
agreement with the MD simulation value of 520 mV.

It is clear from Fig. 3 that varying the center of the IP
model between the geometric center and the oxygen atom
position can lead to precise agreement with the interface po-
tential calculated from the MD simulation. However, this
does not imply that the orientational structure of water mol-
ecules at a vacuum-water interface system is purely isotro-
pic, as it is assumed by construction in the IP model. Experi-
ments have shown that water molecules adopt a subtle
orientational order in the interface region between the liquid
and vacuum.36 This orientational structure does not go away
with an appropriate choice of molecular center but the cumu-
lative contribution to the IP does go to zero.

Missing from these atomistic force fields of water and
methane are atomic charge densities, Zi. This core atom elec-

tron density has a benign affect on the intermolecule electro-
static interactions between molecules and are justifiably ex-
cluded from the electrostatic description of these force field
models. However, the inclusion of this contribution can have
a dramatic affect on the interface potential !see Sec. IV A".
Taking water as an example, we consider the IP-TIP3Pb
model with the addition of an atomic potential that is reason-
ably consistent with the atomic properties of an oxygen atom
!IP-TIP3Pb!". The atom potential is centered on the oxygen
atom !R1" with a charge of Z1=8e and a negative charge
density width that is !1=0.5 Å. The resultant potential,
shown in panel 4 of Fig. 4, is approximately 7 V. This is
nearly an order of magnitude larger in magnitude and of
opposite sign to the potentials calculated from the IP-TIP3P
model or the associated TIP3P force field. Such a large posi-
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234706-6 E. Harder and B. Roux J. Chem. Phys. 129, 234706 !2008"

Fig. 2 Molecular density (ρ(N)), charge density (ρ(e)), and potential
(denoted as φ in this figure and as ϕin in the text) along the interface nor-
mal of the vacuum-water system computed using several water models.
Reprinted from Ref. 23 with permission of AIP Publishing.

The microscopic origin of the interface potential and differ-

ent ways to compute it have been extensively discussed23,25–28.
Importantly, contrary to earlier proposals, surface potential does
not arise due to orderd dipoles, but is dominated by quadrupole
terms. For example, by using atomistic simulations Harder and
Roux23 have illustrated that the interface potential arises not due
to orientational ordering of molecules on the surface, but due
to the intramolecular asymmetry of the charge distribution. By
using molecular dynamics (MD) simulations, they estimated the
interface potential of water to be equal to -510 meV. An ab initio
simulation by Mundy and co-workers25 yielded a smaller value,
-18 meV. The negative sign means that the solvation energy of
anions becomes less negative and the solvation energy of cations
becomes more negative due to the interface (as per Eq. (5)), and
that the apparent IE of the solvated neutral species is red-shifted
relative to the intrinsic bulk IE (as per Eqs. (4)).

We note that the definition and the value of the interfacial po-
tential depend on the type of experiment, as has been explained
in Ref. 26: i.e., the magnitude and even the sign of water’s surface
potential differs between electrochemical experiments (which are
relevant to the photoionization experiments) and high-energy
electron holography measurements. Despite these difficulties
faced by theory and experiment, the literature seems to converge
on the existence of a negative effective potential for a single ion
moving from the gas phase into liquid water of roughly -0.4 V27

or less.
In addition to the effect of the interface, the measured IEs of

bulk water can also be affected by the presence of solutes. Both
microjet and dip-and-pull experiments are carried out using elec-
trolyte solutions (i.e., NaCl, KOH) to mitigate the effect of cre-
ating charges in the jet (due to streaming through the capillary
and ionization) that can affect the subsequent ionization. The
possible effect of ions present in these solutions on the IE of the
bulk solvent was shown to be small29 but non-negligible. Im-
portantly, that the ions affect both the intrinsic bulk IE and the
surface potential. Finally, the measured IEs always contain con-
tributions from both the surface and the bulk species because the
photoelectrons have finite escape depth (determined by the in-
elastic mean free path). The contribution of the bulk increases at
higher photon energies. The simulations24 suggest that the ap-
parent peak position of liquid water can vary by as much as 0.3
eV as the inelastic mean-free path changes from 3 to 50 Å.

In this contribution, we focus on the intrinsic 1sO IE of bulk wa-
ter. The gas-phase value is well-known13,30,31: 539.82 (±0.02)
eV (value taken from Ref. 13). The question is then what is the
magnitude of the shift of the 1sO level in the bulk relative to the gas-
phase IE (∆IE). As in the valence domain, the IEs of the solvated
neutral species are expected to red-shift relative to the gas phase
due to the strong solvent stabilization of the resulting cationic
state. The magnitude of the shift quantifies the overall effect
of the solvent stabilization of the core-hole state, whereas the
width of the peak gives a measure of the solvent’s structural fluc-
tuations. In contrast to the valence domain, the photoelectron
spectra of the core-level ionization do not contain multiple over-
lapping bands and, therefore, are somewhat easier to interpret.
Core-level states are also known to be very sensitive to the lo-
cal environment, which can provide a handle for connecting the
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spectroscopic measurements with the structure.
Table 1 summarizes experimental values of ∆IE for 1sO ioniza-

tion of liquid water from different experimental setups (microjets,
clusters, dip-and-pull). These papers, which span the time range
from 1986 till 2023, report values from -1.3 to -2.8 eV. To fur-
ther illustrate the discrepancies between different experiments,
Fig. 3 shows three spectra from Refs. 12,13, and 24. These dis-
crepancies are quite substantial, providing the illustration of the
challenges in experimental determination of IEs due to the fac-
tors discussed above. They also illustrate the progress made by
the experimental community in addressing these challenges. In
particular, the best experimental estimates derived from microjet
experiments are -1.61 eV (Ref. 13) and -1.72 eV (Ref. 16) agree
with each other within the specified error bars. In contrast to
the microjet experiments, the best estimate from “dip-and-pull”
experiments is -2.2 eV (Ref. 24).

Fig. 3 Experimental spectra from Pellegrin et al. (at 0.003 mbar and
room temperature) 12, Liu et al. 24, and Olivieri et al. (at 0 V bias) 13. The
spectra were aligned by the position of the gas-phase peak (the narrow
feature) by applying global shifts of +0.59 eV, +4.9 eV, and +0.87 eV,
respectively.

Given the challenges of the experimental determination of the
absolute values of bulk IEs and the surface potential, and per-
sistent disagreements13,16,46,47 about the details of experimen-
tal protocols, accurate theoretical modeling of the core-ionization
spectrum of water is important for providing a robust theoretical
reference.

Previous theoretical calculations of core-level ionization of liq-
uid water have been limited to density functional theory (DFT)
and Hartree–Fock methods11,24,34,48, and varied greatly in terms
of model structures and sampling of equilibrium dynamics (many
were carried out on model clusters rather than bulk).

Here we employ high-level quantum chemistry methods to
compute intrinsic core-level IE of bulk water. In addition to pro-
viding the best theoretical estimate of the bulk IE, we also aim
to carefully investigate the convergence of the spectrum with re-

spect to the details of computational protocol, to aid future the-
oretical studies. We use MD simulations with classical force-
fields and ab initio potentials to simulate bulk water, and then
use the snapshots from the MD simulations to carry out QM/MM
(quantum mechanics/molecular mechanics) calculations of IEs
using equation-of-motion coupled-cluster (EOM-CC) methods49

adapted for calculations of core-level states50,51 by core-valence
separation (CVS)52. EOM-CC is a state-of-the art technique capa-
ble of treating electronically excited and ionized species49. Here
we go beyond EOM-CC with single and double excitations (EOM-
CCSD) and also evaluate the effect of triple excitations by us-
ing the MLCC3 method (multilevel coupled-cluster method with
triple excitations).53–56 The main challenge in applying these
methods to modeling condensed-phase phenomena is how to
properly account for the effect of the solvent via embedding. Here
we show that in calculations of core-level IEs simple electrostatic
embedding (QM/MM)57,58 converges slowly with respect to the
size of the QM system, which illustrates the high sensitivity of the
core-level states to the environment. We also investigate the con-
tribution of different types of structures present in bulk water in
the overall spectrum. Our calculations represent the most ambi-
tious simulations that provide a reliable ab initio estimate of the
core-ionization spectrum of water.

The structure of the paper is as follows: the next section
describes the details of computational protocols and Section 3
presents the results of the simulations of core-level IE of bulk
water. In Conclusions, we outline the limitations of the current
simulations and provide suggestions for future studies.

2 Computational details
The simulations of core-ionization spectra include two steps:
equilibrium simulations of bulk water and the calculations of the
IEs using the snapshots from the equilibrium simulations. Elec-
tronic structure and AIMD calculations were carried out using the
Q-CHEM and eT electronic structure packages,59–61 and MD sim-
ulations were carried out using GROMACS62.

2.1 Equilibrium simulations of bulk water

The equilibrium simulations were carried out using classical MD
with TIP3P63 waters and with ab initio molecular dynamics
(AIMD). In AIMD simulations, we used QM/MM scheme with the
QM waters described by ωB97X-D/6-31G* and MM waters de-
scribed by TIP3P.

The MD simulations were set up as follows. First, we optimized
the structure of a single water molecule with ωB97M-V/aug-cc-
pVTZ. We then used this structure to create a cubic water box
22 Å×22 Å×22 Å to serve as the starting structure for MD sim-
ulations. The simulation box consisted of 392 water molecules,
giving rise to density of 997 kg/m3. The system was then equili-
brated using the NVT ensemble at 300 K for 2 ns (the time step
for the thermostat was 100 fs). Following the equilibration, we
ran a 3 ns production trajectory (with time step of 2 fs) from
which snapshots for the spectra calculations were collected. This
trajectory was also used to compute structural parameters of bulk
water.
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Table 1 Experimental values of the 1sO level shift (∆IE) in bulk water. The best values are shown in bold (see text).

∆IE, eV Photon Energy, eV Details Source
-1.3 560 Large water cluster (∼1000 molecules) 32
-1.3 720 water layer on SiO2 film 33
-1.5 800 liquid jet, 3 M NaNO2/NaNO2 34
-1.5 560 liquid nanoparticles, 0.01 M glycerol 35
-1.58 420 liquid jet, 0.05 M NaCl, zero bias 13
-1.61 420 liquid jet, 0.05 M NaCl, corrected 13
-1.6 750 liquid jet, 10−4 M NaCl, 0.003 mbar, 25◦C 12
-1.72 650 liquid jet, 0.05 M NaCl, from absolute IEsa 16
-1.77 600 liquid jet 11
-1.8 735 ice 36
-1.9 1486 7 mol% LiCl, thin film 37
-1.9 1253 liquid jet, 1 M KCl 14
-1.9 750 liquid jet, 10−4 M NaCl, 1.4 mbar, 4◦C 12
-1.91 1012 liquid jet, 0.14 M NaCl 15
-2.0 4000 dip-and-pull, Pt/1 M KOH 38
-2.0 4000 dip-and-pull, Pt/1 M KOH and 0.1 M KF 39
-2.0 4000 dip-and-pull, Pt/0.1 M KOH 40
-2.0 4000 dip-and-pull, Co/0.1 M KOH 41
-2.2 4000 dip-and-pull, CoxO/1 M KOH 42
-2.2 5400 dip-and-pull, Pt/1 M KF 24
-2.3 4000 dip-and-pull, NiFe/0.1 M KOH 43
-2.4 4000 dip-and-pull, NiFecoCeOx/1 M KOH and 0.1 M KF 44
-2.8 4000 dip-and-pull, Pt/6 M KF 45

a Computed using the reported absolute water 1sO IE (538.10 eV) and the gas-phase value (539.82 eV).

The QM/MM AIMD simulations were initiated from 40 struc-
tures taken from the equilibrium MD trajectory. The QM re-
gion included all waters within 6.5 Å radius from the central
water (this selection criterion resulted in the 35-40 QM water
molecules, depending on a snapshot). The QM part was treated
by ωB97X-D/6-31G* and the MM part by TIP3P. From each start-
ing structure, a 2 ps long trajectory was propagated with a time
step of 42 a.u. (1.016 fs) using the NVT ensemble at T = 300 K
(the thermostat was applied every 100 fs). The first picosecond
of each trajectory was treated as equilibration and the second ps
was treated as a production run. Hence, the total simulation time
in AIMD was 40 ps; these trajectories were used to collect snap-
shots for the QM/MM simulations of the ionization spectrum and
to compute structural parameters of bulk water. We note that this
time is shorter than in the MD simulations, however, the conver-
gence of the radial distribution function, gOO(r), shows that this
simulation time is sufficient (e.g., gOO(r) computed from the full
MD trajectory of 3 ns and from a 40 ps segment look the same).

The link to downloadable tar files with 3,000 MD and 400
AIMD snapshots is given in the SI.

The simulation of bulk water properties is known to be diffi-
cult. As discussed in several recent papers64–66, the results are
sensitive to the interaction potentials used, the size of the simula-
tion box, the exact details of dynamics (e.g., thermostat), as well
as on whether nuclear quantum effects are included.

Although we used one of the best functionals (ωB97X-D67,
which includes long-range Coulomb exchange and dispersion cor-
rection) in our AIMD simulations, the analysis of structural pa-
rameters (gOO(r), the number of hydrogen bonds formed) shows
that our AIMD water is somewhat over-structured relative to

TIP3P and state-of-the-art simulations65,66, similar to the simula-
tions using less accurate density functionals. However, the struc-
ture of the second solvation shell appears to be reproduced better
with AIMD than with TIP3P, as compared to the experimental
gOO(r). The detailed analysis of structural parameters extracted
from the MD and AIMD simulations as well as comparison with
other simulations are given in the SI. Overall, we find that the
differences between the spectra computed with MD and AIMD
snapshots are small and are washed out by the statistical averag-
ing. However, it is desirable to improve the sampling in future
work by using, for example, path-integral simulations with accu-
rate many-body potentials, as was done in Ref. 66.

Here we define hydrogen bonds by the criterion of Luzar
and Chandler68, i.e., when the O-O distance RO−O < 3.5 Å and
6 O...O−H <30◦. We use this definition in the analysis of struc-
tures from the equilibrium simulations and in comparisons be-
tween different protocols of building up QM.

2.2 Calculations of core IEs

IEs were computed using the CVS-EOM-IP-CCSD method50,69,70

and the 6-311+G(3df) basis set fully uncontracted on oxygen, de-
noted below as u6-311+G(3df). Uncontracted Pople’s basis sets
have been shown to be effective in describing strong orbital re-
laxation effects common in core-hole states71. The effect of triple
excitations was accounted by additional CVS-EOM-IP-MLCC3 cal-
culations for a smaller number of snapshots.

There are two variants of CVS-EOM-CC approach, one in which
the core is frozen at the CCSD step (fc-CVS-EOM-CCSD50) and
the one in which the core is active (CVS-EOM-CCSD69,70). Table
2 summarizes the results for the isolated water molecule (using
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Table 2 1sO IE of isolated water molecule.

Method IE, eV ∆ vs exp
fc-CVS-EOM-IP-CCSDa 540.26 +0.44
CVS-EOM-IP-CCSDa 541.32 +1.50
fc-CVS-EOM-IP-CC3a 537.68 -2.14
CVS-EOM-IP-CC3a 538.72 -1.10
CVS-EOM-IP-CCSD/AC5Zb 541.78 +1.96
CVS-EOM-IP-CCSDT/AC5Zb 539.81 -0.01
Exp.c 539.82±0.02

a u6-311+G(3df). b From Ref. 72, with scalar relativistic correc-
tions; AC5Z denotes aug-cc-pCV5Z. c From Ref. 13.

ωB97X-D/aug-cc-pVTZ optimized structure). As one can see, the
two versions of CVS-EOM-IP-CCSD differ by about 1 eV. At the
CCSD level, fc-CVS-EOM-IP-CCSD is closer to the experiment due
to fortuitous cancellation of errors, however, at the CC3 level,
CVS-EOM-IP-CC3 yields a smaller error than fc-CVS-EOM-IP-CC3.
The effect of triple excitations is -2.6 eV for both methods. Re-
markably, even when triples are included (at the CC3 level), the
computed IEs are red-shifted with respect to the experiment by
1-2 eV. This large discrepancy can be attributed to the slow con-
vergence of the core IEs with respect to the correlation treatment.
According to a detailed benchmark study72, for molecules com-
prising first-row elements, quantitative agreement with experi-
mental IEs is achieved at the CVS-EOM-IP-CCSDTQ level whereas
CVS-EOM-IP-CCSDT is within 0.3 eV from the experimental val-
ues. The results for water from this study are shown in Table 2—
as one can see, full inclusion of triple excitations brings the com-
puted IE within 0.01 eV from the experiment. Whereas this cal-
culation used a very large basis set and included scalar relativistic
correction, the comparison between the respective CVS-EOM-IP-
CCSD and CVS-EOM-IP-CCSDT values shows that the main source
of the errors in our CC3 calculations is due to an insufficient cor-
relation treatment. Despite these discrepancies in the absolute
value of gas-phase IE computed with CVS-EOM-IP-CC3, we antici-
pate much higher accuracy in ∆IE, as the errors should cancel out.
In the simulations of the spectrum, we use fc-CVS-EOM-IP-CCSD
and evaluate the effect of triple excitations to the shift by comput-
ing the difference between the ∆IE from CVS-EOM-IP-CCSD and
CVS-EOM-IP-MLCC3.

In order to estimate the effect of the structure on the IE, we
also computed IEs (with fc-CVS-EOM-IP-CCSD) for the structures
optimized with ωB97X-D/6-31G* (the level at which the AIMD
simulation was performed) and the TIP3P water structure. The
respective IEs are 540.26 eV and 540.25 eV, respectively, which
is close to 540.26 eV (for the ωB97X-D/aug-cc-pVTZ structure).
Hence, small differences of water structures due to different
levels of theory used to simulate the bulk are not expected to
affect the computed IEs.

To compute bulk spectra, we considered several protocols
designed to mitigate potential issues due to the description
of waters on the boundary between the QM and MM parts.
Our results indicate that electrostatic embedding in which the
MM waters are described by point charges is not sufficient for

Fig. 4 Model system for liquid water. Top: simulation box with 392 water
molecules. Bottom: A cluster from the center of the box of one water
molecule and its first solvation shell representing a minimal QM subsys-
tem. The Dyson orbital associated with the 1sO ionization of the central
water is shown in blue.
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describing core-level IEs and that the IEs of the water molecules
on the boundary are not accurate. Therefore, we used the
following multi-layer scheme for the calculation of the spectra.
We first computed all core IEs in the QM part—for example,
for a calculation with 5 waters in the QM part, we computed 5
IEs. We then analyzed the respective Dyson orbitals51 to assign
the computed IEs to particular water molecules. Fig. 4 shows a
structure of 5 water molecules embedded in the MM part with the
Dyson orbital on the central water molecule. The assignment of
IEs can also be accomplished by considering the Mulliken charges
from the natural orbital analysis73 (we used this approach in
the production simulations). We then constructed the bulk
spectra by taking the IEs corresponding to a specified number
of water molecules. For example, in the calculations with 5 QM
waters, one can construct the spectrum by taking all 5 IEs or by
taking only the IE of the central water molecule. The overall
spectra were constructed as histograms (with 0.05 eV bins) by
collecting the IEs from the snapshots and then convoluted with
gaussians. The spectra shown in the manuscript were produced
using gaussians with 0.2 eV width (FWHM). Discarding some of
the computed IEs in the construction of the spectra slows down
the convergence with respect to the number of snapshots, but
removes the artifacts due to waters on the QM/MM interface. As
we show below, the best protocol (in terms of balancing accuracy
of IEs and convergence with respect to sampling) entails using
20 QM waters and assembling the spectra by taking the IEs of
the 5 central waters.

Triple excitations are important for obtaining accurate core ex-
citation and ionization energies within the CC/EOM-CC frame-
work.74–76 The CC3 model includes the effects of triple excita-
tions in a perturbative manner53. This method generally scales
as O(N7). However, for core excitations using the CVS scheme,
the scaling is O(N6) in an optimized implementation.55 Neverthe-
less, the ground-state calculation is rather expensive, even for sys-
tems where the CCSD calculation is routine. The costs can be sig-
nificantly reduced using the multilevel coupled-cluster approach
(MLCC) in which the higher-order excitations in the cluster opera-
tor are restricted to an active orbital space. In the MLCC3 model,
the triple excitation operator is restricted while the single and
double excitation operators are unrestricted and act in the entire
orbital space. The MLCC models target intensive properties, such
as excitation or ionization energies. Additional reduction in cost
can be achieved by restricting the entire cluster operator to an ac-
tive space. In this way, one obtains the CC-in-HF models, where
the inactive orbitals are not correlated but contribute to the en-
ergy via the Fock matrix.61,77,78 This approach, which can be de-
scribed as a type of electronic embedding, has been demonstrated
to work well for modeling solvent effects in spectroscopy.79

The multilevel models rely on a physically appropriate selec-
tion of the active orbital space. Localized orbitals are an obvi-
ous option when the property of interest is localized. Core IEs
is an example of such local properties. Another option is to use
correlated natural transition orbitals (CNTOs)80, which use in-
formation from the excitation amplitudes of a lower-level model
to generate an active space for the MLCC calculation, similarly

to other approaches using virtual orbital spaces truncated on the
basis of lower-level natural orbitals81,82.

Here, we use a hybrid active orbital selection strategy where
CNTOs are used for the occupied orbital space and projected
atomic orbitals (PAOs)83 on the five central water molecules de-
termine the virtual orbital space. In the present MLCC calcula-
tions, the active orbital space contains 25 occupied and 245 vir-
tual orbitals. A detailed description of the orbital selection proce-
dure with CNTOs and PAOs for the MLCC models can be found in
Ref. 84.

2.3 Protocols for selecting the QM subsystem for IE calcula-
tions

The first solvation shell of a water molecule comprises 4-5 water
molecules85–87 (Fig. 4 shows a typical structure from the equilib-
rium simulations). Thus, our minimal QM system for computing
bulk IEs comprises 5 water molecules. As we show below, the
convergence of the core IEs with respect to the QM size is slow
and much larger QM systems are needed for converged results.

Fig. 5 Panels (a) and (b) show in bright colors 6-water QM systems com-
prising the central water, its first solvation shell, and a 6th water selected
from the second solvation shell. In panel (a), the 6th water molecule
accepts a hydrogen bond from a water molecule from the first solvation
shell. In panel (b), the 6th water molecule donates a hydrogen bond to
a water molecule from the first solvation shell. The points in panels (c)
and (d) represent the shift in IE of the central water molecule (δ ) due to
adding the 6th water. Each point corresponds to a different selection of
the 6th water sampled over two snapshots from the TIP3P waterbox. The
points are color-coded to show whether the 6th water acts as a donor
(pink), acceptor (yellow), or both (blue). Panel (c) shows δ versus the
shortest Ocen(Hcen)· · ·H(O) distance and panel (d) shows δ versus the
shortest O1stshell(H1stshell)· · ·H(O) distance.

To determine an optimal protocol for building up a larger QM
system, we compared two different approaches. In the first ap-
proach, we used the distance from the oxygen or hydrogen of
the central water Ocen(Hcen)· · ·H(O) to select the next water
molecule to be added to the QM system. In the second approach,
we used the distance from the waters in the first solvation shell
O1stshell(H1stshell)· · ·H(O) to select the next water. Fig. 5 (c)-(d)
shows the shifts in the IE of the central water (δ) upon increasing
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the QM size from 5 to 6 waters (with the rest of the waters de-
scribed by point charges) for two MD snapshots (the 5 waters are
chosen to represent minimal QM in the center of the box and the
6th water is taken at random from the simulation box). For each
snapshot, we determine whether the 6th water molecule acts as a
donor or acceptor (or both). As expected, the shifts in IE (δ) are
mostly positive when the added water molecule acts as hydrogen-
bond donor and negative when the added water molecule acts as
hydrogen-bond acceptor. For the structures used to construct Fig.
5, the δ IE for hydrogen-bond acceptor structures, hydrogen-bond
donor structures, and non-hydrogen bonded waters range be-
tween -0.016 and -0.150 eV, -0.024 and 0.109 eV and -0.032 and
0.039 eV, respectively. The waters that act as both hydrogen bond
acceptor and donor result in δ between 0 and -0.05 eV. The mag-
nitude of the shifts shown versus minimum Ocen(Hcen)· · ·H(O)
distance (Fig. 5c) exhibit no systematic trend. In contrast, when
δ are shown against the minimum O1stshell(H1stshell)· · ·H(O) dis-
tance (Fig. 5d), we observe a smoother behavior—as the distance
increases, the shifts become less negative for the structures with
hydrogen-bond acceptors and less positive for the structures with
hydrogen-bond acceptors. Thus, water molecules that form hy-
drogen bonds with the waters in the first solvation shell have a
greater impact on the IE of the central water molecule.

Fig. 6 IE of the central water molecule for a single snapshot computed
using different protocols for selecting the QM system in the CVS-EOM-
IP-CCSD calculations. The rest of the waters are described by point
charges.

The above analysis shows that waters that are hydrogen-
bonded to the first solvation shell have the strongest effect on the
IE of the central water. Hence, we can use this criterion of build-
ing up the QM system instead of the distance from the central
water. Fig. 6 shows the convergence of the core IE of the central
water with respect to the QM system size using these two criteria
for growing the QM system. The smallest QM comprises 5 water
molecules (we pick a water molecule at the center of the simula-
tion box and chose 4 closest waters). We then increase the QM
size by adding more waters. In protocol 1, we add the next water
based on the Ocen(Hcen)· · ·H(O) distance. In protocols 2 and 3,
we add waters based on their O1stshell(H1stshell)· · ·H(O) distance.
The central water and the first solvation shell are described with
the fully uncontracted 6-311+G(3df) basis on oxygen and the 6-
311G basis on hydrogens. The rest of the waters in the QM system
are treated with a smaller basis—6-311G* in protocols 1 and 2,

and 6-31G in protocol 3. The rest of the waters are described by
point charges. We freeze all the oxygen cores in the QM system in
the CVS-EOM-IP calculations and request the number of IEs equal
to the number of oxygen atoms in the QM system. We then select
the IE of the central water.

As Fig. 6 shows, increasing the QM size results in a red shift
of the 1sO IE of the central water. The minimal QM is clearly
not sufficient—increasing the size from 5 to 20 waters leads to
the red shift of 0.3-0.4 eV. The convergence is not monotonous
and quite slow—we observe small fluctuations (∼0.1 eV) even
beyond 25 waters. Fig. 6 also shows that selecting waters by the
distance from the first solvation shell is more effective and results
in faster and smoother convergence. For the QM size of 20 wa-
ter molecules, the difference in the IE between protocol 1 and
2 is 0.06 eV and between protocol 2 and 3 (basis-set effects)—
0.107 eV. We note that the difference due to using a smaller basis
increases with the system size (5-12) and then becomes nearly
constant (about 0.10 eV for the QM sizes of 12-20). Hence, in
our production-level simulations we use protocol 3 and estimate
the basis-set correction by taking a difference between protocols
2 and 3 for a small number of snapshots. Figure 7 shows the
convergence of the shift in 1sO IE of the central water for the sim-
ulation with the 20 QM waters between protocol 2 and protocol
3. The average value of the shift (δbasis) is 0.105 eV.

Fig. 7 Convergence of the shift in IE in between protocols 2 and 3 (δbasis)
with the 20 QM waters. The estimated shift δbasis=0.114 eV, with a 0.035
eV standard deviation.

To further analyze the convergence with respect to the QM
size, Fig. 8 shows the number of hydrogen bonds formed by the
water molecules of the first solvation shell as a function of the
QM size for the same snapshot as used in Fig. 6. As one can see,
beyond the QM size of 10, the protocol based on the distance
from the first solvation shell captures more hydrogen bonds than
the protocol based on the distance from the central water. We
also see that all bonds are captured for a smaller QM size when
QM is selected using the former protocol: saturation is reached
at 15 waters versus 18. On the basis of this analysis, we conclude
that the QM size of 20 waters should be sufficient to capture all
hydrogen bonds formed by the first solvation shell and we use
QM size of 20 waters in our production-level calculations.

Table 3 shows the effect of triple excitation and different types
of embedding evaluated for the same snapshot as used in Fig. 6.
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Table 3 Effect of triple excitations on IE (eV) from multi-level calculations.

Method Gas-phase IE Bulk IE ∆IE
CVS-EOM-IP-CCSD (20)a 541.32 540.36 -0.96
CVS-EOM-IP-CCSD-in-HF (5/15)b 541.32 540.45 -0.87
CVS-EOM-IP-CCSD (20) in MMc 541.32 540.24 -1.08
CVS-EOM-IP-CCSD-in-HF (5/15) in MM d 541.32 540.33 -0.99
CVS-EOM-IP-MLCC3 (20)e 538.72 537.38 -1.34
CVS-EOM-IP-MLCC3 (20) in MM f 538.72 537.25 -1.47
fc-CVS-EOM-IP-CCSD in MMg 540.26 539.17 -1.09

a 20 water molecules are treated by CCSD, MM water molecules are ignored.
b 5 water molecules are treated by CCSD, 15 water molecules are treated by HF, MM water molecules are ignored.
c Same as a, but including MM charges.
d Same as b, but including MM charges.
e 20 water molecules are treated by MLCC3. CNTO/PAOs used for active orbital selection.
f Same as e, but including MM charges.
g 20 water molecules are treated by CCSD, the rest by MM charges

Fig. 8 The number of hydrogen bonds in the first solvation shell as a
function of the QM system size for a single snapshot.

The u6-311+G(3df) basis was used for 5 waters and 6-31G for
the rest of quantum waters. Although the absolute values of IEs
vary between the methods, the value of the shift, ∆IE, is rather
insensitive to the type of embedding, CVS scheme, or correla-
tion treatment. The effect of MM charges (beyond 20 quantum
waters) is about 0.1 eV and the effect of freezing the second sol-
vation shell (15 water molecules) at the Hartree–Fock level of
theory is approximately 0.1 eV (decreasing the magnitude of the
red shift). The effect of including triple excitations with MLCC3 is
almost 0.4 eV (increasing the magnitude of the red shift) for this
snapshot.

The multilevel framework makes it possible to use approximate
triples for a study such as this, however, the cost remains a limi-
tation and performing such calculation for hundreds of snapshots
is impractical. We therefore use a subset of 40 snapshots to es-
timate the effect of approximate triples; the results are shown in
Figure 9. The average shift is -0.34 eV, with a 0.07 eV standard
deviation. This correction will be applied to the final averaged fc-
CVS-EOM-CCSD result to provide our best estimate for the ∆IE.

2.4 Extrapolation to bulk
To obtain bulk IE, one needs to extrapolate the results from finite-
size simulations, such as our simulation box used in IE calcula-

Fig. 9 Convergence of the shift in IE due to approximate triples (δtriples)
through the CVS-EOM-IP-MLCC3 approach. The estimated effect of
triples on the shift in ∆IE δtriples=-0.34 eV, with a 0.07 eV standard de-
viation.

tions, to the infinite system size. The importance of this step has
been recently illustrated by Tazhigulov and Bravaya88—they have
shown that the computed energies converge very slowly with the
simulation size. Based on the linear dependence of the energies
on the inverse system size, they derived a simple correction using
Born solvation model.88

For vertical IEs of the solvated neutral species, the Born correc-
tion is88

VIE∞ = VIER− 1
2
(1− 1

εopt
)

1
R
, (6)

where VIE∞ is intrinsic vertical IE in the bulk, VIER is VIE com-
puted in a finite cluster of radius R, and εopt is solvent’s optical
dielectric constant (1.78 for water); all quantities are in atomic
units. For our simulation box (R≈11 Å), the correction results in
an additional red shift in IE of 0.29 eV.

3 Results and Discussion
One of the two goals of this study is to understand the effect
of the simulation protocol on the computed spectra. We begin
with comparing the results of the MD and AIMD simulations. Fig.
10 (top panel) compares the spectra constructed using the MD
and AIMD snapshots. In this calculation, we used the smallest
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Fig. 10 Theoretical 1sO spectra of liquid water computed using the min-
imal QM system (5 waters) and assembled using the IE of the central
water molecule. Top: Spectra constructed from the MD (TIP3P) and
AIMD trajectories (400 snapshots). Bottom: Spectra constructed from
the MD trajectory using different number of snapshots. All spectra were
obtained using gaussians with FWHM = 0.2 eV, except for the black trace
in the right panel which was produced using 0.05 eV FWHM to show the
intrinsic roughness of the spectrum produced from the 3,000 snapshots.

QM size (5 waters only, the rest being treated by point charges)
and constructed the spectra using the IE of the central water
molecule. The two simulations yield essentially identical spec-
tra, both in terms of the band maximum and in terms of the band
width (inhomogeneous broadening). There are small differences
in fine structure, but, as we show below, these features become
smoothed out when the sampling is increased. Thus, we conclude
that for this system the core IE spectra are not sensitive to the dif-
ferences between TIP3P and AIMD sampling of the equilibrium
dynamics. The bottom panel of Fig. 10 shows the convergence
of the spectrum with respect to the number of snapshots. As one

can see, while the band maximum and its width are captured by
the simulation with 400 snapshots, the finer details continue to
evolve and the spectrum converges only around 3,000 snapshots
(although the remaining roughness remains visible). We note that
the convergence can be accelerated when using more than one
IEs, as we do in the simulations with larger QM sub-systems.

We also point out that the double-peak structure, which is
not visible in the experiments, persists and remains visible even
for the simulation with 3,000 snapshots. It becomes more pro-
nounced when thinner gaussians are used. This feature is remi-
niscent of the double-peak structure observed on the x-ray emis-
sion spectra in liquid water66.

Fig. 11 Theoretical 1sO spectra of liquid water computed using small (5)
and large (20) QM systems constructed from the AIMD trajectory (400
snapshots). The spectra were constructed using the 1sO IEs of either
one central water or five QM waters.

Fig. 11 shows the spectra constructed from either one IE (of
the central water) or 5 IEs (of the cluster of 5 waters). As one
can see, for the small QM (5 waters), the spectrum changes qual-
itatively when the IEs of all 5 waters are used, leading to a much
smaller red shift relative to the gas-phase peak than the calcula-
tion using the IEs of 1 central water (the difference between the
two calculations is 0.25 eV). This illustrates the limitations of the
electrostatic embedding, which apparently is not able to correctly
describe the waters on the QM/MM boundary. Using the QM of
20 waters, results in a larger red shift (by about 0.5 eV), consis-
tent with the benchmark calculations for a single snapshot (Fig.
6). Moreover, the calculations with the large QM yield the same
spectra (in terms of the peak maximum and its width) whether
using the IEs of one or five waters, suggesting that the boundary
is sufficiently far in this case. The spectrum computed with the
IEs of 5 waters is smoother, as in such calculation the sampling
is effectively improved by a factor of 5. Hence, we construct our
best spectrum by using the IEs of the five water molecules embed-
ded in the QM cluster of 20 waters (with the rest of waters de-
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scribed by point charges). The effect of triples is evaluated using
the MLCC3 method with 20 CCSD waters and the triples operator
restricted to orbitals within the first solvation shell of the central
water molecule.

Fig. 12 Experimental 12,13,24 and theoretical 1sO XPS spectra of water.
The spectra of Pellegrin et al. 12, Liu et al. 24, and Olivieri et al. 13 spectra
has been shifted by +0.59 eV, +4.9 eV, and +0.87 eV, respectively, to
match the theoretical gas phase peak. The computationally constructed
spectrum is shown by dashed line. The computed spectra of liquid water
includes triples, basis-set, and Born corrections.

Fig. 12 shows our best spectrum and compares it with the
available experimental spectra12,13,24. We note that the reported
spectrum of Olivieri et al.13 is for zero bias and, therefore, does
not include the correction due to the workfunctions difference.
The corrected values from this experiment are given in Table 4,
which also lists the computed peak positions and widths for dif-
ferent protocols and compares them with the experimental val-
ues. To extract the value of the peak maxima and the width from
the computed spectra, we convoluted the computed spectra with
broad gaussians (FWHM=0.5 eV) to remove the noise due to fi-
nite sampling. The effect of this broadening is analyzed in the SI:
Figure S4 in the SI shows the sample spectra obtained by convo-
luting the raw data with gaussians of different widths. As one can
see, using broad gaussians does not introduce noticeable change
in the band width.

Our best value of the shift is -1.79 eV—it is computed from the
spectrum based on 400 AIMD snapshots with 20 QM waters and
using the IEs of 5 waters (AIMD/400, 5w/20QM scheme) treated
with fc-CVS-EOM-CCSD, to which we add the triples, basis-set,
and Born corrections. This protocol yields the absolute value of
the bulk IE of 538.47 eV. Our results agree well with the best
experimental values, i.e., by Olivieri et al.13, who reported the
bulk water IE of 538.21±0.07 eV and the shift of 1.61±0.09 eV,
and with Thürmer et al.,16 who reported IE of 538.10±0.05 eV.

Table 4 Shift (∆IE) of the 1sO IE of liquid water relative to the gas-phase
water and the width (FWHM) of the band.

Setupa ∆IE, eV FWHM, eV
AIMD/400, 1w/5QM -0.84 1.40
AIMD/400, 5w/5QM -0.45 1.55
MD/400, 1w/5QM -0.74 1.43
MD/400, 5w/5QM -0.41 1.50
MD/3000, 1w/5QM -0.75 1.42
MD/3000, 5w/5QM -0.40 1.51
AIMD/400, 1w/20QM -1.37 1.41
AIMD/400, 5w/20QM -1.27 1.44
AIMD/40, 5w/20QMb -1.15
Best estimatec -1.79 1.44
Exp. (Ref. 13), zero bias -1.77 1.53
Exp. (Ref. 13), corrected -1.61 1.53
Exp. (Ref. 16) -1.72
Exp. (Ref. 24) -2.2 1.93
a Sampling/snapshots, number of IEs/size of QM;

fc-CVS-EOM-IP-CCSD/u6311+G(3df).
b CVS-EOM-IP-CCSD/u6311+G(3df).

c AIMD/400, 5w/20QM/fc-CVS-EOM-IP-CCSD value with the
CC3 (δtriples=-0.340 eV) and basis-set (δbasis=+0.114 eV)
corrections, as well as Born correction (-0.29); see text.

Fig. 13 The 1sO spectra of liquid water constructed from the central wa-
ter and the first shell (total 5 waters) broken into the contributions from
structures with different hydrogen-bonding patterns (raw spectrum with-
out corrections). Top panel shows the contributions from structures with
different hydrogen-bonding patterns around the central water and bot-
tom panel shows the contributions of different hydrogen-bonding patterns
around the first solvation shell. The spectra were computed from the
AIMD snapshots trajectory using QM with 20 waters and treating the rest
of the waters as point charges.

3.1 Analysis of structures
The spectra of the bulk species reports on the structure of the
solvent around the solute and its dynamic fluctuations. In par-
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ticular, the spectrum of water reflects the contributions from dif-
ferent hydrogen-bonding patterns. Computationally, it is possible
to break down the total computed spectra into different contri-
butions, similarly to the analysis in other theoretical studies11,66.
Fig. 13 shows the breakdown of the total spectrum into the con-
tributions from structures with different hydrogen-bonding pat-
terns. Panel (a) shows contributions from snapshots where the
central water molecule forms a single donor-single acceptor (DA),
single donor-double acceptor (DAA), double donor-single accep-
tor (DDA), and double donor–double acceptor (DDAA) hydrogen
bonds. Collectively, these types of structures add up to 97.2% of
the structures sampled in the simulation. The shape of the band
is dominated by the DDAA pattern, which has the largest popu-
lation. The structures in which the central water water acts as
hydrogen-bond donor yield red-shifted IEs and the structures in
which the central water acts as hydrogen-bond acceptor are blue
shifted. The DDAA motif, in which there is an equal number of
both kinds of hydrogen bonds, features a high-energy and a low-
energy peaks. The DDA and DAA motifs have peaks at lower and
higher energies, respectively.

The bottom panel of Fig. 13 shows the analysis of the spectrum
in terms of the contributions from different hydrogen-bonding
patterns around the first solvation shell. The motifs shown in the
figure add up to 68.9% of the structures sampled in by the simu-
lation. The 6D6A motif, which corresponds to the DDAA motif of
the central water, has the highest contribution. Due to many dif-
ferent motifs of hydrogen bonding around the first shell, the over-
all effect is that these structures cannot be mapped into particular
spectral features but rather they collectively contribute to the in-
homogeneous broadening and smoothening of the spectrum.

Finally, we use the contributions of different hydrogen-bonding
patterns to estimate the effect of different equilibrium sampling
on the computed spectra using the approach from Ref. 66. Fig.
14 shows our original spectrum computed using 400 AIMD snap-
shots and several synthetic spectra obtained by rescaling the rel-
ative contributions of the structures with double donor (sum of
contributions of the DDA and DDAA structures) and single-donor
(sum of the contributions of the DA and DAA structures) motifs
to match the results from other simulations (see Table S2 in the
SI). We see that the effect on the overall shape of the band, its
maximum and width, are negligible, especially, when sampling is
adequate (such as in the simulations using the IEs of the 5 wa-
ters). Hence, imperfections in the equilibrium water structures
seem to be washed out by the averaging and are not expected to
affect the computed value of the ∆IE.

4 Conclusion
We presented a state-of-the-art simulation of the 1sO ionization
of liquid water. We employed highly accurate EOM-CC methods
adapted to core-vacancy states by using the CVS scheme. Equilib-
rium sampling was carried out using MD and AIMD simulations.
We carefully analyzed the effect of the embedding on the com-
puted IEs and show that the convergence of the result with re-
spect to the size of the QM system is slow. Our production-level
calculations were carried out using the QM system of 20 water
molecules embedded in the MM charges. We also evaluated the

Fig. 14 The 1sO spectra of liquid water (raw spectra without corrections)
constructed from the a) central water molecule and b) 5 water molecules
computed using AIMD snapshots (black) and synthetic spectra obtained
by re-weighting the contributions from the dominant hydrogen-bonding
patterns to match the distributions from other simulations (see text).

effect of triple excitations using the MLCC3 framework. Our cal-
culations yield the value of the intrinsic bulk IE of 538.47 eV and
the FWHM of the bulk peak of 1.44 eV; the computed shift relative
to the gas-phase IE is -1.79 eV (including MLCC3 and basis-set
corrections).

These results agree well with the best experimental values from
the most recent liquid-jet experiments of the bulk water IE of
538.21±0.07 eV and the shift of 1.61±0.09 eV (Ref. 13) and
538.10±0.05 eV (Ref. 16). Given the remaining uncertainties
in the experimental determination of the true (intrinsic) bulk IEs
(surface potential, presence of solvated species, etc), our results
provide an important reference value.

We conclude with listing the aspects of the present theoretical
treatment that need improvement. First, improved equilibrium
sampling is highly desirable, i.e., using higher-quality ab initio
treatment, larger QM sizes, and including nuclear quantum ef-
fects. Second, one can further increase the size of the QM system
in the IE calculations, which can be achieved using multi-level
methodologies, to achieve full convergence. Third, improving
correlation treatment beyond CC3 is desirable. Fourth, the effect
of electrolytes both on the bulk IE and on the surface potential
needs to be studied. Fifth, the effect of the finite-depth probed
in microjet experiments needs to be investigated by simulations.
We hope to address these issues in future studies. The availability
of accurate intrinsic bulk IE and reliable experimental value (real
IE) can provide an estimate of the surface potential (ϕin) of water.
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Phys. Chem. Chem. Phys., 2021, 23, 16224–16233.

47 H. to measure work functions from aqueous solutions, Chem.
Sci., 2023.

48 J. Liu, H. Zhang, Y. Li and Z. Liu, J. Phys. Chem. B, 2018, 122,
10600–10606.

49 A. I. Krylov, Annu. Rev. Phys. Chem., 2008, 59, 433–462.
50 M. L. Vidal, X. Feng, E. Epifanovsky, A. I. Krylov and S. Cori-

ani, J. Chem. Theory Comput., 2019, 15, 3117–3133.
51 M. L. Vidal, A. I. Krylov and S. Coriani, Phys. Chem. Chem.

Phys., 2020, 22, 2693–2703.
52 L. S. Cederbaum, W. Domcke and J. Schirmer, Phys. Rev. A,

1980, 22, 206.
53 H. Koch, O. Christiansen, P. Jørgensen, A. de Meras and

T. Helgaker, J. Chem. Phys., 1997, 106, 1808–1818.
54 R. H. Myhre and H. Koch, J. Chem. Phys., 2016, 145, 044111.
55 A. C. Paul, R. H. Myhre and H. Koch, J. Chem. Theory Comput.,

2020, 17, 117–126.
56 A. C. Paul, S. D. Folkestad, R. H. Myhre and H. Koch, J. Chem.

Theory Comput., 2022, 18, 5246–5258.
57 A. Warshel and M. Levitt, J. Mol. Biol., 1976, 103, 227.
58 H. M. Senn and W. Thiel, Angew. Chem., Int. Ed., 2009, 48,

1198–1229.
59 A. I. Krylov and P. M. W. Gill, WIREs: Comput. Mol. Sci., 2013,

3, 317–326.
60 E. Epifanovsky, A. T. B. Gilbert, X. Feng, J. Lee, Y. Mao,

N. Mardirossian, P. Pokhilko, A. F. White, M. P. Coons, A. L.
Dempwolff, Z. Gan, D. Hait, P. R. Horn, L. D. Jacobson, I. Kali-
man, J. Kussmann, A. W. Lange, K. U. Lao, D. S. Levine,
J. Liu, S. C. McKenzie, A. F. Morrison, K. D. Nanda, F. Plasser,
D. R. Rehn, M. L. Vidal, Z.-Q. You, Y. Zhu, B. Alam, B. J. Al-
brecht, A. Aldossary, E. Alguire, J. H. Andersen, V. Athavale,
D. Barton, K. Begam, A. Behn, N. Bellonzi, Y. A. Bernard,
E. J. Berquist, H. G. A. Burton, A. Carreras, K. Carter-Fenk,
R. Chakraborty, A. D. Chien, K. D. Closser, V. Cofer-Shabica,
S. Dasgupta, M. de Wergifosse, J. Deng, M. Diedenhofen,
H. Do, S. Ehlert, P.-T. Fang, S. Fatehi, Q. Feng, T. Fried-
hoff, J. Gayvert, Q. Ge, G. Gidofalvi, M. Goldey, J. Gomes,

C. E. González-Espinoza, S. Gulania, A. O. Gunina, M. W. D.
Hanson-Heine, P. H. P. Harbach, A. Hauser, M. F. Herbst,
M. Hernández Vera, M. Hodecker, Z. C. Holden, S. Houck,
X. Huang, K. Hui, B. C. Huynh, M. Ivanov, Á. Jász, H. Ji,
H. Jiang, B. Kaduk, S. Kähler, K. Khistyaev, J. Kim, G. Kis,
P. Klunzinger, Z. Koczor-Benda, J. H. Koh, D. Kosenkov,
L. Koulias, T. Kowalczyk, C. M. Krauter, K. Kue, A. Kunitsa,
T. Kus, I. Ladjánszki, A. Landau, K. V. Lawler, D. Lefran-
cois, S. Lehtola, R. R. Li, Y.-P. Li, J. Liang, M. Liebenthal,
H.-H. Lin, Y.-S. Lin, F. Liu, K.-Y. Liu, M. Loipersberger, A. Lu-
enser, A. Manjanath, P. Manohar, E. Mansoor, S. F. Manzer,
S.-P. Mao, A. V. Marenich, T. Markovich, S. Mason, S. A.
Maurer, P. F. McLaughlin, M. F. S. J. Menger, J.-M. Mewes,
S. A. Mewes, P. Morgante, J. W. Mullinax, K. J. Ooster-
baan, G. Paran, A. C. Paul, S. K. Paul, F. Pavošević, Z. Pei,
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