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First-Principles Predictions for Shear Viscosity of Air
Components at High Temperature†

Paolo Valentini,∗a Ashley M. Verhoff,b Maninder S. Grover, a and N. J. Bisek b

The direct molecular simulation (DMS) method is used to obtain shear viscosity data for non-reacting
air and its components by simulating isothermal, plane Poiseuille subsonic flows. Shear viscosity is
estimated at several temperatures, from 273 K to 10000 K, by fitting the DMS velocity profiles
using the analytic solution of the Navier-Stokes equations for this simple canonical flow. The ab
initio potential energy surfaces (PESs) that describe the various atomic-level interactions are the only
input in the simulations. Molecules involved in a collision within the flow can occupy any rovibrational
state that is allowed by the effective diatomic potential. For molecular nitrogen, oxygen, and air at
standard condition molar composition, the DMS shear viscosity predictions are in excellent agreement
with the experimental data that are available up to about 2000 K. The results for pure molecular
nitrogen and pure molecular oxygen also agree very well with previously published quasi-classical
trajectory (QCT) calculations based on the same PESs. It is further shown that the ab initio shear
viscosity data are generally lower than the corresponding values used in popular computational fluid
dynamics codes, over a wide temperature range. Finally, Wilke’s mixing rule is demonstrated to
accurately predict the DMS air viscosity results from the pure molecular components data up to
4000 K.

1 Introduction
The need for accurate transport models for air at high tempera-
ture is particularly important for hypersonic flight. Typical shock
layer temperatures often exceed thousands of degrees in the vicin-
ity of the stagnation point of a hypersonic vehicle and can also be
quite high near the entire surface for sustained hypersonic cruis-
ing1. The experimental characterization of transport properties
for air and its constituents beyond about 1000 K becomes ex-
tremely difficult and is affected by considerable uncertainty2–7.
Therefore, molecular simulation offers an attractive theoretical
alternative to experiments, particularly when employed with ab
initio potential energy surfaces (PESs) that describe atomic-level
interactions between the various air particles8–16.

Most studies based upon these first-principles PESs have fo-
cused on kinetic processes involving internal energy relaxation
and its coupling to chemical reactivity9,17–20, with considerable
success in validating the results with the available experimental
data. However, less work has been done to investigate their ability
to predict transport properties. Only recently, studies have been
conducted to obtain transport phenomena from first-principles
potential surfaces. Although shear viscosity has received some
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particular attention21–24 , we devised a novel approach using the
direct molecular simulation (DMS) method to estimate thermal
conductivity from ab initio PESs25.

State-of-the-art collision integrals used in computational fluid
dynamics (CFD)26,27 were also derived from molecular interac-
tion models. However, with the exception of monoatomic sys-
tems, these simplified potentials28,29 have disparate accuracy
(from semi-empirical to phenomenological) and origin (being ob-
tained from quantum mechanical methods of various accuracy).
Although not necessarily inaccurate, many physical interactions
between diatoms were often modeled too simplistically28 (i.e.,
point-mass assumptions neglecting internal degrees of freedom).
Furthermore, many simplified potentials were calibrated using
low-temperature shear and bulk viscosity data, thus making their
transferability to high temperatures questionable. Our approach
is to derive physical and chemical properties for air from a con-
sistent set of ab initio surfaces obtained from methods of similar
accuracy. Importantly, no empirical information from shear viscos-
ity measurements is built into these PESs, as the interatomic energies
are exclusively computed from first-principles methods.

This study represents a refinement and extension of our previ-
ous efforts24,30 that were targeted to obtain shear viscosity data
for atomic and molecular nitrogen from ab initio potential energy
surfaces. Similar to our previous works, we use the DMS method
to simulate canonical, two-dimensional, laminar gas flows from
which the shear viscosity coefficient is obtained. Here, we ex-
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tend the previous results to molecular and atomic oxygen as well
as mixtures of molecular nitrogen and oxygen at standard condi-
tion composition, for a wide range of temperatures. In addition,
we present a rigorous procedure to quantify the statistical uncer-
tainty on the molecular simulation data.

The DMS method is closely related to the direct simulation
Monte Carlo (DSMC) method31. However, the simplified collision
models used in DSMC are all replaced by molecular dynamics tra-
jectories on a PES. In other words, DMS combines the efficiency
of the DSMC technique with the accuracy of trajectory-based cal-
culations, such as the quasi-classical trajectory (QCT) method32.
The QCT method has been routinely used to evaluate transport
properties, but it must be based on a Monte Carlo quadrature of
the relevant collision integrals33. For diatom-diatom systems, be-
cause of the high dimensionality of the reactants’ configuration
space, several simplifying assumption must be used to make the
calculations computationally tractable. For example, Mankodi et
al.21 present QCT-obtained data for shear viscosity of molecu-
lar nitrogen and oxygen, but they consider reactant molecules in
the ground rotational state only and having different vibrational
states. Previously, we found very good agreement between DMS
predictions for molecular nitrogen shear viscosity30 and the data
presented by Mankodi et al.21, where both sets of results were
based upon the same potential energy surface of Paukku et al.8,9.
However, this conclusion cannot be extended in general.

In our approach, the DMS method is used to compute a plane,
isothermal Poiseuille flow. Although the DMS method allows for
all collision outcomes consistent with the local gas state, as dis-
cussed later, the specified chemical composition is not allowed to
change in this work. The total collision energy is redistributed be-
tween translational and internal energy depending on the phase-
space region explored during the interaction. For systems char-
acterized by multiple PESs due to their unpaired electrons (e.g.,
ground-state O2+O2), interactions occur on the relevant set of
PESs with the appropriate statistical weights related to the over-
all spin couplings. We point out that the results presented by
Mankodi et al.21 for molecular oxygen were obtained from tra-
jectories on the triplet ground-state O2+O2 surface only. Finally,
we estimate the shear viscosity of the gas by using the known an-
alytic solution for the flow. The procedure is repeated at various
gas flow temperatures, thus yielding shear viscosity as a function
of temperature.

The objective of this work is two-fold. First, we report shear vis-
cosity data obtained from DMS based on ab initio PESs removing
some of the simplifying assumptions utilized in previous works
based on some of the PESs employed in this work. The results
presented here are also rigorously assigned proper confidence in-
tervals. Second, the method described in this work is indepen-
dent of the particular intermolecular models and gas composi-
tions. Therefore, arbitrary multi-component gas flows could be
simulated with DMS to obtain shear viscosity data for an arbi-
trary gas mixture, whereas a mixing rule would be needed in QCT
calculations, i.e., another modeling assumption.

This article is organized as follows: in Sec. 2, we briefly de-
scribe the main numerical ingredients (Sec. 2.1), the intermolec-
ular models (Sec. 2.2), and the simulation parameters (Sec. 2.3).

The uncertainty quantification is discussed in Sec. 2.4. Results are
discussed in Sec. 3, where nitrogen (Sec. 3.1), oxygen (Sec. 3.2),
and air (Sec. 3.3) shear viscosity data from DMS are presented.
Finally, the conclusions are stated in Sec. 4.

2 Methodology

2.1 Direct molecular simulation

Only a brief overview of the DMS method is provided here, as it
has been extensively described in previous references17–20,34–36.
As stated, the DMS method and DSMC share the same formula-
tion, with the exception of the mapping from initial (reactant)
to final (product) molecular states. In DSMC, this mapping is
obtained from functions of a set of pre-collision quantities (e.g.,
total collision energy, impact parameter, initial states, etc.). In-
stead, the DMS method directly utilizes a trajectory integration
to obtain the post-collision states (i.e., product states).

Similar to DSMC, DMS simulations are carried out using time
steps of the order of the smallest mean collision time in the flow,
the cell sizes in the flow field are of the order of the local mean
free path, and only a subset of real particles in each control vol-
ume is simulated by assigning a so-called particle weight. The no
time counter (NTC) algorithm31 is used to select particle pairs
for collisions in each cell34. A sufficiently large hard-sphere total
cross-section σ = πb2

max based upon the maximum impact param-
eter bmax is used to conservatively ensure that all collisions having
a non-negligible angle of deflection are simulated. This is particu-
larly important for transport coefficients since they are functions
of integrals of the scattering angle over all impact parameters33.

DMS particles possess all the internal phase-space coordinates
needed to describe their structure (e.g., single atoms, diatomics,
triatomics, etc.). When selected for trajectory integration, their
coordinates are propagated in time by integrating Newton’s sec-
ond law of motion using the finite-difference, symplectic velocity-
Verlet algorithm37, with a time step of the order of a femtosecond.
Trajectories are truncated when the products are separated by a
distance D0 which is large enough that no effective state changes
are possible. All simulation parameters are detailed in Sec. 2.3.

2.2 Ab initio potential energy surfaces

Molecular interactions are modeled with ab initio PESs. All PESs
are listed in Table 1 for each interaction together with the ref-
erences containing the computational details of the quantum me-
chanical methods8–11,14. In general, the authors8–11,14 used com-
plete active space second-order perturbation theory (CASPT2) us-
ing a minimally augmented correlation-consistent polarized va-
lence triple zeta basis set (maug-cc-pVTZ). A complete active
space self-consistent-field (CASSCF) calculation was generally
used to obtain orbitals and a reference state for the CASPT2 calcu-
lations. Many thousands of single-point energies were then fit us-
ing permutationally invariant polynomials to obtain smooth sur-
faces suitable for dynamical calculations, such as those presented
in this work. For N2+N2 and N2+O2 collisions, trajectories are
integrated on the respective PESs. However, for molecular oxy-
gen collisions, trajectories occur on one of three surfaces (Table
1), with probability 1/9 (singlet), 3/9 (triplet) and 5/9 (quintet).
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Dissociation energy curves are used for atom-atom trajectories.
No electronic excitation is considered in this work because tra-

jectories occur on ground-state PESs only. A precise estimate of
the error resulting from neglecting electronically excited states,
which are known to be important at high temperature38, is
made difficult by the current lack of PESs for electronically ex-
cited states. The method presented here is not inherently lim-
ited to adiabatic dynamics only, thus it can be extended to non-
adiabatic dynamics as new, accurate electronic structure calcu-
lations are conducted39. Furthermore, collision-specific ground-
state cross-sections are still needed in kinetic particle methods
(e.g., DSMC) for the simulation of hypersonic flows in thermo-
chemical nonequilibrium.

Table 1 Ab initio potential energy surfaces

Interaction Reference(s)
N2+N2, N+N Bender et al. 8,9

O2+O2, O+O Paukku et al.
(singlet and quintet) 10

Paukku et al.
(triplet) 11

N2+O2 Varga et al. 14

2.3 Simulation details

Isothermal, plane Poiseuille flows were simulated with DMS to
estimate the shear viscosity coefficient using the Navier-Stokes
analytic solution for the steady-state velocity profile v(x):

v(x) =− 1
η

x(L− x)
2

d p
dy

, (1)

where η is the shear viscosity, and L is the separation between
two infinite flat plates in the yz plane40. The pressure gradient
along y, d p

dy , drives the flow and was obtained by imposing a con-
stant acceleration, ay, in the y direction. This body force results in
a pressure gradient − d p

dy = ayρ, with ρ the mass density of the gas.
The magnitude of ay was adjusted to minimize compressibility ef-
fects, so that the Mach number based on the maximum speed in
the channel, v(L/2), would not exceed about 0.3 at the imposed
wall temperature. This resulted in nearly isothermal flows. The
channel width L was set to 1×10−5 m. Periodicity was enforced in
the y and z directions. For all cases, the number density was set to
4.2 × 1025 m−3, corresponding to a mass density between 1 and
2.2 kg/m3, depending on the gas composition. The correspond-
ing Reynolds numbers varied from about 20 to 150, depending
on temperature and gas, and, thus, the stable, time-invariant so-
lution contained in Eq. 1 is expected to describe the channel flow
velocity profiles.

For trajectory integration, the time step was varied from 0.05
fs to 1 fs, with smaller values at the higher temperatures. Each
trajectory was integrated using the velocity Verlet algorithm with
a fixed time step. The maximum impact parameter bmax was set
to 6 Å for all cases, whereas D0 was set to 15 Å for N and N2,
20 Å for O and 25 Å for O2. We found that oxygen interactions
extended to larger separations than in nitrogen, thus requiring a

bigger spatial cut-off D0.

Particle-wall interactions were modeled as fully diffuse.
Molecules impinging on the walls were reflected with no depen-
dence on their incident velocity and were given a new center-of-
mass velocity vector, sampled from a Gaussian distribution con-
sistent with the surface temperature. Both walls were main-
tained at the same temperature. For molecules, their internal
phase-space coordinates were assigned to correspond to inter-
nal energies (rotational and vibrational) distributed according to
a Boltzmann distribution consistent with the wall temperature
and diatomic energy curve, and without any correlation with the
internal states prior to the collision with the wall. To ensure
consistency with the classical dynamics of interactions between
molecules in the interior of the simulation domain, vibrational
states of the wall-scattered molecules were assigned using frac-
tional vibrational states for each of the allowed rotational states,
using the Wentzel-Kramers–Brillouin (WKB or quasi-classical) ap-
proximation32. Specifically, each vibrational level at a given ro-
tational state was subdivided into 20 sub-levels, thus better ap-
proximating a continuous distribution of vibrational states, start-
ing from the minimum of the potential well (i.e., no zero-point
energy was included in the generation of states for wall-reflected
molecules). Finally, we point out that the gas behavior in the
vicinity of the walls did not correspond to any realistic atomic-
level interaction. A realistic treatment of particle-wall collisions
would introduce numerous difficulties. First, the assumption of
atomically flat surfaces becomes questionable (and, in most cases,
incorrect) for most materials at high temperatures. Second, PESs
describing molecule-wall interactions are, in most cases, unavail-
able for arbitrary surface materials exposed to air or its com-
ponents. Third, adsorption/desorption of gas molecules on the
channel walls as well as surface coverage would have to be incor-
porated in the simulations to achieve better realism. Clearly, these
are only some of the important aspects of gas-surface interactions
in high-temperature gas flows, but they are beyond the scope of
the present study. Here, the walls simply imposed complete ther-
mal and velocity accommodation, resulting in a near no-slip wall
boundary condition that enables a comparison with the analogous
continuous flow described by the Navier-Stokes equations. There-
fore, the data presented here should be interpreted as consistent
with the Chapman-Enskog hydrodynamics.

Finally, to maintain the initial chemical composition of the
molecular systems, we ignored all simple and double dissocia-
tions by resetting the phase-space coordinates of the colliding
molecules to their initial pre-collision states if they underwent
dissociation. Note that exchange reactions were permitted in the
case of N2+N2 or O2+O2 collisions, as they do not alter the chem-
ical composition of the system. For N2+O2 interactions, exchange
processes would result in NO production, and, thus, they were
forbidden. Hence, the gas was generally in local thermal equi-
librium, but not in chemical equilibrium. Similarly, for atomic
systems, the DMS method ignores recombination since only pair-
wise interactions are allowed. Therefore, the system remained in
thermal equilibrium only.
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2.4 Uncertainty estimation

Similar to other particle methods, DMS predictions of macro-
scopic observables are affected by several sources of uncertainty.
These can be grouped into three main categories: (i) PES accu-
racy, (ii) simulation parameters (e.g., trajectory integration time
step, NTC time step, cut-offs, etc.), and (iii) statistical uncertainty.

It is beyond the scope of this work to analyze the uncertainty
deriving from the PES. Previous works have attempted to es-
tablish comparisons between predictions from independently de-
rived PESs on the same macroscopic observables and, therefore,
draw conclusions on their accuracy30,41,42. Uncertainty quantifi-
cation was also conducted for select potential surfaces43. Unfor-
tunately, these investigations are often made difficult by the lack
of experimental data with sufficient resolution to discern between
ab initio predictions or the altogether lack of experimental data,
particularly at very high temperatures.

Simulation parameters may introduce systematic errors in the
molecular simulation results. A judicious choice of these parame-
ters was made to minimize their impact on the uncertainty affect-
ing the reported data. In select cases, simulations were repeated
with more conservative values and the invariance of the results
(within statistical scatter) was verified.

The use of Eq. 1 to estimate the shear viscosity η from the ve-
locity profile is strictly valid at steady-state. Figure 1(a) shows the
transient from the (arbitrary) initial condition to the steady state
flow. We observed that the relaxation time to steady state was of
the order of microseconds for the temperature and density con-
ditions chosen in this work. Hence, cumulative sampling of the
velocity profile before the system reaches steady state introduces
a systematic error in the time average of v(x) and, consequently,
η . On the other hand, very long simulation times that would av-
erage out the bias from the initial transient, become excessively
expensive, due to the cost of simulating an enormous number of
trajectories on ab initio PESs. However, as shown in Figure 1(a),
the DMS flow transient is time accurate and in close agreement
with the numerical solution of the Navier-Stokes equations using
the DMS prediction for shear viscosity (obtained at steady state).
This is expected provided that the DMS simulation parameters,
namely cell size and time step, are chosen appropriately, as briefly
described in Sec. 2.1. Therefore, to monitor the evolution of the
system to steady state, we extracted velocity profiles at fixed inter-
vals throughout the DMS transient. These samples were collected
over intervals of 1000 or 2000 DMS time steps and averaged from
all time steps or from every other time step during those intervals.
Because the typical DMS time step was set to ∼ 1 ps, the velocity
samples were averaged over about ∼ 1 ns, a small time window
in comparison to the characteristic flow time of ∼ 1µs. Therefore,
each velocity profile can be considered instantaneous and was fit
using Eq. 1 to obtain η from a least-square procedure. In this
manner, the time evolution of η was obtained, as shown in the
example in Fig. 1(b) for molecular nitrogen at 273 K. The uncer-
tainty on the measurements for η was then assigned as one stan-
dard deviation of the samples collected within the steady-state
temporal window.
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Fig. 1 (a) Time evolution of a 273 K molecular nitrogen plane, Poiseuille
flow predicted by the DMS from the initial condition to steady state.
The transient is compared to the Navier-Stokes continuum prediction
based upon the shear viscosity estimate at steady state using Eq. 1; (b)
translational temperature profiles during the transient across the channel;
(c) corresponding time evolution of the shear viscosity estimate.

3 Results and discussion
DMS shear viscosity predictions are presented for atomic and
molecular nitrogen (Sec. 3.1), atomic and molecular oxygen
(Sec. 3.2), and non-reactive air (Sec. 3.3). In all cases, the re-
ported DMS data have an uncertainty of less than 5% assuming
a confidence interval of 68%. All data are compared to the zero-
density limit experimental correlation of Lemmon and Jacobsen4.
This correlation was obtained by an extensive analysis of existing
experimental data and was generally within 5-6% of the actual
experimental data points. For this reason, we use it as a surrogate
of the experimental measurements for ease of presentation. It is
important to emphasize that experiments are limited to tempera-
tures below about 2000 K, and thus a comparison with the high-
temperature extrapolation of the Lemmon and Jacobsen correla-
tion is only meant to highlight the limitations and potential risks
of empirical fits. Fits for the DMS data were obtained assuming a
power-law dependence of shear viscosity on temperature:

η(T ) = ηREF

( T
TREF

)ω

, (2)

where we selected TREF = 273.16 K and where ω is the viscosity
index.

DMS shear viscosity predictions for nitrogen and oxygen are
also compared with the QCT data of Mankodi et al.21. For N+N
and N2+N2 interactions, both sets of results are obtained from
precisely the same PES. However, for O2+O2, the QCT results
were obtained on the triplet surface only11, which constitutes one
of the three possible spin couplings. In our DMS, however, all
three surfaces are utilized, as described in Sec. 2.2.

Finally, comparisons are presented between the DMS results for
oxygen and nitrogen and the collision-specific DSMC cross-section
calibrations of Swaminathan-Gopalan and Stephani26. In their
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work, the authors recommend DSMC parameters that best repro-
duce the collision integrals currently employed in the Langley
Aerothermodynamic Upwind Relaxation Algorithm (LAURA)44

and Data Parallel Line Relaxation (DPLR)45 CFD solvers. To com-
pare to their variable hard sphere (VHS) data26, we used the
standard relation:

ηREF =
15

√
2πmrkBTREF

2(5−2ω)(7−2ω)πd2
REF

, (3)

where mr is the reduced mass and kB is Boltzmann’s constant31.

3.1 Shear viscosity of atomic and molecular nitrogen
The DMS results for molecular and atomic nitrogen shear viscos-
ity are shown in Fig. 2(a) over the typical experimental tem-
perature range and are extended to 10000 K in Fig. 2(b). For
temperatures below approximately 2000 K, the DMS predictions
for molecular nitrogen shear viscosity are in excellent agreement
with the experimental correlation of Lemmon and Jacobsen4. It
can be seen that the extrapolation of the experimental correlation
is in fair agreement with the calculations up to 4000 K, but signif-
icantly over-predicts the molecular shear viscosity at even higher
temperatures. Figure 2 also contains the DMS results for atomic
nitrogen shear viscosity, for which no available experimental data
were found.

Using Eq. 2, a least-square procedure yielded shear viscosity
indices ω of 0.688 and 0.663 for N+N and N2+N2, respectively.
This is in contrast with the commonly used value of 0.74 for
molecular nitrogen recommended by Bird31, that was, however,
obtained from shear viscosity data at near standard conditions.
The reference viscosity (ηREF) was 20.5 µPa s and 17.0 µPa s for
N+N and N2+N2, respectively. For molecular nitrogen, ηREF is
within 3% of the value reported by Bird31.
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Fig. 2 (a) DMS and experimental shear viscosity data for atomic and
molecular nitrogen up to 2000 K; (b) DMS shear viscosity data for atomic
and molecular nitrogen up to 10000 K. The dashed line denotes the high-
temperature extrapolation of the zero-density limit experimental correla-
tion of Lemmon and Jacobsen4 for molecular nitrogen.

The comparison between DMS and QCT shear viscosity data is

shown in Fig. 3(a) for atomic nitrogen and Fig. 3(b) for molec-
ular nitrogen. For N2+N2 interactions, the agreement between
the two methodologies is remarkably good over the entire tem-
perature range considered in this study. However, for N+N inter-
actions, the DMS predictions become significantly larger at tem-
peratures greater than about 2000 K, despite being based on the
same interatomic potential. The origin of this discrepancy is cur-
rently not known.

Shear viscosity data obtained by Istomin and Kustova38 using
the Chapman-Enskog theory and accounting for electronic excita-
tion are presented in Fig. 3(a)-(b) for both atomic and molecular
nitrogen. In the temperature range that we considered (273 K
to 10000 K), the agreement with the DMS predictions is good,
particularly for atomic nitrogen. At temperatures below about
2000 K, the shear viscosity coefficients for molecular nitrogen ob-
tained by Istomin and Kustova38 are also in excellent accordance
with the DMS data. However, at higher temperatures, the DMS
shear viscosity results are lower, with a maximum discrepancy of
about 15% at 10000 K. This could be attributed to the increasing
importance of electronic excitation at very high temperatures.
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Fig. 3 Comparisons between DMS, QCT21 and Chapman-Enskog38

shear viscosity data for nitrogen.

Finally, we show the comparison with the fits of Swaminathan-
Gopalan and Stephani26, who consider both 6-species neutral
air (1000 K to 5000 K) and 13-species ionized air (1000 K to
10000 K). As shown in Fig. 4, the DMS data are generally lower
than the recommended collision-specific fits, for both atom-atom
and diatom-diatom collisions. Better agreement is seen with the
neutral air collision parameters, as expected. Table 2 contains the
DMS-tuned VHS parameters, namely ω and dREF, with the latter
obtained from the expression contained in Eq. 3.

3.2 Shear viscosity of atomic and molecular oxygen

The DMS results for molecular and atomic oxygen shear viscosity
are shown in Fig. 5(a)-(b). Similar to molecular nitrogen, the
DMS shear viscosity predictions agree remarkably well with the
experimental data up to about 1500 K4. The extrapolation of the
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Table 2 DMS-informed VHS collision-specific reference diameter and viscosity index for nitrogen.

Interaction dre f (DMS) dre f (neutral air VHS 26) ω (DMS) ω (neutral air VHS 26)
N+N 3.078 Å 2.967 Å 0.688 0.688

N2+N2 3.971 Å 3.536 Å 0.663 0.627
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Fig. 4 Comparisons between DMS and VHS26 nitrogen shear viscosity
curve fits.

experimental correlation is shown to predict shear viscosity rela-
tively well up to 5000 K. Beyond that, the high-temperature ex-
trapolation considerably over-predicts the DMS data. For atomic
oxygen, the DMS results are qualitatively similar to those ob-
tained for atomic nitrogen, in that the atomic system exhibits
larger viscosity than the molecular system. For atomic oxygen,
no available experimental data were found. The reference shear
viscosity was 33.6 µPa s and 20.2 µPa s for O+O and O2+O2, re-
spectively. For molecular oxygen, ηREF is within 6% of the value
reported by Bird31.

Similar to atomic nitrogen, the DMS shear viscosity data for
O+O interactions are generally larger than the corresponding re-
sults from QCT21, as shown in Fig. 6(a). On the other hand,
for molecular oxygen, the agreement is remarkably good over the
entire temperature range considered in our work, as illustrated
in Fig. 6(b). This is despite several simplifying assumptions used
in QCT, that were detailed in the Introduction. More importantly,
the QCT data were obtained on the triplet O2+O2 surface only.
This suggests that all three surfaces (singlet, triplet, and quintet)
predict a similar shear viscosity.

Shear viscosity data that include electronic excitation38 are
presented in Fig. 6(a)-(b) for a comparison with the DMS pre-
dictions. For atomic oxygen, DMS and Chapman-Enskog the-
ory shear viscosity data are in fair agreement, up to 10000 K,
and agree very well for molecular oxygen. Similar to N2, the
shear viscosity obtained by Istomin and Kustova38 is larger at the
higher temperatures, with a maximum discrepancy of about 7%
at 7500 K, potentially attributable to electronically excited states.

Like for nitrogen, we report a comparison with the fits of
Swaminathan-Gopalan and Stephani26. As shown in Fig. 7(a),
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Fig. 5 (a) DMS and experimental shear viscosity data for atomic and
molecular oxygen up to 2000 K; (b) DMS shear viscosity data for atomic
and molecular oxygen up to 7500 K. The dashed line denotes the high-
temperature extrapolation of the zero-density limit experimental correla-
tion of Lemmon and Jacobsen4 for molecular oxygen.

T [K]

η
 [

µ
P

a
 s

]

0 2000 4000 6000 8000 10000
0

100

200

300

O+O

(a)

T [K]

η
 [

µ
P

a
 s

]

0 5000 10000 15000 20000
0

100

200

300

DMS

DMS (fit)

Mankodi et al.

Istomin and Kustova

O
2
+O

2

(b)

Fig. 6 Comparisons between DMS, QCT21 and Chapman-Enskog38

shear viscosity data for oxygen.

the atomic oxygen shear viscosity from DMS is in close agreement
with the VHS fits for both neutral and ionized air, but closer to the
neutral air curve. Like molecular nitrogen, for molecular oxygen,
DMS predicts shear viscosity values that are lower than the corre-
sponding VHS fits from Swaminathan-Gopalan and Stephani26.
This is illustrated in Fig. 7(b). Table 3 contains the DMS-tuned
VHS parameters.
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Table 3 DMS-informed VHS collision-specific reference diameter and viscosity index for oxygen.

Interaction dre f (DMS) dre f (neutral air VHS 26) ω (DMS) ω (neutral air VHS 26)
O+O 2.380 Å 3.005 Å 0.590 0.717

O2+O2 3.772 Å 3.380 Å 0.662 0.641
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Fig. 7 Comparisons between DMS and VHS26 oxygen shear viscosity
curve fits.

3.3 Shear viscosity of non-reactive air
DMS predictions for viscosity of non-reacting air are shown in Fig.
8. Similarly to molecular oxygen, multiple PESs (Sec. 2.2) were
required to describe the various interactions in the flow, namely
N2+N2 (1 PES), O2+O2 (3 PESs), and N2+O2 (1 PES). As illus-
trated, the agreement with the experimental correlation of Lem-
mon and Jacobsen4 is very good up to about 4000 K. We also
report the experimental data of Matthews et al.46 that extend to
relatively high temperatures (up to 1700 K). A fit of the DMS
data, once again using Eq. 2, yielded a shear viscosity index of
0.632 and a reference shear viscosity ηREF of 18.9 µPa s. Finally,
the application of Wilke’s rule33, using mole fractions of 25% and
75% for O2 and N2, respectively, appears to predict the viscosity
of air quite well up to about 4000 K, although a slightly larger
discrepancy is predicted at 6000 K.

4 Conclusions
In this work, we have used the DMS method to obtain shear
viscosity data for air and its components at temperatures up to
10000 K. The only input in the calculations are the ab initio PESs
that describe the various atomic-level interactions9–11,14. Isother-
mal, plane Poiseuille flows at subsonic conditions were simulated
using DMS and shear viscosity was estimated using the analytic
solution of the Navier-Stokes equations.

In all cases, the DMS shear viscosity predictions for molecular
systems are in excellent agreement with the experimental data4,
up to about 2000 K. Even though these potential energy surfaces
were produced with a particular focus on high-energy collisions
characteristic of high-temperature gaseous environments, the ac-
curacy of the low-temperature shear viscosity data lends further
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Fig. 8 DMS and experimental shear viscosity data4,46 for non-reacting
air up to 6000 K. The dashed blue line denotes the high-temperature ex-
trapolation of the zero-density limit experimental correlation of Lemmon
and Jacobsen4.

credibility to their overall accuracy to describe interactions be-
tween ground-state air molecules over a wide range of collision
energies.

The results for pure molecular nitrogen and pure molecular
oxygen agree very well with previous QCT calculations based on
the same PESs. The QCT data for molecular oxygen were ob-
tained on the triplet O2+O2 surface only21. The agreement with
DMS, that was based on all three O2+O2 surfaces, indicates that
the three ground-state PESs predict very similar viscosity cross-
sections. This precise agreement with QCT was not found for the
atomic systems though, and the cause of this discrepancy is cur-
rently unknown.

The role of electronic excitation is known to be important at
high temperatures. Via comparisons with theoretical data that do
include electronically excited states38, we determined that the
DMS ground-state only predictions underestimate shear viscos-
ity by at most 15% at the highest temperature considered here,
namely 10000 K. However, the many simplifying modeling as-
sumptions required in the Chapman-Enskog theory38 limit the
general validity of this conclusion, although the qualitative trends
appear to be correct.

A comparison with best fits of Swaminathan-Gopalan and
Stephani26 reveals that the ab initio predictions for shear viscosity
are generally lower than the values used in popular thermochemi-
cal nonequilibrium CFD codes44,45. This is of particular relevance
at high temperatures, where the difference in shear viscosity ex-
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ceeds 20%.
Finally, similar to our previous work24, we verified the accuracy

of Wilke’s mixing rule by comparing shear viscosity values com-
puted by the mixing rule using the pure component data only and
the corresponding results from DMS. Wilke’s mixing rule yields
consistent predictions for the shear viscosity of non-reacting air
up to about 4000 K, although a slightly larger discrepancy is ob-
served at 6000 K.
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