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Hot Hole Transfer at Plasmonic Semiconductor/Semiconductor 
Interface  

Mario Gutiérrez,a Zichao Lian,b Boiko Cohen,*a Masanori Sakamoto*b, and Abderrazzak Douhal*a 

Localized surface plasmon resonance (LSPR)-induced hot-carrier transfer provides an attractive alternative for light-

harvesting using the full solar spectrum. The defect mediated hot carrier transfer is identical in the plasmonic 

semiconductor/semiconductor interface and can overcome the low efficiency of plasmonic energy conversion thus boosting 

the efficient IR-light to energy conversion. Here, using femtosecond transient absorption (TA) measurements, we directly 

observed the ultrafast non-radiative carrier dynamics of LSPR-driven hot holes created in a CuS nanocrystals (NCs) and 

CuS/CdS hetero nanocrystals (HNCs). We demonstrate that in the CuS NCs, the relaxation dynamics follows a multiple 

relaxation pathways. Two trap states are populated by the LSPR-induced hot holes in times (100 – 500 fs) that efficiently 

compete with the conventional LSPR mechanism (250 fs). The trapped hot holes intrinsically relax in 20 - 40 ps and then 

decay in 80 ns and 700 ns. In the CuS/CdS HNCs, once the CuS trap states have been populated by the LSPR-generated hot 

holes, the holes transfer through plasmon induced transit hole transfer (PITCT) in 200 - 300 ps to the CdS acceptor phase 

and relax in 1 - 8 and 40 – 50 s. The LSPR-recovery shows weak excitation wavelength and fluence dependence, while the 

dynamics of the trap states remains largely unaffected. The direct observation of formation and decay processes of trap 

states and hole transfer from trap state provides an important insight into controlling the LSPR-induced relaxation of 

degenerated semiconductors.

Introduction  

Localized surface plasmon resonance (LSPR)-induced carrier transfer 

holds a key to achieve a paradigm shift in both scientific fields 

regarding light and solar-energy industry.1-20 The LSPR band can be 

tuned over a broad spectral range by modifying the properties of the 

plasmonic materials such as carrier density,14, 21-24 crystal structure 

and morphology, 25, 26 allowing solar energy utilization from the 

ultraviolet (UV) to infrared (IR) spectral regions.2, 8, 26-28 However, the 

low conversion efficiency due to ultrafast relaxation of the LSPR-

induced hot carriers and the efficient charge recombination have 

been major drawbacks of LSPR-induced energy conversion. More 

specifically, the hot carrier transfer competes with the ultrafast 

relaxation processes via carrier scattering with timescales of just 

hundreds of femtoseconds.4, 7, 29, 30 Therefore, it is difficult to achieve 

sufficient extraction of energy from LSPR materials for practical 

applications for energy conversion from the kinetic perspective. 

LSPR materials based on semiconductor compounds, such as the 

copper chalcogenide nanocrystals, poses excellent tunable hole-

based LSPR absorption in the near-IR (NIR) region.6, 20, 21, 23, 24, 31-35 The 

relaxation of plasmonic copper chalcogenide nanocrystals in 

combination with their unique carrier-trapping mediated transfer, 

have boosted their employment as efficient IR-responsive 

photocatalysts.20, 31, 36 The carrier trapping process can compete 

efficiently with the ultrafast relaxation of the generated hot carriers 

in LSPR materials. For heterostructured nanocrystals (HNCs) 

composed of plasmonic copper sulfide (CuS) phase and another 

semiconductor phase (i.e. acceptor phase), trap-mediated hole 

transfer (plasmon induced transit hole transfer, PITCT) was 

demonstrated to provide efficient IR-induced catalytic activity.1, 20 In 

PITCT, a two-step mechanism is suggested where the first step is the 

trapping of the LSPR-generated hot carriers in the CuS, which is then 

followed by transfer of the trapped carriers to the acceptor phase 

(Scheme S1). PITCT occurs in conjunction with the conventional 

tunneling mechanism, where only the hot holes generated within the 

region defined by the heterointerface (p−n heterojunction) of the 

HNCs can participate effectively in interfacial hole transfer. 

Elucidation of this PITCT-related carrier transport mechanism would 

pave the way for the highly efficient plasmonic energy conversion. 

The better understanding of the behavior of hot holes in plasmonic 

materials, which has remained an ambiguous subject regardless of 

the unmistakable importance of the development of LSPR-induced 

carrier transfer materials, will undoubtedly open novel paths for the 

development of efficient IR-LSPR-responsive materials for varieties 

of photonic applications. However, important questions still need to 

be addressed adequately, such as how the heterosurface geometry, 

its location and the type of environment affect the efficiency of 

PITCT. For example, in the seminal work describing PITCT the authors 

studied the PITCT in a system where the heterosurface was formed 

between CdS nanocrystals on the surface of the CuS nanodisks, but 
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no systematic investigation was performed on the dependence of 

this process on the size and the location of the CdS phase.1 On the 

other hand, the majority of the reported studies were realized in a 

liquid phase,1, 19, 31, 36 which do not provide an answer whether the 

same mechanisms are operational in the solid state, where a 

significant part of gas phase photocatalytic reactions take place (e.g. 

photocatalytic CO2 reduction to solar fuels, oxidation of volatile 

organic compounds, etc.).37   

Herein, we elucidated the LSPR-induced behavior of hot holes in CuS 

NCs and CuS/CdS HNCs using time-resolved optical spectroscopy 

probing from the visible to NIR spectral region in solid thin film in 

absence of solvent. Femtosecond TA experiments allow direct 

observation of the ultrafast carrier dynamics in LSPR-excited CuS NCs 

or CuS/CdS HNCs. From the detailed investigation of the ultrafast 

dynamics of LSPR-excited CuS NCs, we discovered that the unique 

relaxation process transits the two major trap states involved in the 

LSPR-induced relaxation in addition to the conventional decay of 

LSPR. Briefly, the trapping times of hot-holes range between 100 and 

400 fs, followed by an intrinsic relaxation in 2040 ps, from where 

they deactivate in 80 ns (shallow trap states) and 700 ns (deep trap 

states). Furthermore, the LSPR-induced hole transfer from CuS to CdS 

acceptor phase (in 200-300 ps) indicated an efficient PITCT. Laser 

flash photolysis experiments showed two new time components for 

CuS/CdS HNCs of 1 - 8 and 40 - 50 s that are assigned to the CdS trap 

states. The longer-lived relaxation of holes in the CuS/CdS HNCs, 

because of their transfer to the CdS acceptor phase and the 

subsequent relaxation from different trap states, offers a unique 

opportunity for developing more efficient photonic devices. Because 

the ultrafast relaxation of hot carrier is a major drawback of all 

plasmonic energy conversion systems, the mechanism studied here 

should change the conventional consensus regarding LSPR-induced 

energy conversion due to the overwhelming advantage of high 

energy conversion efficiency. Additionally, and opposite to most of 

the reports, the results presented here are on solid-state (thin film) 

samples, opening a novel avenue for further development of solid-

state LSPR-materials, that might boost the improvement of 

photonics related applications, such as solid-state solar energy 

conversion or photocatalysis.  

Results and Discussion  

The hexagonal plate shaped CuS NCs (size: 16.3±1.5 nm; thickness: 

5.7±1.1 nm) were synthesized by the previously reported method 

(Figure 1A and S1).1 We obtained CdS/CuS HNCs via seed-mediated 

synthesis using hexagonal plate-shaped CuS NCs as seeds (see 

Methods). The high-resolution transmission electron microscope 

(HR-TEM) images of CuS NCs and CuS/CdS HNCs are shown in Figure 

1A, B and S2. The different fringes corresponding to CdS (110) and 

cv-CuS (110) lattices suggest that the CdS satellite was attached on 

the edge of CuS disk. In the case of CuS/CdS HNCs, the image shows 

CdS satellites of 9 nm in size that were deposited on the edge regions 

of the CuS NCs (Figure 1B). We have also characterized the structure 

of the CuS and CuS/CdS HNCs powder X-ray diffraction (PXRD) (Figure 

S3). The patterns show that the CdS/CuS HNCs were composed of 

hexagonal covellite CuS (cv-CuS, JCPDS no 00-006-0464) and wurtzite 

CdS (w-CdS, JCPDS no. 00-041-1049) phases.  The transparent and 

green uniform films were fabricated by spin coating on glass 

substrate using ethylene diamine (EDA) or ethanedithiol (EDT) as 

binder molecules. These binder molecules exchange the protecting 

ligand of NCs and connect them reinforcing the resulting film. We 

have selected these two compounds as binders based on their 

intrinsic properties affecting the band structure of NCs. EDT is known 

for enhancing the p-type behaviour of semiconductive NCs, while 

EDA promotes the n-type behaviour.38, 39  

 

Figure 1. HR-TEM images of CuS NCs (A) and CuS/CdS HNCs (B), showing 

lattice fringes of Cu9S5, CuS and CdS phases. C) Absorption spectra of the 

CuS NCs and CuS/CdS HNCs with the solid ligand exchange of 

ethanedithiol (EDT). D) Energy diagrams of the CuS NCs and CuS/CdS 

HNCs.1  
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Figure 2. Time evolution of the TA spectra (TAS) of thin films of CuS 

(ethylene diamine, EDA) NCs in the visible (A) and (C); and in the NIR (B) 

and (D) spectral regions at short (A and B, 0 – 2 ps) and long (C and D, 2 

ps – 1 ns) time delays, following excitation at 1500 nm. The arrows 

indicate the time evolution from 0 to 2 ps and from 2 ps to 1 ns. The 

roman numerals I and II indicate the spectral position of trap state A and 

B, respectively. Red circles indicate the observed isosbestic points. The 

spectra have been smoothed for clarity of presentation. Note the 

difference in the OD values between the short and long-time windows. 
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Figure 1C shows the absorption spectra of CuS NCs and CdS/CuS 

HNCs film. The CuS NCs showed an LSPR peak at 810 and 1442 nm. 

The absorption peak of CuS NCs in CHCl3 solution is around 1080 nm.1 

The shift in the NCs film suggest that the plasmon coupling induced 

blue-shift of absorption spectra occurred in the CuS NCs film.32 On 

the contrary, the LSPR peak of the CdS/CuS HNCs was red shifted to 

1254 nm, which is similar to that observed in the CHCl3 solution 

phase. This red shift of the LSPR peak might be attributed to the 

change of different dielectric environment with the existence of CdS 

phases.1 The CdS phase surrounding the CuS NCs suppress the 

stacking between NCs to avoid the plasmon coupling of CuS domain 

of HNCs. Additionally, the p-type CuS and n-type CdS would form the 

p-n heterojunction at the interface.40 Band diagrams of the CuS and 

CdS NCs (Figure 1D) show that the VB edge of the CdS NCs is 0.91 eV 

lower than the Fermi level of the CuS NCs (EF), which suggests that 

the hot holes generated by NIR excitation of LSPR in the CuS phases 

could obtain sufficient energy to reach the VB of CdS.1, 40 

Femtosecond Transient Absorption of CuS NCs 

Figures 2A and 2C show the time evolution of the TA spectra (TAS) of 

CuS NC thin films following excitation at 1500 nm (IRF ~ 80 fs) in the 

visible spectral region at short (0 2 ps, Figure 2A) and long time-

delays (2 ps  1 ns, Figure 2C), while Figure 2B and 2D show the same 

TAS at short and long temporal scales, but in the NIR region. We did 

not observe significant differences between the TAS of the NCs using 

EDT or EDA as binder molecules (Figure 2 and Figure S4), which 

suggests that the relaxation mechanism for the hot holes in the CuS 

NCs is independent on the used binder molecules. To begin with, the 

TAS of CuS showed two isosbestic points located at 480 nm and 670 

nm at early times (0 – 2 ps), and another at 720 nm at longer times 

(> 2 ps). While the presence of the isosbestic points at early times 

has been reported previously,41 the one at 720 nm at longer delays 

has not been discussed. This point corresponds to the decay of the 

positive TAS on one hand and the ground state recovery on the other, 

indicating a common decay pathway for the hot holes to the relaxed 

state at longer times.  

Notably, the TAS of the CuS NCs in the visible region show multiple 

positive peaks at 505 nm, 540 nm, 645 nm and 665 nm at different 

observation times (Figure 2 and Figure S4), contrary to the smooth 

TAS of the conventional noble metal plasmonic materials derived 

from the broadening of LSPR.22, 31 The TAS at early times (0 – 2 ps) in 

the visible spectral range between 400 and 760 nm are composed of 

two bands centered at 540 nm and 645 nm that in the first 200 – 500 

fs change to two broader bands centered on 505 nm and 665 nm with 

the vanishing of the bleach LSPR band signal (negative signal at 

wavelengths > 680 nm). It should be noted that the intensity and the 

shape of the bands at 645 and 665 nm are strongly affected by the 

overlap with the blue edge of the LSPR band. Similar behavior of the 

TAS for CuS NCs in solution has been reported and assigned to the 

dynamics of the LSPR-induced hot holes and their trapping in deep 

and shallow trap states (vide infra).1, 36 At longer delays, the broad 

spectra decay collectively up to 100 ps followed by a constant 

residual contribution at delays > 1 ns (Figure 2C). In the NIR range 

between 860 and 1070 nm, a single negative band is observed, 

associated with the recovery of the LSPR due to the relaxation of the 

hot holes (Figure 2B and 2D). This band recovers within the first few 

picoseconds and at longer time delays shows a constant residual 

contribution in similarity with the TAS behavior in the visible range. 

The maximum of the ground state recovery NIR band (maximum at 

930 nm) is significantly blue-shifted with respect to the steady-state 

absorption spectrum (1438 nm). The observed blue shift could arise 

from the overlap of the LSPR-recovery band with the photoinduced 

absorption at lower energies due to thermalization processes, as 

previously described for a similar system.1, 21 It should be noted that 

the latter has a positive signal but due to limitation in the detector 

sensitivity in the NIR range we cannot detect it reliably. Thus, the 

observed time-evolution of the TAS in the visible and NIR spectral 

regions suggests contribution from different transient species 

undergoing several parallel processes in the excited state.  

The decay profile of the transient species following excitation at 1500 

nm at representative probe wavelengths in the visible region (440, 

570 and 640 nm) does not fully correspond to the recovery of the 

LSPR band (900 nm), indicating further that multiple decay processes 

are involved in the relaxation mechanism of the photo-produced hot 

holes (Figure 3). The dynamics for the same system following 

excitation at 1000 nm closely resembles the one observed for 1500 

nm excitation (Figures S5 and S6).  

Table 1. Fit parameter in terms of time constants () and relative 

contributions (ai) for the transients of CuS NCs and CuS/CdS HNCs with 

ethylenediamine (EDA) and ethanedithiol (EDT), probed at the indicated 

wavelengths. The negative sign indicates a rising component. IRF is 80 fs. 

The excitation wavelength was 1500 nm. 
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Table 1 shows the values of the time constants and the relative 

contributions obtained from the multi exponential fits to the 

transient decays of both CuS NCs (EDA and EDT ligands) following 

excitation at 1500 nm. The transient signal at 570 nm is characterized 

by a fast decay component of 0.32 ± 0.01 ps, followed by a slower 

one of 21 ± 2 ps and, finally, a constant contribution that persists for 

> 1 ns. The transient decay at 440 nm consists of a rising component 

that has similar value to the decaying one at 570 nm (0.35 ± 0.04 ps), 

followed by a 40 ± 3 ps component and a constant residual signal at 

longer delays (> 1 ns). At 640 nm, the TA signal shows a weaker 

contribution from the fs-component (0.20 ± 0.01, 36%) and decays 

with 27 ± 4 ps (30%) to a constant offset (> 1 ns, 34%). Finally, the 

ground state recovery at the NIR part of the spectrum (900 nm) is 

dominated by an ultrafast component (0.23 ± 0.03 ps, 90%) followed 

by a 23 ± 3 ps one (6%) and a constant offset (> 1 ns, 4%). It should 

be noted that the value of the ultrafast component (0.23 ps) for the 

transient decay at 900 nm is shorter in comparison to the one 

observed in the visible part of the spectrum (0.32 ps at 570 nm) 

indicating different relaxation channels for the excited hot species. 

Additionally, the fs-decay component in the visible part of the 

spectra (the transients at 570 and 640 nm) is most probably a 

combination of two separate components – one that corresponds to 

the conventional decay of the hot holes back to their relaxed state 

and the second one corresponding to the trapping of the 

photoproduced hot holes.  

To better characterize the origin of the residual signal in the 

femtosecond transients, we also interrogated the systems at longer 

timescales (ns - s) using laser flash photolysis. The transients 

collected at 470 nm, 560 nm and 650 nm following LSPR excitation at 

1100 nm decay bi-exponentially with time constants of 80 ns and 700 

ns (Figure S7A). The presence of long-lived components is in 

agreement with a previous study on CuS NCs that reported a 1.7s 

lifetime.1 We assign the lifetimes observed in the present work to the 

decay of the trapped hot holes in deep and shallow trap states. The 

presence of these long-lived components in all the observation 

wavelengths suggests a significant overlap of the broad spectral 

signatures of the associated trap states that is further supported by 

the femtosecond TAS behavior at long time delays. 

Whole picture of CuS relaxation 

The TAS behavior of the CuS NCs thin films after optical excitation at 

the LSPR band (at 1000 and 1500 nm) can be explained by the 

involvement of three overlapping relaxation processes (Scheme 1A). 

The main one, probed at the bleach recovery band at the NIR, is 

related to the conventional decay of the hot holes to the relaxed 

LSPR through a multi-step relaxation mechanism (i.e. plasmon 

dephasing, hole–hole scattering, hole–phonon coupling, and lattice 

heat dissipation) with time-constants of 0.23 ps and 23 ps.1, 22, 31, 36 

The other two relaxation processes originate from two different 

states, State A and State B (Roman numerals I and II in Figure 2 and 

Figure S4), assigned to trap-mediated decay of the hot holes. The 

Figure 3: Representative transient decays at selected probe wavelengths 

(as indicated in the figure) of thin films of CuS (EDA) NCs at short (A) and 

long (B) time scales following excitation at 1500 nm. The IRF is 80 fs.  

Scheme 1. Schematic Illustration of the carrier dynamics in A) CuS NCs and B) CuS/CdS HNCs after LSPR-band excitation. Three non-radiative relaxation 

pathways for the LSPR-generated hot holes have been identified. Along with the direct LSPR relaxation, two trap states (State A and State B, see text 

for details) are populated in times (~350 fs) comparable with the direct LSPR pathway (250 fs). The trapped holes are active to the CdS acceptor phase 

and are transferred through PITCT in 200 – 300 ps to the CdS trap states that decay in tens of s. 
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trap states are likely associated with S atoms that have a Cu 

deficiency, displacement of Cu, and/or ligands on the surface of CuS 

NCs.36 We assign the decay (at 570 nm) and rising (at 440 nm) 

component with a value of 0.35 ps to the formation of a population 

of trapped hot holes in the CuS NCs (state A). On the other hand, 

State B (670 nm) is accessible within the IRF (~ 80 fs) and decays with 

time constant similar to the one assigned to the relaxation of State 

A, which suggests that following the initial trapping of the hot holes 

they undergo intrinsic relaxation within each state (30 – 40 ps). Time 

constants of 20 – 190 ps have been reported previously for CuS NCs 

and were assigned to either intrinsic relaxation in the trap states,41 

or charge recombination/relaxation from a shallow trap state close 

to the valence band edge.1, 36 Using laser flash photolysis, we 

resolved the residual contribution in the femtosecond TAS at all the 

probe wavelengths (80 ns and 700 ns) and assign it to the decay of 

the trapped hot holes from the trap State A and B to the relaxed 

state. The trapping of the hot holes, associated with the presence of 

deep and shallow trap states in the CuS NCs characterized by long 

relaxation times has been reported previously for CuS NCs in 

solution.1, 36, 41 We did not observe significant difference between the 

reported values of the time constants for the primary steps of the 

LSPR-hot hole generation and trapping in solution and those 

observed in the current study for the thin film samples. On the other 

hand, the times for the relaxation from the trap states decreases 

notably in absence of solvent. We explain this difference with the 

interaction of the molecular oxygen with the surface of the thin film 

samples, while in the typical inactive-gas-purged solution, the 

interaction between O2 and the surface of the CuS would not be 

observed. Thus, we suggest that the LSPR-induced hot holes in the 

CuS NCs (EDA and EDT) decay to the relaxed state via the 

conventional decay channels of LSPR and through hot carrier 

trapping - mediated decay (States A and B). Scheme 1A illustrates a 

Figure 4. Time evolution of the TAS of thin films of CuS/CdS (EDA) HNCs in the visible (A) and (C); and in the NIR (B) and (D) spectral regions at short 

(A and B, 0 – 2 ps) and long (C and D, 2 ps – 1 ns) temporal scales, respectively, following excitation at 1500 nm. The arrows indicate the time 

evolution from 0 to 2 ps and from 2 ps to 1 ns. The roman numerals I and II indicate the spectral position of trap state A and B, respectively. The 

spectra have been smoothed for clarity of presentation. Note the difference in theOD values between the short and long-time windows. 

Figure 5. Representative transient decays at selected probe wavelengths 

(as indicated in the figure) of thin films of CuS/CdS (EDA) HNCs at short 

(A) and long (B) time scales following excitation at 1500 nm. The IRF is 80 

fs. 
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summary of the hot holes photodynamics in the CuS NCs upon their 

photoexcitation with 1000 or 1500 nm.  

Effect of CdS (acceptor phase) 

Next, we studied the TAS of CuS/CdS HNCs following excitation at the 

LSPR band of the CuS at 1500 nm (Figure 4 and Figure S8). The 

observed TAS of the CuS/CdS HNCs is derived from the excitation of 

the CuS phase. The time evolution of the TAS at early times (0 – 2 ps) 

for the CuS/CdS HNCs closely resemble those of the CuS NC thin films 

(Figure 4A and 4B). Thus, this suggests that the early-time dynamics 

of the hot holes in the HNCs is dominated by the same competing 

processes observed for the CuS ones – the conventional LSPR 

relaxation (NIR bleach recovery, Figure 4B) and the trap-mediated 

decay through States A (460 nm) and B (670 nm). Following the 

optical excitation at the LSPR band of both the EDA and EDT-based 

HNCs, the TAS consist of two positive bands at 540 nm and 670 nm 

(Figure 4A and Figure S8A). The band at 540 nm decays in the first 

few hundred fs to give rise to a new, broad band centered at 500 nm. 

In similarity with the CuS NCs, we assign this new band to a 

population of trapped hot holes in State A, while State B is populated 

within the IRF. However, at longer time-delays (2 ps – 1 ns), once the 

trap states of CuS have been populated by the LSPR-generated hot 

holes, we observed significant differences in the TAS behavior 

between the CuS NCs and CuS/CdS HNCs (Figure 4C and 4D). At 

longer times, the band at 500 nm shifts further to 470 nm and 

becomes significantly narrower. This new band decays to constant 

offset, while the bands at 500 nm, 540 nm and 670 nm decay almost 

to zero (~2% at 670 nm) for the CuS/CdS (EDA) HNCs (Figure 4C) and 

to weak (~9%) constant contribution for the CuS/CdS (EDT) ones 

(Figure S8C). Similar trend is observed for the LSPR recovery band 

(NIR, Figure 4D and Figure S8D), which decays rapidly (within the first 

200 fs) to either a weak constant offset or almost to zero, for the 

CuS/CdS (EDT) and CuS/CdS (EDA) HNCs, respectively. 

We analyzed the TA dynamics following excitation at 1500 nm at 

selected representative probe wavelengths that correspond to the 

bands associated with the different relaxation processes (Figure 5A 

and 5B, and Table 1). In similarity with the TAS for the crystals 

without the CdS acceptor phase, the different excitation wavelengths 

did not produce notable differences in the observed dynamics 

(Figures S9 and S10). To begin with, the transient at 900 nm (LSPR 

recovery band) recovers bi-exponentially, with time constants of 

0.27 ± 0.03 ps and 34 ± 4 ps. These values are similar to those 

obtained for the CuS NCs, which indicates that the conventional LSPR 

relaxation process is unaffected by the CdS hole acceptor phase. The 

same trend is observed for the relaxation dynamics of State A probed 

at 440 nm. The transient rises in 0.45 ± 0.05 ps and decays in 50 ± 3 

ps to a constant residual offset (> 1 ns) for both CuS/CdS HNCs (EDT 

and EDA). On the other hand, when the dynamics was probed at 640 

Figure 6. Comparison of the TA spectra A) and B) at short (1.7 ps) and long (500 ps) time delays for the films prepared using  EDT and EDA ligands, 

respectively. C) and D) show a comparison of the decays at 640 nm for the systems under study for films prepared using EDT and EDA ligands, 

respectively. The roman numerals I and II indicate the spectral position of trap state A and B, respectively. The excitation wavelength was 1500 nm. 

The IRF is 80 fs. 
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nm, the decays were fitted by 3-exponential function giving values of 

0.39 ± 0.02 ps, 38 ± 3 ps and 212 ± 15 ps for the CuS/CdS (EDT) HNCs, 

and 0.43± 0.03 ps, 32 ± 4 ps and 315 ± 20 ps for the CuS/CdS (EDA) 

ones (Table 1). Both transients reach a residual offset but the one for 

the EDA-based HNCs has a significantly lower contribution at < 3% 

(Figure 6). Thus, in the case of the CuS/CdS HNCs, we suggest that 

the trapped holes generated in the CuS phase transfer to the CdS 

valence band via PITCT in 200 – 300 ps. Similar value (177 ps), 

associated with PITCT from the CuS trap states to CdS acceptor phase 

has been reported for CuS NCs (diameter of 16 nm) with CdS crystals 

(3.8 nm) seeded on the surface of the CuS phase.1  

We also found that the PITCT in our experiments is associated with 

notable changes in the spectra at longer time delays for both HNCs 

systems (Figure 4 and 6). While the TAS of the CuS NCs at the high 

energy side of the spectra (430 – 550 nm) are broad and remain 

largely unchanged even at 1 ns, those of the CuS/CdS HNCs become 

significantly narrower and shift further to the blue (470 nm), which 

suggests that the band at 470 nm arises from a population of trapped 

holes in the CdS phase following efficient PITCT. Additionally, this 

effect is more pronounced for the HNCs films with the EDA ligands 

than for the EDT ones, indicating that the PITCT mechanism is more 

efficient in the CuS/CdS (EDA) system than in the EDT-based one. This 

difference can be explained in terms of the doping properties of the 

ligands. These ligands modify the VB or CB position through their 

electron- or hole – extracting properties.38, 39, 42 EDT enhances a p-

type behavior of semiconductive NCs and can block the flow of 

electrons causing an upshift of the valence band position as 

demonstrated for colloidal quantum dot bilayer heterojunction solar 

cells.38 On the other hand, EDA promote the n-type behavior that can 

be oxidized by the holes trapped in the CdS phase, thus making the 

PITCT more efficient.39 

 The laser flash photolysis experiments for the CuS/CdS HNCs 

following excitation at the CuS LSPR band (1100 nm) and probing at 

470 nm reveal a biexponential decay with time constants of 8 s and 

50 s for the EDA-based HNC system (Figure S7B). These values are 

significantly larger than the ones assigned to the relaxation of the 

trapped holes in the CuS NCs. On the other hand, for the EDT-based 

one, the bi-exponential decay yields time constants of 1s and 42s 

(Figure S7C). The short time component is similar to the one found 

for the CuS NCs, while the longer one of 42 s is comparable to the 

long component of the EDA-based HNC system. This behavior agrees 

with the one observed in the TAS experiments, and further 

demonstrates the different effect of the ligand molecule properties 

on the PITCT, which is more efficient for the EDA (promoting n-type 

behavior of CuS) based one. Contrary to the observation for the CuS 

NC systems, where we could record reliable signal also at 560 nm and 

650 nm, for the CuS/CdS HNCs ones we found only a negligible 

contribution at these wavelengths of observation. This agrees with 

the TA signal recorded for long time delays, where a very narrow 

band with a maximum at 470 nm was found. Additionally, a 9.2-s 

decay time was reported for the PITCT assisted trapped holes in the 

CdS phase seeded on the surface of CuS NCs, while a significantly 

longer decay time (557 s) was observed for a CuS/CdS HNC systemin 

solution comparable in structure to the one studied here.1, 20 Thus, 

for the EDT and EDA-based CuS/CdS HNCs thin films, we assign the 

observed time components to the decay of the trapped holes from 

the CdS deep and shallow trap states following the PITCT from the 

trap states of the CuS phase, as summarized in Scheme 1B. These 

results further support the interaction with the molecular oxygen 

affects the carrier dynamics in solid thin film. Additionally, they also 

demonstrate that the survival times of the trapped holes are 

sensitive both to the size of the CdS acceptor phase20 and to the 

presence of molecular oxygen. On the other hand, the lack of 

significant dependence of the early time dynamics (the primary 

steps) related to the relaxation and trapping of the hot holes in the 

CuS phase, and the mild change in the time for PITCT on the used 

ligand and heterosurface geometry indicates that while the formed 

p-n heterojunction favors the transfer of the hot carriers between 

the two phase, the efficiency of PITCT is predominantly affected by 

the properties of the ligand.     

Excitation wavelength and fluence dependence 

Next, we studied the effect of the excitation wavelength on the 

dynamics of the observed relaxation processes in both the NCs and 

the HNCs using EDA and EDT binder molecules. We selected two 

excitation wavelengths within the LSPR band (1000 nm and 1500 nm) 

and one in the CuS band gap (500 nm). The band gap excitation 

wavelength was selected to avoid direct excitation of the CdS 

acceptor phase in the CuS/CdS HNCs (Figure S11). When exciting at 

the band gap (500 nm), it is expected that the decays should arise 

from the photoinduced electron in the conduction band in addition 

to the already observed hole dynamics. However, the transients 

(data not shown) closely resemble the ones collected upon LSPR-

band excitation (1000 and 1500 nm), indicating that the signals after 

band gap excitation are also dominated by the trapped hole 

absorption with negligible contribution from photoinduced electrons 

in the conduction band. As noted, little difference is observed also 

when the excitation wavelength was changed from 1500 nm (0.83 

eV) to the more energetic 1000-nm one (1.24 eV). The most notable 

effect for the transient of both the CuS NCs and CuS/CdS HNCs (EDA 

and EDT), however, can be observed in the decays associated with 

the conventional LSPR relaxation process (560 nm and 900 nm, 

Figures S5B, S5D, S9B and S9D), where the time constant for the 

processes associated with the ultrafast relaxation through LPSR 

dephasing, hole–hole scattering, hole–phonon coupling, changes 

from 200 fs to 400 fs upon increasing the excitation wavelength 

energy. Similar increase in the value of the ultrafast component 

associated with the LSPR-relaxation is observed in the transient of 

CuS NCs and CuS/CdS HNCs independently of the binder molecule 

when the excitation pump power was increased from 2 mW to 8 mW 

(Figures S12 and S13). This behavior suggests that the excitation 

energy affects predominantly the conventional LSPR relaxation 

pathway, while the dynamics of the trap-mediated decay channels 

remains largely unaffected. Finally, because the relaxation dynamics 

of both the NCs and HNCs remained largely unaffected by the 

excitation energy and laser fluence, their behavior is most likely not 

a result of a nonlinear optical phenomenon or a many-body effect. 
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Conclusions 

In this work, we unraveled the unique LSPR-induced relaxation 

processes of CuS NCs and CuS/CdS HNCs that involve two major trap 

sites/states of CuS domain in addition to the conventional decay of 

LSPR (direct). Although the direct decay of the LSPR-induced hot 

carriers is the dominant relaxation channel that allows non-radiative 

decay in 250 fs and thermal dissipation in 20 – 50 ps, we also 

observed efficient formation (~400 fs), relaxation (30 – 40 ps) and 

decay (80 and 700 ns) processes of the hot holes in two trap states. 

The dynamics of the CuS/CdS HNCs shows evidence for PITCT (200 – 

300 ps) that is more efficient in presence of the EDA binder 

molecules. We find that in the solid thin films, the survival time of 

the trapped hot carriers is affected by the interactions with the 

atmospheric molecular oxygen. Excitation power and wavelength 

dependence studies of both the CuS NCs and the CuS/CdS HNCs show 

that the conventional LSPR decay channel is weakly dependent on 

the variation of the excitation energy, while the dynamics of the hot 

holes in both trap states remains largely unaffected. Thus, the direct 

observation of formation and decay processes of trap states provide 

important insight into controlling the LSPR-induced relaxation of 

degenerated semiconductors. The amount of photogenerated 

trapped hot carriers can be controlled by the laser fluence, molecular 

oxygen accessibility and surface protecting ligand on CuS NCs and 

CuS/CdS HNCs. The mechanism proposed here should support us to 

change the conventional consensus regarding LSPR-induced energy 

conversion due to the overwhelming advantage of high energy 

conversion efficiency. 

Methods 

Characterization 

High-resolution transmission electron microscopy (HR-TEM) 

characterization was carried out on JEM-2200FS (JEOL) electron 

microscope at an acceleration voltage of 200kV. The XRD patterns 

were recorded on a PANalytical Aeris diffractometer, with Cu Kα 

radiation (λ = 1.542 Å) at 40 kV and 15 mA. Ultraviolet-visible-near-

infrared (UV-Vis-NIR) absorption spectra were obtained using a UV–

3600 spectrophotometer (Shimadzu). 

Synthesis of CuS nanocrystals (NCs) and CdS/CuS hetero 

nanocrystals (HNCs) 

CuS NCs were synthesized according to the previous report.1 We 

synthesized CdS/CuS HNCs via seed-mediated synthesis using 

hexagonal plate-shaped CuS NCs as seeds using the modified method 

of previously reported CuS/CdS HNCs. A mixed solution of the CuS 

NCs (0.8 mmol), oleylamine (20 mL), and 1-octadecene (40 mL) was 

degassed at 150 °C for 30 min. A solution of the Cd precursor 

[Cd(S2CNEt2)2, 200 mg] in oleylamine (8 mL) was prepared under 

ultrasonication, injected into the above mixed solution under a N2 

atmosphere at a rate of 0.1 mL min−1, and stirred for an additional 30 

min. After this time, the obtained product was purified by 

centrifugation in a chloroform–ethanol (1:1, v/v) mixed solvent and 

redispersed in chloroform. 

Preparation of the CuS or CuS/CdS film 

A dense CuS NCs or CuS/CdS HNCs layer was prepared on glass or 

quartz substrates by layer-by-layer deposition by spin-coating NCs 

solution (100 mg/mL in octane) and binder molecule solution 

(ethane dithiol or ethylene diamine, 0.3% v/v in acetonitrile). The 

thickness of the NCs films was adjusted to give OD of 1.0 at 1000 nm. 

TA measurements 

The femtosecond TA studies were performed using a chirped pulse 

amplification (CPA) system. In brief, it consists of a diode-lase (Verdi 

V6, Coherent) pumped Ti:Sapphire oscillator (CDP systems) that 

provides the seed pulse (800 nm, 50 fs, 360 mW, 87 MHz) for the CPA 

system (Legend HE, Coherent). The output of the CPA (800 nm, 3.2W, 

1kHz, 35 fs) is split in two parts. The main portion is used to pump a 

collinear optical parametric amplifier (TOPAS Prime, Positive Light) 

to give the excitation wavelengths (500, 1000 and 1500 nm). The 

pump fluence was varied by variable neutral density filter to give 

values of 2, 4, 6 and 8 mW at the sample. The intensity of the second 

part of the fundamental beam is attenuated and used to generate 

the white light continuum in a 3-mm thick sapphire crystal. The spot 

size of the pump was measured using the razor blade technique to 

give a value of 320 m, which gives a ratio of 3:1 with respect to the 

probe beam. 

Flash photolysis 

The UV−visible a nanosecond to second laser flash photolysis setup 

consists of a LKS.60 laser flash photolysis spectrometer (Applied 

Photophysics), a Vibrant (HE) 355 II laser (Opotek) as a pump pulse 

source (5 ns time duration), and a 150 W xenon arc lamp as a probe. 

The signal from optical parametric oscillator (355 nm-pumped by Q-

switched Nd/YAG laser, Brilliant, Quantel) at 1100 nm was used for 

the sample excitation. The probing light transmitted through the 

sample was dispersed by a monochromator and detected by a 

UV−visible photomultiplier coupled to a digital oscilloscope (Agilent 

Infiniium DS08064A, 600 MHz, 4 GSa/s). The pump energy pulse (5 

mJ/pulse) was attenuated by a half-waveplate and a polarizer pair. 
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