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Dear Referees, Editor,

This work explores photo-responsive azobenzene compositions as a new avenue for developing durable poly-
mer materials. In the initial steps presented here, we characterize the features of the molecular response of
azobenzene compounds embedded in epoxy matrices. The composition we consider is a common industrial
adhesive found in layered and filled composite materials, where the overall composite properties are strongly
influenced by the adhesive interface. One of the key chemical design considerations is the time needed for
the epoxy to change properties after a photo stimulus. This macroscopic property change is driven by the
onset of a molecular conformational change, photo-isomerization, that is controlled by the chemical details
of the azobenzene and the glassy epoxy matrix. Our results establish a power law form for the distribution of
molecular response times, demonstrate the shift of the response time with chemical composition, and show
a divergence of the response time at high mass density. Although these results are derived from low-level
molecular data, key abstractions are provided that we anticipate will be integrated into macroscopic material
models and ultimately into the design of the fast-responding composites and devices composed of polymeric
glasses.

Sincerely,

Timothy W. Sirk
Materials & Manufacturing Science Division
RDRL-WMM-G, Bldg. 4600
US Army Research Laboratory
Aberdeen Proving Ground, MD 21005-5069
Email: timothy.w.sirk.civ@mail.mil
PH: +1 (410) 306-1305

and co-authors
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Journal Name

Photoisomerization and local stability in molecular and polymer-
network glasses

K. Michael Salerno,a Joseph L. Lenhart,a, Juan de Pablo∗b, and Timothy W. Sirk∗a

Although experiments have shown that photoactive molecules can actuate mechanical and optical
responses in soft materials, previous computational studies of the photoresponsive molecules have
largely focused on molecules in solution or vacuum. Here we use molecular dynamics simulations to
study the behavior of azobenzene (AB) and disperse red one (DR1) in molecular and polymer-network
glasses during and after photoactivation. In such a rigid matrix environment, the interaction of the
molecule with the local environment is as important as the molecule’s intrinsic electronic excitation
properties, and is less understood. Simulations show that the waiting time between photoactivation
and isomerization varies by orders of magnitude and depends on both intermolecular interactions and
density. Specifically, we find that the distribution of waiting times follow a power-law with exponent
b≈ 1.0−1.25, where the extent of the power-law distribution grows with decreasing temperature or
increasing density. The change in the wait-time distribution with density across sample composition,
quench-rate and temperature is characterized, and features of the local molecular interactions are
correlated with the wait time. In contrast to initial isomerization events, we find that the dynamics
of photoactivated molecules and the surrounding solid after isomerization are not closely linked to
the sample density or temperature.

1 Introduction
Photoresponsive molecules, such as stilbenes or those containing
the azo group, have been demonstrated experimentally to actu-
ate changes in soft materials1–7 with variations in response due to
chemical features such as hydrogen-bonding, chain stiffness, and
density. These experiments built on past work using photoiso-
merization to measure local free volume in polymer glasses with
a range of conditions and preparations8–13. In addition, exper-
imental studies have linked the isomerization rate to the size of
the probe-molecule10,14. In contrast, computational efforts have
largely focused on using ab-initio quantum calculations to study
the energy levels and mechanisms of excitation and isomeriza-
tion in the isolated molecule.15–19 In this study, we bridge the
scale gap by using a classical molecular dynamics (MD) potential
derived from ab-initio calculations20–25 to simulate azobenzene
(AB) and disperse red 1 (DR1) molecules within large molecular
and polymer-network glass (PNG) samples for times up to tens of
nanoseconds.

Our previous MD simulations established that, in an AB molec-
ular glass, the time-scale for response after photoexcitation could
vary over several orders of magnitude, depending on the sam-

a Polymers Branch, US Army Research Laboratory, Aberdeen Proving Ground, Mary-
land, USA; E-mail: timothy.w.sirk.civ@army.mil
b University of Chicago, Institute of Molecular Engineering, University of Chicago,
Chicago, Illinois, USA; E-mail: depablo@uchicago.edu

ple density.26 These findings were consistent across bulk-cooled
and physical vapor-deposited samples, and showed that density,
rather than inherent structure energy, governed the character-
istic response time. The strong link between density and re-
sponse time suggests why previous experimental results13,14,27,28

were successfully interpreted using theories of free-volume fluc-
tuations29–32.

In this work, we consider photoresponsive molecules within a
polymer matrix material, with the goal of understanding how spe-
cific molecular interactions or matrix properties change the char-
acteristic time for photoresponse. We anticipate the results here
will establish design principles for engineering responsive mate-
rials, such as epoxy and similar thermosetting networks that are
broadly useful in industrial and consumer products. The remain-
der of the paper is structured as follows: First, details of the simu-
lation models, glass preparation, and photoactivation simulations
are given. Next, photoactivation simulation results link the iso-
merization wait time with the sample properties. A connection
is made between the local potential energy and the isomeriza-
tion wait time. Finally, the conclusions and future directions are
presented.

2 Simulation Methods
Force Fields. Simulations of both the molecular and network
glasses use the OPLS-AA force field with modified bonded inter-
actions near the azo-group dihedral (C-N=N-C). In this model,
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the dihedral energy is represented by a piece-wise function of the
dihedral angle ϕ that approximates the excited-state energy from
ab initio calculations. Parameters for the bond, bond-angle, di-
hedral and improper-dihedral interactions involving one or more
of the carbon or nitrogen atoms also depend on the value of the
dihedral angle ϕ; The full set of interaction parameters and func-
tional forms are given in Bockman et al.21. We make the ap-
proximation that the effective energy surface of an excited DR1
molecule can be represented by the same classical potential as
AB, i.e., the asymmetry of the electronic structure due to the DR1
side groups is not considered.

All simulations were performed with the LAMMPS MD simu-
lator33. All samples used a Nosé-Hoover barostat with pressure
time constant of 1 ps, thermostat with time constant of 0.1 ps,
and timestep of 1 fs.34 The Coulomb interactions were computed
using the particle-particle particle-mesh method35. For a sub-
set of simulations, the DR1 molecules were modified to reduce
the effect of electrostatic interactions, as shown in Fig. 1(d). In
these simulations, referred to below as “no-charge”, the charges
of a single molecule are modified upon activation of the dihedral-
angle as follows (see Fig. 1d). In region A: the oxygen atoms
in the nitro group are set to zero charge; The nitrogen and its
neighboring carbon are set to small charges corresponding to aro-
matic carbon; In region B, the methyl is left unchanged, while the
hydroxyl atoms are set to zero charge. The neighboring carbon
atom takes a small negative charge (q =−0.085515qe) to balance
the surrounding partial charges.

B

A

Fig. 1 Composition and cross-linked structure of the epoxy materials
used in the simulations. (a) DGEBA epoxy monomer, (b) polypropylene-
glycol crosslinker, (c) cross-link junction of the epoxy network, and (d)
the DR1 molecule. Dashed box: modified charge regions of DR1.

Sample Preparation. Atomistic simulations were prepared
with AB and DR1 molecules dispersed with epoxy-diamine net-
works, labeled here as PNG-AB and PNG-DR1, respectively. In
this work the photoactive molecules are not covalently bonded
within the PNG, and interact solely with the network via non-
bonded interactions. The composition of the polymer network,
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Fig. 2 Procedure for sampling molecular response time. a) Molecular
models of PNG+AB and PNG+DR1 were developed by mixing N respon-
sive molecules with a stoichiometric mixture of DGEBA epoxy and D230
amine into a reaction mixture; the reaction mixture was then fully con-
verted into a polymer network and quenched below the Tg at a chosen
quench rate. During the quench, molecular structures are saved at regu-
lar temperature intervals. The same process is repeated for each quench
rate and for each species of responsive group, i.e., AB and DR1. For
molecular glasses (i.e., pure AB and DR1 matrices), the same procedure
is carried out without the epoxy and diamine components, and without
the the epoxy-amine reaction. b) The isomerization time t f was sampled
for a particular quench rate and temperature by spawning a series of N
independent simulations from a single structure, where one responsive
group is activated and all others remained inactive. The statistics of t f
were computed from the results of the N simulations.

azobenzene compounds, and details of the sample preparation
are summarized in Figure 1 and Figure 2a, respectively. First,
a stoichiometric reaction mixture of monomer and cross-linker
molecules was equilibrated at 1 atm and 730 K. The monomer
DGEBA (Fig. 1a) and crosslinker polypropylene-glycol chain (n =

3) (Fig. 1b) were crosslinked to form an epoxy-amine network
as shown in Fig. 1c. Cross link bonds were assigned between
epoxide and amine groups using a Monte Carlo simulated anneal-
ing approach,36 which we have previously used to build various
epoxy networks. In this approach, the total length of the newly
created crosslink bonds is minimized. A constraint on the connec-
tivity prevented first order loops, i.e., two bonds between a cross-
linker and a single linear segment were not permitted. The new
bonds were relaxed to their equilibrium length, excess hydrogen
atoms were removed, and force field parameters were updated.
More details on constructing similar epoxy thermoset networks
are available elsewhere.37 Fifteen independent replica structures
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with different network connectivity were created for the PNG-
DR1 samples, while eighteen independent structures were cre-
ated for PNG-AB samples. Samples were cooled independently
using the procedure given in Figure 2a; the uncertainties for data
points were taken as the standard error of values from the replica.
The cross-linked networks with responsive molecules were then
equilibrated at 1 atm and 730 K for 0.5 ns, followed by a quench
into the glassy state by continuously cooling the samples. Two
quench rates Q̇ of 100 K/ns and 10 K/ns were applied by repeat-
ing the process given in Figure 2a. The PNG-AB and PNG-DR1
samples were quenched to 200 K (PNG-DR1) and 60 K (PNG-
AB), respectively, with a barostat maintaining a pressure of 1
atm. Both PNG-AB and PNG-DR1 samples contain 40 responsive
molecules dispersed throughout the PNG, which corresponds to
roughly 1.5% of the total sample mass. The resulting densities
compare well with experimental values for neat epoxy matrices
(i.e., without azobenzenes) of 1.186 g/cm3.38

Simulations of pure AB and DR1 molecular glasses were carried
out in the same fashion. Samples of AB molecular glass were cre-
ated with 4096 molecules (≈ 98,000 atoms) and were prepared
by continuously quenching samples from 500 to 60 K at quench
rates Q̇ = 10 K/ns or 2 K/ns as shown in Figure 2a. Samples
of pure DR1 containing 1000 molecules (≈ 41,000 atoms) were
prepared in a similar way at Q̇ = 10 K/ns and 2 K/ns, as well as
additional quench rates Q̇ = 100, 20, 5, and 1 K/ns.

Isomerization Simulations. For all simulations of isomeriza-
tion, the initial state was taken from snapshots saved during a
temperature quench. As described above, several quench rates
were applied for each sample, resulting in a set of glassy sam-
ples at different temperatures and densities. From these sam-
ples, one independent simulation for each responsive molecule
was spawned, where the dihedral interaction for a single AB or
DR1 molecule was activated and all other interactions are un-
changed. The sampling procedure is shown in Figure 2b. All
simulations were performed in the NVE ensemble with the initial
volume and temperature maintained from the starting snapshot.
During each simulation, the angle of the activated dihedral of
the responsive group was monitored. The simulation was ended
after the dihedral angle rotates past π/2 and the corresponding
time was recorded as the isomerization wait time t f . For the PNG
systems, we include 40 responsive AB or DR1 molecules in each
PNG sample, and use 15 independent samples for a total of 600
independent simulations. From each simulation, the atomic co-
ordinates, velocities, and forces are available from the activation
at time t = 0 until 50 ps after isomerization. Below, we report
the statistics of the time t f and other dynamics of the activated
molecule and the surrounding atoms. Similarly, a total of 1000
and 4096 independent simulations were carried out for DR1 and
AB, respectively, corresponding to one simulation for each AB or
DR1 molecule.

3 Results and discussion
First, we discuss the thermal properties, which were obtained as
function of temperature during the quench simulations. It is un-
derstood that the quench rate is closely linked to the glass tran-
sition temperature, glass density, and ultimately the dynamics of
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Fig. 3 The specific volume of (a) DR1 and (b) PNG-AB and PNG-
DR1 as a function of temperature for quench rates from 2 to 100 K/ns.
Fit lines to the low- and high-temperature ranges are shown, and their
intersection is our estimate of the glass transition temperature. All results
are averaged over system replicas with standard deviations smaller than
the symbols (not shown).

the glass.39 Figure 3 shows examples of specific volume curves
(i.e., inverse density) during a temperature quench for three cool-
ing rates. As expected, the sample volume decreases with slower
quench rates as well as showing differences in thermal expansion
at low and high temperatures. We estimate the glass transition
temperature Tg as the point of intersection of linear fits to the
high- and low-temperature regions as shown in Fig. 3. For the
lowest cooling rates, the Tg-values correspond to 250, 360, 460,
and 460 K for AB (not shown), DR1, PNG-AB, and PNG-DR1, re-
spectively. These values are used below to refer to the value of
T/Tg for different samples.

The values of Tg for polymer network materials (PNG-AB, and
PNG-DR1) are similar to one another, and similar to the earlier
simulations finding a Tg of 445 K for pure DGEBA-D230 matri-
ces40. Experimentally, the Tg is typically obtained by finding the
change of thermodynamic or mechanical properties in response
to a temperature change, such as the trends in specific volume,
heat capacity, or viscoelastic moduli. From the perspective of
these experiments, the Tg is a temperature at which the relaxation
time is comparable to the time-scale of the observation. Because
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the observational time is much shorter in molecular simulations,
the corresponding glass transition temperature is expected to be
higher than the typical values of 360 K observed in experiments.
Previously, we have shown through time-temperature superposi-
tion that an increase of approximately 75-96 K can be expected
for DGEBA-D230, a result that is consistent with our predicted Tg

here of 460 K.38,40–42

3.1 Wait Time Distributions

The isomerization model was activated for the azo-groups in the
glassy molecular structures, as described in the Simulation De-
tails. First, it must be emphasised that each material sample con-
tains many AB or DR1 molecules, each with slightly different en-
vironments, and each with a different barrier to isomerization.
Therefore, both the variations of the local environment as well as
the chosen temperature and quench rate of the sample contribute
to the process of isomerization. Within each material sample,
we capture the effect of the local environment by activating each
azo-group, one by one, to develop many individuals samples of
isomerization, which are aggregated into statistics that represent
an entire sample.

The wait time t f between the activation and isomerization de-
pends strongly on the preparation and state of the glassy sam-
ple. For all samples, we recorded the wait time for each of the
photo-active molecules and examined variations in the wait time
characteristics. Figure 4 shows the probability distribution P(t f )

of wait times t f for photoactivated molecules in molecular AB (a)
and DR1 (b) glass samples. For both molecules, the distribution
of wait times becomes broader with decreasing specific volume.
The wait times span more than four decades, from less than one
picosecond to more than ten nanoseconds. Interestingly, an ap-
proximate linear region develops on the log-log plot as the tem-
perature is lowered. This suggests a power-law distribution of
wait times. The exponent of the power-law varies from b ≈ 1.25,
shown in Fig. 4(a) and (d), to b ≈ 1.00, shown in Fig. 4(b). The
PNG-AB system in (c) also exhibits a power law with b≈ 1.25.

In addition to the difference in slope, another striking feature
of the DR1 molecular glass shown in Fig. 4(b) is the much longer
wait times as compared with AB. This appears as a rightward
shift in the distribution. For DR1, the peak of the distribution
has shifted by over one order of magnitude relative to AB, from
a fraction of a picosecond to several picoseconds. Further, for
similar values of T/Tg, the distribution of DR1 wait times extends
about one order of magnitude longer than the distribution for AB.
This is consistent with a smaller power-law exponent than AB. For
both AB and DR1, the large t f part of the distribution is difficult to
resolve due to computational limits.(A single count in the largest
histogram bin, located at 20 ns, requires of order 2×104 cpu core-
hours to simulate.)

Figures 4(c) and (d) show, respectively, the wait time distribu-
tions P(t f ) for PNG samples with AB (c) and DR1 (d) dispersed
throughout the polymer matrix. The curves share some com-
mon features with the molecular glasses in Figures 4(a) and 4(b).
There is a broad distribution that follows a power law with slope
b ≈ 1.25 for both the PNG-AB and PNG-DR1 samples. As in the

molecular glasses, the samples with DR1 have much longer wait
times for the same temperature or density. One feature of the
PNG data is that the matrix density is nearly identical for both
dispersed responsive molecule types. This feature allows us to
isolate the effects of the molecule from that of the matrix. It is
notable that the PNG-DR1 data in (d) experience a shift relative
to the PNG-AB data in (c) while the molecular glass data in (b)
experience both a shift relative to (a) and a change in slope. This
strongly suggests the role of the matrix in determining the power-
law slope. The power-law slope can be related to a characteristic
energy scale of the distribution of energy barriers in glassy sys-
tems as b− 1 = kBT/Um, with Um the characteristic energy scale
and T the effective temperature due to photoactivation.14,26,43

The smaller slope for DR1 in Fig. 4(b) suggests that the charac-
teristic energy scale for barriers is much larger for DR1 than for
AB. All our results confirm that a broad, power-law distribution
of wait times develops over a range of densities, as found previ-
ously26.

Previous results for molecular AB indicated that density rather
than interaction energy or inherent structure energy defines the
wait-time distribution. For both the molecular and PNG glasses
the distribution of the isomerization wait time for DR1 shifts by
about one order of magnitude relative to AB. It is important to
understand the origin of this shift, which occurs in addition to
the change of slope for the DR1 molecular glass, and at compara-
ble densities in the PNG samples. In order to determine whether
side-group electrostatic interactions or steric effects are dominant
we simulated the PNG-DR1 sample at 360K with the side-group
partial charges set to zero, as described in the Section 3.X.

Results for simulations with and without side-group partial
charges are shown in Fig. 4 (e). The two distributions are strik-
ingly similar, though the visual similarities belie two small, impor-
tant differences. The “charge” distribution extends beyond the
“no charge” distribution, and there is a small but significant re-
duction of the peak at small time for the “charge” distribution.
These two features lead to a two-fold increase in the median of
the distribution. We show below that the difference between the
AB and DR1 median values at a common density is about a fac-
tor of twenty. Thus, we estimate that electrostatic interactions
account for a factor of two of this change, while the added vol-
ume and nonbonded interactions of the side-group atoms account
for about an order of magnitude shift in the median wait time.
These results are in accord with previous experimental results
that linked isomerization dynamics with molecule size14. It is
important to stress that, although these two effects shift the wait-
time distribution in the PNG samples, the effect of such a shift
is ultimately small compared to the change of slope seen in the
molecular DR1 sample (shown in Fig. 4 (b)).

3.2 Characteristic Response Times

The power-law form of the wait-time distribution, P(t f ) ∼ t−b
f ,

makes measuring the distribution mean or higher moments diffi-
cult since the mean wait time 〈t f 〉 =

∫
∞

0 P(t f )t f dt f depends criti-
cally on the cutoff of the distribution P(t f ). Further, with decreas-
ing temperature and volume, it becomes difficult to measure this
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Fig. 4 The distribution of wait times P(t f ) for pure (a) AB and (b) DR1 molecular glass samples at different temperatures. The distribution of wait
times P(t f ) for a PNG with dispersed (c) AB and (d) DR1 molecules. Molecular glass samples were cooled at Q̇ = 2 K/ns while PNG samples were
cooled at Q̇ = 10 K/ns. (e) P(t f ) for PNG-DR1 samples at 360 K with and without partial atomic charges enabled for side-group atoms. The power-law
exponents shown by the dashed lines are 1.25 in (a) and (d), and 1.0 in (b).

cutoff due to an increasing number of molecules do not isomer-
ize during our finite simulation time. Instead, it is more useful to
measure and record the median wait time. As long as the value of
the median is much less than the simulation-time limit, the exact
value of t f for events that exceed the simulation-time limit does
not influence the median value. It is only necessary to count the
number of simulations where t f exceeds the median value.

Figure 5 shows the median wait time as a function of specific

volume for molecular AB (a) and DR1 (b). PNG systems with
dispersed AB (c) and DR1 (d) are shown below. For all systems,
combinations of different temperatures and cooling-rate prepa-
rations are shown. As seen in the figure, the median time de-
pends strongly on density, with a good collapse onto a single
curve for different temperatures and quench rates. A strong den-
sity and temperature dependence was experimentally recorded
for azobenzene within different polymer matrix materials13
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Fig. 5 Relationship of the median wait time and specific volume for (a) AB, (b) DR1, (c) PNG-AB, and (d) PNG-DR1 systems. Symbol shapes
represent different cooling rates while colors represent different sample temperatures. Large symbols represent the median for the entire population
at a temperature and quench rate combination. For PNG samples, small symbols represent the median for each system realization. Molecular glasses
are a single system.

The increase in median wait times shown from Figs. 5 (a) to
(b) and from (c) to (d) reiterate the shift to longer times for DR1
relative to AB. The molecular glasses in (a) and (b) have signif-
icantly different specific volumes, highlighting the utility of the
direct comparison between (c) and (d). For these PNG samples
there is an increase in the wait time corresponding to a factor
of approximately 20-30 from the AB to DR1-PNG samples at a
common specific volume of 0.915 cm3/g.

For each of the systems in Fig. 5 there appears to be a diverging
median wait time with decreasing specific volume. A significant
computational effort was made to decrease the sample specific
volume until the median wait time exceeded the exponential ex-
trapolation from large specific volume (i.e., a straight line on the
log-linear axes) by at least one order of magnitude. The logarith-
mic y-axis shows the dramatic increase over small changes in spe-
cific volume or temperature. In the AB and DR1 molecular glasses
the median time increases by over one order of magnitude over a

temperature range as small as 40 K. For the PNG systems in Fig. 5
(c) and Fig. 5 (d), the DR1 molecules appear to reach the criti-
cal point of diverging median time at significantly higher specific
volume than AB. This is consistent with the steric effects dramat-
ically increasing the isomerization wait time. Previously, experi-
mental studies of isomerization were carried for glasses contain-
ing azobenzene derivatives at different densities obtained from
physical vapor deposition.44 We note that, in those studies, the
isomerization rate was observed as an exponential decrease with
increasing density. Figure 5 predicts a similar pattern, where a di-
vergence in wait time occurs as the specific volume is decreased.

3.3 Post-isomerization dynamics

Fig. 6 (a) shows the temperature change within the AB or DR1
photoactivated molecule at a time (t−t f ) after isomerization. The
rise in the molecule temperature is found by subtracting the bulk
temperature 〈T〉S from the molecular temperature. Several pat-
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Fig. 6 Time evolution of molecular temperature 〈T 〉Mol relative to bulk
temperature 〈T 〉S for (a) the photoactivated AB or DR1 molecule em-
bedded in a molecular (AB, DR1)) or polymer network matrix (PNG-AB,
PNG-DR1), and (b) the atoms in a 8 nm3 cube 〈T 〉Region centered on the
photoactivated molecule within a molecular or polymer-network glass. (c)
The time evolution of the molecule temperature for molecules within the
PNG-DR1 sample that isomerize after a long ( > 1 ns) and short waiting
time ( < 100 ps). The temperatures of the systems are 300 K, 360 K,
162 K, and 318 K for PNG-AB, PNG-DR1, AB, and DR1, respectively.
Curves are averaged over all molecules in a sample.

terns are present. First, for the samples shown here, molecular
glasses of AB and DR1 at 162 K and 318 K respectively, and poly-

meric glasses at PNG-AB and PNG-DR1 at 300 K and 360 K, re-
spectively, the peak temperature depends on the mass and size
of the molecule. The larger DR1 has a lower peak temperature,
likely due to additional molecular degrees of freedom. Second,
the decay of the kinetic energy in the activated molecule is faster
within the crosslinked PNG samples. The temperature for an 8
nm3 region 〈T 〉Region around the activated molecule is shown in
Fig. 6(b). There is a relatively small shift down in the peak and
decay temperature in the PNG samples, likely due to more effec-
tive thermal diffusion. In both Figs. 6 (a) and (b) curves represent
the data averaged over approximately 300 realizations to reduce
noise. (Before averaging, the curves have been shifted by the
value of t f so that the isomerization time locations coincide.) Data
from the PNG-DR1 system are also shown in Fig. 6(c), with sep-
arate curves representing the molecule temperature for all pho-
toactivated molecules, and for molecules with long or short iso-
merization time t f . Molecules with large t f (defined here as t f > 1
ns) have slightly lower peak temperature values than molecules
with small t f < 100 ps. This corresponding reduction in kinetic en-
ergy is approximately the difference between the dihedral poten-
tial energy (PE) at 180◦ and that at 90◦. When the isomerization
dynamics is fast, all the PE associated with the dihedral angle is
converted to KE immediately upon activation, while for large wait
times this conversion occurs more slowly, over the timescale t f . Fi-
nally, we note that the magnitude of the local temperature rise in
our MD simulations is very close to local temperature changes of
100-200K measured in experiments45. In those experiments IR
spectral band shifts due to photoactivation were compared with
spectra at different temperatures to impute an effective temper-
ature Teff for the local chemical structure associated with each
band.

3.4 Local Environment

Several previous experimental efforts have used photoresponsive
molecules as probes of the local free volume.8,10–14 MD simula-
tions are well-suited for characterizing the link between the local
environment and the photoresponse time. Previously, we used
MD simulations of AB molecular glasses to identify the local vol-
umes that have a large influence on the isomerization time26. Be-
low, we examine links between the local interaction energy and
the characteristic photoresponse time.

The potential energy (PE) is a useful scalar quantity that en-
codes information about both local atomic configurations and lo-
cal interactions. Previous studies have shown that the potential
energy reflects information about local stability in a glass,46 and
that the local molecular stability is linked to the wait time t f for
isomerization after photoactivation. Figure 7 shows the distri-
bution of local interaction energy between each photo-activated
molecule and the surrounding matrix, where the energy is taken
from only non-bonded interactions. Separate curves are shown
for the 10% of DR1 or AB molecules with the largest or smallest t f

values. Because the distribution of t f is so broad, the smallest and
largest 10% of values can vary by up to five orders of magnitude,
from a fraction of a picosecond to tens of nanoseconds. Represen-
tative systems shown in Fig. 7 (a-d) indicate that molecules with
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Fig. 7 Probability of potential energy (PE) of the nonbonded interactions between the photoactivated molecule and the surrounding matrix for (a)
molecular AB, (b) molecular DR, (c) PNG-AB and (d) PNG-DR1. The distributions of PE values due to electrostatic interactions are shown in (e)
and (f), respectively, for the molecular AB and DR1 samples. Energy values are relative to the mean for all molecules in the system.

large t f typically have lower interaction energy, while events with
small t f typically follow the overall distribution or have higher
PE. Intuitively, this indicates that events with large t f values have
a more stable local environment relative to events with small t f .
At the population level it is clear that long and short events have
different mean PE values. However, it is difficult to distinguish
molecules using this measure due to the small difference in the
distribution averages relative to the distribution widths. A simi-
lar analysis of only the electrostatic interactions was carried out,
given in Figures 7 (e) and (f). In this case, the electrostatic PE dis-
tributions for the long and short wait-time molecules are similar
to the distribution found for all molecules.

One way to quantify the difference in the mean relative to the
width is the “informedness” J = T P

T P+FN + T N
T N+FP −1, which mea-

sures the rate of true-positive (TP) and true-negative (TN) iden-
tifications relative to false identifications (FP & FN), and varies
from zero for a random guess to unity for perfect classification. In
this case, we use the PE distributions to choose a single value of
PE such that lower values can be classified as “long” and higher as
“short”. Using Fig. 7(a) as an example, choosing an optimal value
of -0.2 kcal/mol (unshifted -35.3 kcal/mol), which is slightly less
than the average of -35.1 kcal/mol, would correctly classify 1369
“long” t f environments and 1382 “short” t f environments out of
2000, or J = 0.37. For other systems, J = 0.3,0.45, and 0.27, re-
spectively for the systems in Fig. 7(b), (c), and (d). The electro-
static energies in (e) and (f) are clearly more difficult to partition
as stable or unstable, with J values near zero. Based on the values
J, we find that the total nonbonded potential energy does contain
enough information about the local density, atomic configuration
and interactions to loosely reflect the local stability, whereas the
electrostatic energy is not indicative.

4 Conclusion

We have applied a classical forcefield derived from ab-initio quan-
tum calculations to understand the stability of photoresponsive
molecules embedded in molecular and polymer network glasses
(PNGs) through the use of large-scale molecular dynamics (MD)
simulations. MD simulations scale to thousands of molecules, and
are still fast enough to simulate hundreds of glassy systems over
tens of nanoseconds. This relatively large sampling allowed the
distribution of isomerization wait times P(t f ) to be characterized
over more than five decades in time. A power-law distribution
is evident for both PNG and molecular glasses, with a power-
law exponent of b ≈ 1.25 or b ≈ 1.0, depending on the molecule
and surrounding matrix. The range of the power-law behavior
extends to longer time with decreasing temperature or specific
volume. Importantly, for each combination of molecule and sur-
rounding matrix, data for the median wait time collected from
differing temperatures and quench rates Q̇ was found to follow
a single master curve as a function of specific volume. Further,
the median wait time was seen to diverge at a specific volume
that depends on both the molecule and the matrix. We anticipate
this data collapse of the isomerization times will simplify the de-
sign of new photo-responsive glasses to be used under different
temperatures or environmental conditions.

In both the molecular glass and PNG systems, DR1 responded
slower than AB, resulting in a shift of the wait-time distribution by
more than an order of magnitude. The significantly smaller slope,
b≈ 1, of the wait-time distribution for the DR1 molecular glass in-
dicates that higher overall system densities are closely linked to
the distribution of energy barriers for isomerization. Thus, the
broadening of the wait-time distribution dramatically increases
the characteristic isomerization time scale and consequently de-
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creases the isomerization rate.
After isomerization, local heating was observed with temper-

ature increases in the range of 100 to 200 K for atoms within
the azobenzene or DR1 molecule. These values are close to that
observed in isomerization experiments.45 Like the isomerization
wait time, the post-isomerization temperature increase and dy-
namics depended on the choice of the isomerizing molecule and
the composition of the surrounding matrix. However, these post-
isomerization differences were 20-50%, smaller than the change
of the isomerization wait time (or rate). This smaller difference
can be attributed to several factors related to the molecule and
matrix: (1) The peak temperature of the larger DR1 molecules
is lower than that of the AB molecules due to its larger molar
mass and corresponding higher heat capacity; (2) The PNG glass
samples allow heat to quickly diffuse away from the isomerizing
molecule and the region around it; And (3) molecules that have
a large isomerization wait time t f also have a smaller peak tem-
perature during isomerization.

Finally, we note that the detailed information available from
MD simulations provides an opportunity to link local measures of
the molecular environment to the isomerization wait time. Ex-
perimental work on other azo-loaded epoxy networks indicate
that strong interactions with the matrix environment, such as co-
valently attaching the azo-molecules, can essentially lock in the
cis or trans state of the isomer.47 In the present work, we exam-
ined the local non-bonded interaction energies of the molecule
and matrix finding that, although clear statistical differences were
present between the long and short isomerization wait time pop-
ulations, the strength of the potential energy interaction did not
predict the wait time with high confidence. Because the interac-
tions of azo-molecules with the matrix can be tuned by a variety
of physical or chemical bonds,48 future efforts to closely corre-
late the chemical environment with isomerization features should
prove critical for a rational chemical design of responsive glasses.
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