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Design, System, and Application Statement 
 

The article focuses on the design of ionic liquids with high ionic conductivity. To realize the objective, the 
approach adopted here involves developing a machine learning model that correlates the experimental ionic 
conductivity data for a large number of ionic liquids. We considered 214 unique cations belonging to ten 
different cation families are considered along with as many as 68 anions. After testing the accuracy of the 
model on the test data set, unique ionic liquid combinations are proposed such that the strategy yields 
~14,500 ionic liquids for which ionic conductivity data are predicted. It was found that there are 21 ionic 
liquids for which the ionic conductivity values are greater than 2.0 S/m. The threshold is estimated based 
on the ionic conductivity for current electrolytes containing LiPF6 as the salt. The ionic liquids identified 
can serve as potential electrolytes for the next-generation Li-ion batteries and energy storage devices.  
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A Generalized Machine Learning Model for Predicting
Ionic Conductivity for Ionic Liquids’†

Pratik Dhakal and Jindal K. Shah†

Ionic liquids are currently being considered as potential electrolyte candidates for next-generation
batteries and energy storage devices due to their high thermal and chemical stability. However,
high viscosity and low conductivity at lower temperatures have severely hampered their commercial
applications. To overcome these challenges, it is necessary to develop structure-property models for
ionic liquid transport properties to guide the ionic liquid design. This work expands our previous
effort in developing a machine learning model on imidazolium-based ionic liquids to now include ten
different cation families, representing structural and chemical diversity. The model dataset contains
2869 ionic conductivity values over a temperature range of 238-472 K collected from the NIST
ILThermo database and literature values for 397 unique ionic liquids. The database covers 214
unique cations and 68 unique anions. Three machine learning models, multiple linear regression,
random forest, and extreme gradient boosting, are applied to correlate the ionic liquid conductivity
data with cation and anion features. Shapely additive analysis is performed to glean insights into
cation and anion features with significant impact on ionic conductivity. Finally, the extreme gradient
boosting model is used to predict ionic conductivity of ionic liquids from all the possible combinations
of unique cations and anions to identify ionic liquids crossing the ionic conductivity threshold of 2.0
S/m.

1 Introduction
The asymmetric cationic structures and articulated nature of
anion are responsible for charge delocalization and frustrated
crystal packing for a large number of ionic liquids leading many
to exist as liquid at ambient conditions. In contrast to conven-
tional solvents, ionic liquids offer several unique and desirable
properties such as negligible vapor pressure, low melting point
and nonflammability. These attributes are primary reasons ionic
liquids are studied extensively for various industrial applications
such as solvents in chemical separation/purification1,2, as
catalysts3,4, use in CO2 capture5,6 and potential electrolytes for
battery application7,8.

The use of ionic liquids for battery applications and energy
storage medium is primarily due to their high thermal9 and
chemical stability10 to address tremendous safety concern
associated with the current state-of-the-art electrolytes found in
Li-ion batteries11–13. For example, current electrolytes powering
Li-ion batteries are carbonate-based electrolytes mixed with
salts such as lithium hexafluorophosphate LiPF6, which are very
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volatile, flammable, and potentially hazardous during thermal
runaway reactions or short-circuit14,15. Kalhoff et al. carried out
an extensive study on the performance and safety of electrolytes
based on organic carbonates (OC) and ionic liquids among
others16. The authors noted the superiority of OC electrolytes in
terms of ionic conductivity; however, the performance of OC was
poor for electrochemical and thermal stability. Additionally, these
solvents posed safety concerns. On the other hand, ionic liquids
received a high rating for electrochemical and thermal stability,
and safety consideration, but only medium for ionic conductivity,
and suffered from poor low-temperature performance. Thus, for
ionic liquids to be considered potential electrolyte candidates,
an improvement in low ionic conductivity performance at
sub-ambient conditions is needed in the next-generation of ionic
liquids.

As is common for almost all applications involving ionic liquids, a
systematic improvement in the transport properties of ions can be
accomplished by selecting an optimal cation-anion combination
using chemical intuition. The approach, however, is likely to be
slow and time consuming due to the staggering number of such
possible combinations17 in the range of 1014. The presence of a
myriad of interactions such as electrostatic, hydrogen bonding,
π-π stacking, anion-π, and van der Waals further complicates
choosing cation-anion pairing to deliver anticipated property
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enhancement. For example, the attempt to alter the hydrogen
bonding interactions through alkyl substitution of the most acidic
hydrogen site in the imidazolium cation led to an increase in
the viscosity of the resulting ionic liquid - a counterintuitive re-
sult18–20. An experimental high throughput screening approach
may also not be feasible due to the requirement for ensuring
the purity of the synthesized ionic liquids. Similarly, molecular
simulation-based techniques such as molecular dynamics and
Monte Carlo simulations can, in principle, accelerate the search
of ionic liquids with desired properties21–23; however, describing
interactions between ionic liquid components continues to be
a nontrivial task due to the long simulation time required to
calculate ionic conductivity24 and a large deviation in prediction
between experiment and simulation with the current available
forcefields for ionic liquids22,25,26. Given these challenges and
the availability of the ionic liquid property database - ILThermo
- maintained by NIST, machine learning-based methods are
gaining attention as a pre-screening tool to correlate ionic liquid
properties with attributes that describe cations and anions27–30.
Genetic mutation and generative-based models also allow the
accelerated discovery of ionic liquids with properties within
desired range31,32.

In our previous proof-of-concept article,30 we focused on
modeling ionic conductivity using an artificial neural network
and support vector regression models for imidazolium-based
ionic liquids as these ionic liquids are generally less viscous
and possess high ionic conductivity at room temperature - key
properties for battery electrolytes8. Additionally, a large amount
of data is available for imidazolium-based ionic liquids enabling
machine learning model development. One of the difficulties of
using imidazolium-based ionic liquids is that the electrochemical
stability of imidazolium cations is rather low - less than 4.0
V (vs. Li/Li+) - which is not suitable for high voltage battery
application33. The primary reason for this behavior is the
susceptibility of the cation to reduction at the most acidic proton
at the C2 position. Protecting this position by substituting various
functional groups improves the stability but leads to slower
dynamics18 in comparison to that for the parent ionic liquid. The
next closest relative to imidazolium cations are the pyridinium-
based cations that are more sluggish with high viscosity and low
ionic conductivity, which is why there is a limited amount of
study done on exploring its application as electrolytes for battery
application34–36. Beyond the aromatic cations, cyclic cations
such as pyrrolidinium and piperidinium cations have generated
tremendous interest as they have a high biodegradability rate
and low toxicity37,38. The pyrrolidinium cation also offers low
viscosity and high ionic conductivity, and unlike imidazolium
cations, are more electrochemically stable, with a majority of
them exhibiting electrochemical window reaching above 4.5 - 5.0
V8. Along with faster dynamics, pyrrolidinium cations also have
better stability towards lithium metal, making them an ideal
candidate for battery application as potential electrolytes39,40.

Modifying the five-ring pyrrolidinium structure to a six-ring
structure gives rise to piperidinium cations. Similar to pyri-

dinium cations, piperidinium cations have slower dynamics
than pyrrolidinium cations because of the bulky nature of the
cation. As such, there are relatively few studies that have
explored the possibility of piperidinium cations as electrolytes
for battery application41–43. Besides cyclic and aromatic cations,
other central atom-based cations such as tetralkylphosphonium,
tetraalkylammonium, and trialkylsulfonium, are also extensively
studied for various applications44–46. The ammonium-based
cations are characterized by a high electrochemical window
compared to imidazolium but suffer from high viscosity and low
ionic conductivity47. An alternative to nitrogen-based cations
is phosphonium-based cations that have similar properties as
ammonium ionic liquids, with some of them outperforming
ammonium cations45,48. The other common cation type is
sulfonium-based ionic liquids which have favorable properties
compared to phosphonium-based cations because of the small
volume occupied by the core sulfur atom leading to lower
viscosity and high ionic conductivity49–51. In addition to the
commonly studied cations, there are several other cation types
such as morpholinium41,43,52, pyrazolium53,54, oxazolidinium55

which might offer desirable properties for battery application
but there is very limited information on the physicochemical
properties of these ionic liquids in the literature.

Given the availability of ionic conductivity data for ionic
liquids belonging to a large variety of different cation types, it is
conceivable to find an ionic liquid with high ionic conductivity, if
an accurate structure-property relationship is uncovered. With
this objective, the present article focuses on developing machine
learning models capable of predicting ionic conductivity covering
various cation families and anions with high accuracy. Addition-
ally, important features contributing to the ionic conductivity
have been identified using shapely additive (SHAP) analysis
technique. The insight is used to develop a classification model
to categorize cations that are likely to yield ionic liquids, with
a given anion, into high/low ionic conductivity. Lastly, ionic
conductivity for all possible pairings of the cation and anion
are predicted to identify ionic liquids possessing high ionic
conductivity.

2 Methodology

2.1 Data collection and processing

In this study, we developed machine learning models trained
on experimental ionic conductivity data primarily obtained
from NIST ILThermo Database56,57. We supplemented the data
extracted from the ILThermo database with data collected from
various sources found in literature58–80. This led to a total of
4786 data points covering ten different cation types as seen in
Figure S1. Data download, data cleaning, duplicate removal,
and conversion of chemical structures to SMILES convention
followed a similar approach outlined in our previous study30.
The state property filter was set between 95-110 kPa, eliminating
some of the very high-pressure data, while no restrictions were
imposed on the temperature. The temperatures and pressure
were selected considering that ionic liquid-based batteries would
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be operated over a wide range of temperatures and close to
atmospheric pressure. The final dataset contained 2869 data
points, 397 unique ionic liquids, 214 unique cations, and 68
unique anions ranging from 238 K to 472 K covering ionic
conductivity from 10−5 S/m to 19.3 S/m, spanning six orders of
magnitude.

Fig. 1 Experimental ionic conductivity data distribution % by cation type
for the model development data set after data cleaning. The percentage
for each of the cation family is calculated using the number of data points
collected in Table S1.

The percentage distribution of the individual cation type in the
model development data set is depicted in Figure 1. As expected,
half of the data belongs to the imidazolium family as it is one
of the widely studied cations. Additional 40% of the data points
are contributed by pyridinium, ammonium, pyrrolidinium, and
phosphonium cations. One concern with such skewed data distri-
bution would be the bias in prediction towards the imidazolium
data set due to the relative abundance of the ionic conductivity
data for this cation family. In a later section, we discuss our ap-
proach to systematically evaluate the model’s prediction by cation
type to evaluate such bias in prediction.

2.2 Feature generation and processing

Features for the cations and anions are generated using open-
source cheminformatics RDKit package81 that produced 196
unique features each for cation and anion. Temperature and pres-
sure were included as additional features which led to a total
count of features to 394. Some of the features, however, were not
essential for model development as they were assigned a value of
zero for all the cations and anions. Besides, a high-dimensional
feature space could lead to overfitting of the data, resulting in
a poor performance of the model for test data82. To avoid such
issues, we first reduced the number of features by eliminating
features exhibiting high correlations. A further reduction in the

dimensionality of the feature space was achieved through the
Least absolute shrinkage and selection operator (LASSO)83,84 al-
gorithm. Lasso is a regularization technique that is used to shrink
the dimensionality of the feature space by adding a penalty pa-
rameter λ to the minimization function that denotes the amount
of feature shrinkage (eq. 1). Larger values of λ parameter lead to
the coefficients of features with lower importance to zero, thereby
reducing the number of features necessary for a model; the mini-
mization function is recovered for λ = 0.

Obj =
n

∑
i=1

(yi −∑
j

xi jw j)
2 +λ

p

∑
j=1

|w j| (1)

In eq. 1, yi denotes the ionic conductivity value for the ith ob-
servation, xi j refers to the corresponding value of the jth feature
and w j signifies the weight of the feature. The hyperparameter λ

was determined using 5-fold cross-validation (CV) technique by
fitting a linear regression model with a logλ in the range of [-6,
50]. Based on the CV, the optimum value (logλ = −5) helped
reduce the number of features to 51 cations, 47 anion features
leading to a total of 100 features including temperature and pres-
sure.

2.3 Model Development

For the model development, the data set was split into 90% train-
ing set, while the remaining 10% of the data was set aside as
a test case. The input features and the ionic liquid conductiv-
ity data were normalized to fall within the range of [0,1] using
MinMax scaling implemented in Scikit-learn85. The ionic conduc-
tivity values were represented on a log10 scale before scaling as
the values spanned six orders of magnitude. Three different mod-
els (Figure 2) were developed to correlate the ionic conductivity
data: multiple linear regression (MLR), random forest (RF), and
extreme gradient boosting (XGBoost). The rationale for choosing
these models compared to the widely popular neural network was
to offer insights into the importance of individual features.

2.4 Multiple Linear Regression

Correlation of ionic conductivity is first attempted using the mul-
tiple linear regression (MLR) model as it is the simplest form of
regression method. In an MLR model, the structure-property rela-
tionship is expressed as a linear combination of features xi (eq. 2)

yp = b+w1x1 +w1x2....+wnxp. (2)

where b is the bias in the model, and wi corresponds to the weight
of feature xi, which are determined by minimizing the least square
error between the model prediction and the labels. Note that the
model contains p features.

2.5 Random Forest

Random forest (RF) is a supervised machine learning method
based on ensemble learning technique similar to decision-tree
(DT) method85. However, unlike the DT method, for which out-
puts are generated using a single tree, RF methodology consists
of multiple decision trees, which are generated in parallel, in an
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Fig. 2 Workflow for developing machine learning models for correlating ionic conductivity of ionic liquids.

effort to reduce the possibility of overfitting and minimizing any
bias towards feature selection. A sample from the training set is
drawn at random with replacement to initiate a given tree. The fi-
nal prediction is the ensemble average of the outputs predicted by
individual trees. The number of trees or estimators and the depth
of the trees are hyper-parameters of the model, which were de-
termined using randomized cross-validation (RandomizedCV)85.
In this approach, a random combination of hyperparameters is
evaluated using 5-fold CV. Figure S2 provides the grids used for
the number of trees and estimators.

2.6 XGBoost

Extreme gradient boosting (XGBoost) is a decision tree-based en-
semble method similar to RF that uses a gradient boosting algo-
rithm86. However, unlike RF, where individual trees are formed
in parallel, XGBoost consists of a series of trees built iteratively.
The model starts with weak learners that are intentionally added
to make a significant error which gets added to the loss function
of the subsequent tree using a gradient descent algorithm. The
objective of the XGBoost function is to minimize the loss as each
tree is added until the accuracy no longer improves. The hyperpa-
rameters for XGBoost are determined using RandomizedCV using
5-fold CV85. The final set of hyperparameters for the XGBoost
model is listed in the supporting information (Figure S3).

2.7 Cross Validation and Model Evaluation

In most cases, performance evaluation of a model on the test
data is enough to assess the ability of the model to generalize on
out-of-bag samples. However, it is not always guaranteed that
the models will generalize, especially when there is an overabun-
dance of one or more types of data. For instance, in this study,
approximately half of the data is represented by the imidazolium
family (Figure 1). Even with a proper random shuffle of train and

test split, most of the data in the training set and test set could
belong to the imidazolium cation, leading to high accuracy on
the training set and test set, which might not reflect the model’s
inherent ability to generalize beyond the imidazolium-based ionic
liquids. Another challenge with the present data is that there may
be ionic liquids for which there is data at multiple temperatures,
while for others, the ionic liquid conductivity is reported at only
one temperature; the cation 1-ethyl-3-methylimidazolium or the
anion bis(trifluoromethylsulfonyl)imide anion are such examples
as they are usually studied over a wide range of temperatures.
Despite the train/test split, most of the data could be for the
same ionic liquid, simply reflecting the ability of the model to
scale ionic conductivity as a function of temperature, not truly
reflecting the underlying structure-property relationship.

For this work, we initially started with a 90:10 train/test
split, where the test set data was never exposed during the model
development. Next, we employed the shuffle-split technique by
dividing the training set data into 90:10 for model development
and validation data, respectively, repeated 100 times. The exten-
sive sampling is expected to minimize any bias in the split for
training and validation data and is likely to provide uncertainty
in the prediction based on the data split. Performance metrics for
the training and validation set were evaluated at each instance.
The model with the best performance on the validation set was
selected as the model for test set evaluation.

The predictive capability of the model was also determined
for each of the cation types to examine overfitting of the
model towards a certain class of the cation type. Finally, the
performance of the model was evaluated on a separate external
test set consisting of 30 ionic liquids gathered from a literature
review60,62,68,78,80,87–89. The external test set contained unique
ionic liquid combinations that are not present in the model
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data set. Here, unique ionic liquid combination refers to ionic
liquids with given cation and anion pairs that the model did not
encounter during the training phase. However, these cations
and anions were present in the dataset paired with a different
anion/cation. Furthermore, a few of the ionic liquids in this test
case are novel cation family types that did not belong to any of
the ten cation families for which models were developed. As the
chemical structures of the cations in these ionic liquids resemble
those in the model dataset, such performance evaluation would
be informative to understand the extent to which these models
can be generalized to cations families beyond those studied here.

3 Results and Discussion

3.1 Model Performance Metrics

In this work, we evaluate the correlation of ionic conductivity for
ten different cation types, 214 unique cations, 68 unique anions
with ionic conductivity data over a temperature range of 238-472
K using linear and non-linear machine learning methods. The
accuracy and robustness of these models are evaluated using
three different performance metrics: correlation coefficient
(R2), root-mean-squared-error (RMSE) and mean absolute error
(MAE). The average and standard deviation of the performance
metrics for the 100 shuffle-split is reported in Table 1. The model
with the best performance on the validation becomes the model
of choice for test set evaluation.

Among the three models, MLR has the lowest accuracy in corre-
lating ionic conductivity compared to the other two models with
low R2 and high RMSE/MAE for training, validation, and test set.
Increasing the complexity of the model that takes into account
non-linear behavior in the model drastically increases the model
performance as seen with the RF method, implying a non-linear
correlation between features and ionic conductivity. A further im-
provement in the performance metrics can be observed with the
XGBoost model, as the model is designed to iteratively learn and
correct the errors incurred in the previous steps.

Correlations plots for MLR, RF, XGBoost are provided in the
supporting information (Figure S4, S5 and S6). Based on the
trends in the figures, it is readily apparent that the non-linear
models significantly outperform the MLR model, similar to other
studies that have examined correlation of ionic liquid properties
using linear and non-linear approaches90,91.

We also examined the overall correlation coefficient (R2)
for the XGBoost and RF model for each of the cation families,
the results of which are presented in Figure S7. It can be ob-
served that the performance of the XGBoost model is somewhat
independent of the type of the cation family, while the RF model
is more sensitive to the type of cation and the corresponding
number of data points. For example, the R2 value drops to
0.55 for morpholinium cation, despite being present in the
training set, while the R2 predicted using the XGBoost method
is 0.9. Similarly, the R2 value obtained with the RF model for
oxazolidinium cations drops below 0.90, whereas the XGBoost

model again yields R2 values ∼0.9. For all other cations types,
the correlation coefficients are nearly perfect as deduced from the
XGBoost method, while those calculated from the RF model are
lower, which shows that the XGBoost model can be accurate even
when the data is limited (Figure 1). Based on the performance
metrics by cation type, the XGBoost model is chosen as the choice
of model for further prediction as it outperforms the RF model
for individual cation types, which is essential for unique ionic
liquid prediction discussed in the later section.

We further tested the predictive capability of the XGBoost model
for the external data, which were neither part of the training data
or test data, consisting of 30 data points collected from the lit-
erature. This data set included 27 unique ionic liquids with a
temperature range between 293-323.15 K and ionic conductivity
range of 0.06-1.68 S/m. The XGBoost model obtained an R2 of
0.80, RMSE of 0.20 S/m, and MAE of 0.14 S/m for this exter-
nal test set compared to experimental data. The entire prediction
on this external test case using XGBoost along with experimen-
tal data, the source, along with schematics of the cations and
anions are provided in Table S2 (unique ionic liquid combina-
tions), Table S3 (cations structurally similar to those on which the
model was trained) and Table S4 (substituted imidazolium-based
cations).

3.2 Model Interpretation

A significant advantage of ensemble-based models over ’black
box’ models such as neural network is the easy interpretability of
the feature importance. This insight can be valuable for devel-
oping design heuristics for the search and development of new
cations with high ionic conductivity. In this work, we employed
the Shapley additive explanations (SHAP)92 method, which
provides a reliable way to explain the importance of features and
the model decision making93,94. As shown in Figure 3, the SHAP
analysis ranks the features in terms of their importance, while
the SHAP value indicates how varying a certain feature is likely
to affect the output, ionic conductivity in the present case. A
negative SHAP value suggests a lowering of conductivity, while a
positive value implies an increase in conductivity.

Figure 3 presents nine features deemed most important for
ionic liquid predictions. Out of these nine features, six features
correspond to the cations, while two features are linked to the
anions and one for temperature. The second most important
feature in the list is the IPC descriptor for the cation that takes
into account the information content of the molecule, such as the
number of atoms through a graph representation95. Based on the
SHAP value, it is clear that a high value of IPC (denoted by the
red color) negatively impacts the output. As the IPC descriptor
is related to the content of the molecule, higher values of the
feature delineates bulky cations, for example those containing
long alkyl chains, slowing down the dynamics of the system96,97.
Furthermore, Figure S11 (a) also shows the relation between the
IPC descriptor of the cation and experimental ionic conductivity
at 298.15 K, demonstrating the effect of the descriptor on the
ionic conductivity; there is a general trend of decreasing ionic
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Table 1 Average and standard deviation of the performance metrics for the training and validation set using MLR, RF, XGBoost model. RMSE is the
root mean squared error, MAE is the mean absolute error, and R2 is the correlation coefficient between experiment and predicted data. Shuffle-Split
indicates random data shuffle into 100 different training/validation splits. The model with the best performance on the validation set during shuffle-split
becomes the final choice of model for test set evaluation. Note: The RMSE and MAE values are for ionic conductivity in the log10 scale

Shuffle-Split Best Performing
Model Data Set R2 RMSE MAE R2 RMSE MAE
MLR Training 0.877±0.002 0.260±0.003 0.173±0.002 0.873 0.265 0.175

Validation 0.867±0.023 0.268±0.029 0.180±0.011 0.914 0.213 0.159
Test – – – 0.853 0.322 0.204

RF Training 0.994±0.000 0.059±0.001 0.031±0.000 0.994 0.060 0.031
Validation 0.956±0.013 0.152±0.026 0.083±0.007 0.977 0.116 0.074
Test – – – 0.963 0.161 0.087

XGBoost Training 0.999±0.000 0.020±0.001 0.012±0.000 0.999 0.021 0.012
Validation 0.977±0.011 0.109±0.026 0.050±0.006 0.993 0.061 0.039
Test – – – 0.987 0.094 0.047

conductivity with IPC as revealed by the SHAP analysis. The
next feature Chi0, that contributes to the ionic conductivity
is also related to cations, capturing the nature of molecular
connectivity98. The influence of Chi0 is similar to that identified
for IPC in that it is negatively correlated to the ionic conductivity
as confirmed in Figure S11 (b). MaxAbsEstateIndex is the abso-
lute maximum of the electronic state index for the cation. The
Balabanj descriptor is a topological connectivity descriptor that
takes in account the structure complexity of the cations99. Given
that the model contains a wide range of cation types, it’s easy
to see why this descriptor is so important for ionic conductivity.
The BertzCT descriptor is a topological descriptor that relates
to the complexity of the molecule through graph theory100.
The descriptor is sum of two quantities: complexity of the
atoms and complexity of the connectivity. Lastly, VSA_EState8
descriptor is the sum of the electrotopological state index of an
atom with van der Waals surface area between 6.45 - 7.081.
The electropological descriptor encodes both the electronic and
topological state of the cation. More on the relation between the
descriptors and experimental ionic conductivity is depicted in
Figures S11 (c)-(f).

As for the two anions descriptors seen from Figure 3,
VSA_EState2_a is the sum of the electrotopological state
index of an atom with van der Waals surface area between
4.78 - 5.081. The electropological descriptor encodes both the
electronic and topological state of the anion101. The electronic
state here refers to the electron distribution of the atoms in a
molecule. Next, MaxAbsPartialCharge_a descriptor stands for
the maximum absolute partial charge of the molecule calculated
using the Gasteiger partial charge method based on electroneg-
ativity of the atoms in the molecule102. In the experimental
data set, the highest value for this descriptor is for the halogen
anions with a maximum partial charge of 1.0, followed by anions
based on the phosphorous atom, oxygen-based anions, and
cyano-based anions. The descriptor relation to ionic conductivity
can be explained through the SHAP feature importance insight
as the cyano group has the lowest MaxAbsPartialCharge_a,
which results in higher ionic conductivity. In contrast, the halo-
gen, phosphorous, and oxygen-based anions have the highest
MaxAbsPartialCharge_a reducing ionic conductivity. Relation

between these descriptors and ionic conductivity can be seen
from Figure S11 (g) and (h).

Fig. 3 SHAP feature importance for the training set data. Features
ending with ’_a ’ indicates features for anions.

Based on the SHAP analysis, it is clear that some of the features
have a very high influence on the ionic conductivity compared
to the rest. To examine how important these features are with
respect to ionic conductivity, we also attempted to build a small-
scale decision tree-based classification model to leverage insights
generated from the SHAP analysis. The primary objective here
is to determine the accuracy of such a model by using a few se-
lected features as inputs for the model’s development. Further
details on the classification model development and results can
be found in the supporting information. The classification model
is able to classify ionic liquids in the high/low ionic conductivity
categories with 98% accuracy for the training set, 92% for the test
set, and 63% for the external test set. The accuracy is very high
considering that the model is built only with six descriptors.
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3.3 Unique Ionic Liquids
As the XGBoost model is rigorously cross-validated for the test
case and an external test case, we proceeded to combine all the
unique cations (214) and anions (68), significantly expanding the
pool of ionic liquids from mere 337 ionic liquids to a staggering
14,552 unique ionic liquids. Although impressive, it is important
to note that not all the ionic liquids generated from the combi-
nation may exist in a liquid state at 298.15 K, necessitating a
separate model to estimate the melting point of these ionic liq-
uids. The XGBoost predictions for 14,552 unique ionic liquids
and experimental measurement for 337 ionic liquids at 298 K
are provided in Figure 4 for different cation families. As can be
observed from the figure, the pyrrolidinium cation type has the
highest experimental ionic conductivity followed by imidazolium,
ammonium, pyrazolium, and pyridinium. The model predictions
accurately capture this trend.

The current conventional electrolyte LP30 found in Li-ion batter-
ies consists of 1 M LiPF6 in 1:1 ethyl carbonate (EC) and dimethyl-
carbonate (DMC) mixture that is known to have an ionic conduc-
tivity of 1.26 at 298.15 K103,104. Thus for ionic liquids to be
considered as a potential electrolyte additive to replace LP30, the
ionic conductivity target should at least be close to 2.0 S/m as
the addition of Li salts dramatically reduces the ionic conductivity
and increases viscosity by 30-50%88,105,106. In our model devel-
opment database, there are only five ionic liquids with ionic con-
ductivity greater than 2.0 S/m, which is now expanded to 21 ionic
liquids using the unique ionic liquid combination. This is possible
as some of the cations for the ionic liquids with experimental data
higher than 2.0 S/m when combined with other cyano-based an-
ions present in the data set lead to more ionic liquids with high
ionic conductivity. Breaking the unique ionic liquid combination
analysis by cation type, there are just two cations beyond 2.0 S/m
present in the experimental data set for the pyrrolidinium cations.
Using the model, this region of space is now expanded to seven
unique pyrrolidinium ionic liquids. Similarly, the number of ionic
liquids beyond 2.0 S/m has grown from four to nine ionic liq-
uids for imidazolium cations. For the piperidinium experimen-
tally, there is no data beyond 0.5 S/m at 298.15 K. That now has
expanded to a large number of them crossing the 1.0 S/m as the
piperidinium cations are paired with some other anions, mainly
cyano based anions, as they can push ionic liquids to have ionic
conductivity. Based on the cations and anion combinations re-
sulting from available experimental data, our analysis suggests
that there are no high ionic conductivity ionic liquids that can
be formed using oxazolidinium, phosphonium, or morpholinium
cations.

4 Conclusion
In search of ionic liquids with high ionic conductivity for battery
application, we developed three different machine learning
models to correlate ionic conductivity of ten different cation
types covering a temperature range of 238-472 K. It was found
the multiple linear regression model was least accurate, while
the non-linear model XGBoost performed the best. Although the
accuracy of the model developed using RF methodology was sim-

ilar to that for the XGBoost model, a degradation in its predictive
capability was noted for cation families that represented a very
small portion of the overall data set. On the other hand, the
XGBoost model retained its high accuracy across all the cation
families.

Feature importance based on SHAP analysis showed tem-
perature, six cation features, and two anions features to have
the most influence on ionic conductivity output. The insight
gained from the SHAP analysis was used to develop a decision
tree-based model containing only six cation features to classify
ionic liquids containing [NTf2]− anion into two categories: high
ionic conductivity and low ionic conductivity. The model showed
a high accuracy, successfully classifying 92% of the ionic liquids
from the test set, demonstrating the usefulness of the SHAP
analysis.

Lastly, all the unique cations and anions in the database
were combined to dramatically expand the chemical space of
ionic liquids as demonstrated by the increase in the number of
ionic liquids from 337 to 14,552 unique ionic liquids. The model
predictions hint at 21 ionic liquids possessing ionic conductivity
greater than 2.0 S/m at 298.15 K. We envision that the large
database of ionic liquid conductivity predictions can serve as a
roadmap for future computational and experimental efforts in
search for ionic liquids with very high ionic conductivity suitable
for battery application as electrolytes.
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78 A. Tot, Č. Podlipnik, M. Bešter-Rogač, S. Gadžurić and
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