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Abstract: Multistructural microiteration (MSM) is a method to take account of contributions of 

multiple surrounding structures in a geometrical optimization or reaction path calculation using the 

quantum mechanics/molecular mechanics (QM/MM) ONIOM method. In this study, we combined 

MSM with the electrostatic embedding (EE) scheme of the QM/MM-ONIOM method by extending 

its original formulation for mechanical embedding (ME). MSM-EE takes account of the polarization 

in the QM region induced by point charges assigned to atoms in the multiple surrounding structures, 

where the point charges are scaled by the weight factor of each surrounding structure determined 

through MSM. The performance of MSM-EE was compared with that of the other methods, i.e., 

ONIOM-ME, ONIOM-EE, and MSM-ME, by applying them to three chemical processes: (1) 

chorismate-to-prephenate transformation in aqueous solution, (2) the same transformation as (1) in 

Page 1 of 32 Physical Chemistry Chemical Physics



2

an enzyme, and (3) hydroxylation in p-hydroxybenzoate hydroxylase. These numerical tests of 

MSM-EE yielded barriers and reaction energies close to experimental values with computational 

costs comparable to those of the other three methods. 

1. Introduction

Recent advances in computer hardware and quantum chemical calculation software have 

made it relatively easy to theoretically elucidate mechanisms of organic reactions.1-3 In many such 

studies, transition states (TSs) for ten or more elementary processes have been computed to draw 

reliable conclusions. Moreover, there have been cases where hundreds or more elementary steps 

were examined to construct a reaction path network and discuss detailed reaction kinetics.4-6 

However, it is still not easy to conduct a similar theoretical study of enzymes taking account of large-

scale changes in the surrounding protein structure.

The quantum mechanics (QM)/molecular mechanics (MM) method has been widely used in 

studies on large molecular systems. This approach efficiently computes the energy of a large system 

by partitioning the entire system into a reaction center and another part and applying different levels 

of theory to each.7-15 QM/MM methods can be categorized into additive7-10 and subtractive11-12 types. 

The generally known QM/MM methods are based on the additive scheme. On the other hand, one 

popular QM/MM method of the latter type is our own N-layered integrated molecular orbital 

molecular mechanics (ONIOM) method.11,15 ONIOM is general and flexible because it can divide 

entire system into two or more layers like an onion and apply different QM and/or MM methods to 

each region. QM/MM methods are now available in many ab initio quantum chemistry calculation 

programs.16-21 Moreover, many ab initio quantum chemistry calculation programs25-32 and molecular 

dynamics (MD) simulation programs25-32 have an interface that performs a QM/MM calculation in 

cooperation with the other program.

There are two major components in the QM/MM methods: the scheme of incorporating the 

electrostatic interaction between the QM and MM parts and the technique to describe the structure of 
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the MM part. Several methods have been proposed for them. The more advanced scheme for 

incorporating the electrostatic interaction between the QM and MM parts is polarizable 

embedding.33, 34 This scheme takes account of mutual polarization between the MM part and the QM 

part. In order to introduce the polarization effect induced by QM part, three basic kinds of 

polarizable model have been proposed: fluctuating charge,35 Drude oscillator, 36 and induced dipole 

models.37 In addition, flexible embedding, which allows partial charge transfer between QM and MM 

parts, has been also proposed. 38

In many studies, on the other hand, mechanical embedding (ME)11 or electrostatic 

embedding (EE)10, 39,40 has been adopted to conveniently incorporate the electrostatic interaction 

between the QM and MM parts. The ME scheme evaluates the electrostatic interaction with the MM 

method. In the EE scheme, the electrostatic interaction is computed with the QM method by 

including partial charges on surrounding atoms in the QM Hamiltonian. EE often provides more 

reasonable chemical descriptions than ME.40,41 Therefore, EE has been widely used to study reaction 

mechanisms.

Geometrical microiteration has been widely used to efficiently optimize a whole system 

structure.43,44 Before taking an optimization step for QM atomic coordinates, microiteration fully 

optimizes positions of atoms in the MM part under the condition that the QM atomic coordinates are 

fixed. The merit of microiteration is that it greatly reduces the number of QM calculations required 

before to reach convergence.45 Thus, this technique has been used not only in geometrical 

optimizations but also in reaction path calculations.14,15 Furthermore, automated reaction path 

searches have been applied to large molecular systems by combining QM/MM-ONIOM and 

geometrical microiteration.45,46 With microiteration, geometrical optimization and reaction path 

calculations can be done routinely even for enzyme reactions.

However, microiteration often encounters difficulty in choosing the surrounding MM 

structure. Usually, a single surrounding structure prepared on the basis of a crystal structure and/or 
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an MD simulation is used. Difficulty can arise when the volume of the QM region drastically 

changes along a reaction coordinate or when a large-scale surrounding structural change occurs 

during a chemical reaction.47-50 To solve this problem, we recently proposed a technique called 

multistructural microiteration (MSM). MSM describes the structure of the MM part as the average of 

multiple surrounding structures and takes account of their contributions during geometrical 

optimization and reaction path calculations.51,52 This technique is just a simple extension of 

microiteration, and the computational cost is comparable to that of conventional microiteration. 

Despite the simplicity, MSM has been successful in describing large-scale surrounding structural 

transitions such as from open- to closed-loop conformation and vice versa during chemical 

reactions.52

MSM and EE are a reasonable combination for routinely conducting geometrical 

optimization and reaction path calculations. However, MSM has so far been based only on ME. In 

this study, we first develop the MSM-EE scheme by extending the original MSM-ME. The key idea 

is to combine MSM-ME and ONIOM-EE using partial charges scaled by the weighted sum of 

surrounding structures. Second, we demonstrate its performance by applying it to three chemical 

reactions: the transformation of chorismate into prephenate 1) in an aqueous solution and 2) in an 

enzyme, and 3) hydroxylation catalyzed by p-hydroxybenzoate hydroxylase. These reaction systems 

have been used for benchmark calculations of large molecular systems53-59 because experimental 

kinetics data are available.60-67 Barriers and reaction energies obtained through MSM-EE calculations 

are compared with experimental values and those obtained through ONIOM-ME, ONIOM-EE, and 

MSM-ME calculations.

2. Theory

In the original ONIOM method,11,15 the total ONIOM-ME energy (E ONIOM-ME) in the two-

layer partition (QM and MM regions) is expressed as
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𝐸ONIOM - ME = 𝐸model - QM - ME ― 𝐸model - MM - ME + 𝐸real - MM , (1)

where E model-QM-ME, E model-MM-ME, and E real-MM-ME correspond to the QM energy of the model 

system, MM energy of the model system, and MM energy of the entire system, respectively. The 

QM Hamiltonian in the model system is given by 

𝐻model - QM - ME = ―
1
2∑

𝑖
∇2

𝑖 + ∑
𝑖𝑗

1
𝑟𝑖𝑗

― ∑
𝑖𝜇

𝑍𝜇

𝑟𝑖𝜇
+ ∑

𝜇𝜈

𝑍𝜇𝑍𝜈

𝑅𝜇𝜈
, (2)

where i,  Z, rij, and R refer to ith electron, th nucleus nuclear charge on the th nucleus, 

distance between the ith and jth electrons, and distance between the th and th nuclei, respectively.  

For example, the energy functions for the AMBER force field 25 model system (E model-MM-ME) and 

for the entire system (E real-MM) in the ME scheme are 

𝐸model - MM - ME =  ∑
bonds

𝑘𝑟(𝑟 ― 𝑟eq)2 + ∑
angles

𝑘𝜃(𝜃 ― 𝜃eq) + ∑
dihedral

𝑉𝑛

2 [1 + cos (𝑛𝜙 ― 𝜉)]

+ ∑
𝜇 < 𝜈

[(𝐴𝜇𝜈

𝑅12
𝜇𝜈

―
𝐵𝜇𝜈

𝑅6
𝜇𝜈

) +
𝑞𝜇𝑞𝜈

𝜖𝑅𝜇𝜈](3)

and

𝐸real - MM =  ∑
bonds

𝑘𝑟(𝑟 ― 𝑟eq)2 + ∑
angles

𝑘𝜃(𝜃 ― 𝜃eq) + ∑
dihedral

𝑉𝑛

2 [1 + cos (𝑛𝜙 ― 𝜉)]

+ ∑
𝐼 < 𝐽

[( 𝐴𝐼𝐽

𝑅12
𝐼𝐽

―
𝐵𝐼𝐽

𝑅6
𝐼𝐽

) +
𝑞𝐼𝑞𝐽

𝜖𝑅𝐼𝐽],(4)

where i,  Z, rij, and R refer to ith electron, th nucleus nuclear charge on the th nucleus, 

distance between the ith and jth electrons, and distance between the th and th nuclei, respectively.  

The first three terms in eqs. (3) and (4) indicate the classical force fields for bond stretching, bond 

bending, and dihedral motions, respectively, while the last two terms represent non-covalent bond 

terms including Lennard–Jones and Coulomb interactions, respectively.

In the electrostatic embedding (EE) scheme,39,40 the ONIOM-EE energy expression is
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𝐸ONIOM - EE = 𝐸model - QM - EE ― 𝐸model - MM - EE + 𝐸real - MM , (5)

where

𝐻model - QM - EE =   𝐻model - QM - ME ― ∑
𝑖
∑

𝐼

𝑞𝐼

𝑟𝑖𝐼
+ ∑

𝜇
∑

𝐼

𝑍𝜇qI

𝑅𝜇𝐼
, (6)

and

𝐸model - MM - EE =   𝐸model - MM - ME + ∑
𝜇

∑
𝐼

𝑞𝜇𝑞𝐼

𝑅𝜇𝐼
. (7)

In ONIOM-EE, the electrostatic effect between QM and MM atoms is described by the second term 

in eq. (6), while the second term in eq. (7) is used to cancel out the electrostatic interaction computed 

with the lower level of theory. In MSM-ME51, EMSM-ME is expressed as

𝐸MSM - ME = 𝐸model - QM - ME ― 𝐸model - MM - ME + ∑𝑁

𝑠
𝜔(𝑠)𝐸real - MM(𝑠), (8)

where N is the number of surrounding structures considered, and Ereal-MM(s) corresponds to the MM 

energy of the sth surrounding structure. The weight ω(s) is given by

𝜔(𝑠) =
𝑒 ―𝛽𝐸real ― MM(𝑠)

∑𝑁
𝑡 𝑒 ―𝛽𝐸real ― MM(𝑡), (9)

where β = 1/kBTMSM, in which kB is the Boltzmann constant and TMSM is a model temperature 

parameter. The concept of MSM is that reaction-center atoms are treated in the mean field generated 

by the weighted sum of the surrounding structures, while the surrounding part is described as the 

weighted sum of multiple surrounding structures. In the previously proposed MSM method, 

electrostatic interaction between QM and MM regions is computed with the lower level of theory 

and ONIOM-ME in eq. (1). Thus, the electron density in the QM region is not polarized by 

surrounding atoms. To take account of polarization induced in the QM region by multiple 

surrounding atoms, our idea is to combine eqs. (6) and (8) as follows:
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𝐸MSM - EE = 𝐸MSM - model - QM - EE ― 𝐸MSM - model - MM - EE + ∑𝑁

𝑠
𝜔(𝑠)𝐸real - MM(𝑠), (10)

where 

𝐻MSM - model - QM - EE =   𝐻model - QM - ME ―
𝑁

∑
𝑠

𝜔(𝑠)∑
𝑖
∑

𝐽

𝑞(𝑠)
𝑗

𝑟𝑖𝐽(𝑠)
+

𝑁

∑
𝑠

𝜔(𝑠)∑
𝐼
∑

𝐽

𝑍𝐼𝑞(𝑠)
𝐽

𝑅𝐼𝐽(𝑠)
, (11)

and 

𝐸MSM - model - MM - EE =   𝐸model - MM - ME +
𝑁

∑
𝑠

𝜔(𝑠)∑
𝐼
∑

𝐽

𝑞𝐼𝑞(𝑠)
𝐽

𝑅𝐼𝐽(𝑠)
. (12)

In our approach, partial charges scaled by the sth weight computed in eq. (9) are used in the second 

and third terms in eq. (11) and the second term in eq. (12). If a single surrounding structure is used or 

only a single surrounding structure dominates reaction path searches, eqs. (11) and (12) are identical 

to the ONIOM-EE scheme. Using scaled partial charges efficiently includes electrostatic interaction 

in the wavefunction without performing QM calculations N times. 

3. Computational details

In this study, three test calculations were performed: Claisen rearrangement of chorismate to 

prephenate in aqueous solution and in the Bacillus subtilis chorismite mutase62, hydroxylation 

catalyzed by p-hydroxybenzoate hydroxylase67 as shown in Figure 1. 

3.1. Setup for Claisen rearrangement of chorismate to prephenate in aqueous solution and in 

the Bacillus subtilis chorismite mutase

For the reaction in aqueous solution, a cubic box with the length 40 Å, which contains a 

chorismate structure optimized in the gas phase, two Na ions as the counterions, and 7488 

environment water molecules, was prepared. For the enzymatic reaction, the protein structure was 

constructed starting from the X-ray crystal structure (PDB code: 2CHT).62 Hydrogen atoms were 

added using the program PROPKA.68,69 Then, a cubic box with the length 80 Å, which contains the 
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enzyme structure, 10 Na ions, and 15722 environment water molecules, was prepared. Following 

preliminary preparations, replica-exchange molecular dynamics (MD) simulations with fixed QM 

coordinates were performed for 20 replicas spaced over the temperature range 300 – 400 K with 

10,000,000 steps, where the QM atoms consisted of substrate (chorismate) both in aqueous solution 

and in the enzyme. After the NPT MD equilibration simulation, the model consisting of the 

chorismate structure, 2277 environment water molecules existing within 8.0 Å of the chorismate, and 

2 Na ions was employed. For the enzymatic reaction, after the NPT MD equilibration simulation, the 

model consisting of the enzyme structure, 2789 environment water molecules existing within 5.0 Å 

of the enzyme, and 10 Na ions was employed. The five lowest MM energy configurations for initial 

surrounding structures were chosen from the geometric microiteation scheme for MSM calculations, 

while the surrounding structure of the lowest MM energy was used as the initial surrounding 

structure in the conventional ONIOM calculations. The replica-exchange MD simulations were 

performed with the weak coupling thermostat by Berendsen, while NPT simulations were performed 

with the Berendsen barostat and the Andersen thermostat. During the MD simulations, electrostatic 

interactions were evaluated by the Particle Mesh Ewald method setting the cutoff distance as 8.0 Å 

for van der Walls (vdW) interactions. All MD simulations were performed under periodic boundary 

conditions (PBCs) with dt = 1.0 (fs) in the fully solvated cubic cell water box in the TIP3P model 

using program suites of AMBER version 12.25 PBCs were used only in the MD simulations to obtain 

snapshots of initial surrounding structures. Hereafter, the five prepared surrounding structures of 

both aqueous solutions and enzymes are labeled as “s”. The relative energies of the five surrounding 

structures for Claisen rearrangement were 0.0 kcal mol–1 (s=1), 1.7 kcal mol–1 (s=2), 4.0 kcal mol–1 

(s=3), 5.1 kcal mol–1 (s=4), and 6.1 kcal mol–1 (s=5) for aqueous solutions and 0.0 kcal mol–1 (s=1), 

2.6 kcal mol–1 (s=2), 3.1 kcal mol–1 (s=3), 3.5 kcal mol–1 (s=4), and 7.4 kcal mol–1 (s=5) for enzymes. 

3.2. Setup for hydroxylation by p-hydroxybenzoate hydroxylase
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The setup procedures for p-hydroxybenzoate hydroxylase were essentially the same as for 

Claisen rearrangement. The protein structure was taken from X-ray crystal structure (PDB code: 

1PBE).67 After adding hydrogen atoms to the enzyme, the cubic box with the length 90 Å, which 

contains an enzyme structure, 3 Na ions, and 37502 environment water molecules, was prepared. 

Afterward, replica-exchange and equilibrated NPT MD simulations were performed, and the enzyme 

structure, environment water molecules (2838) within 5.0 Å of the enzyme, and 3 Na ions were 

employed as the enzyme model structure. The five lowest MM energy configurations for initial 

surrounding structures were chosen from the geometric microiteation scheme for MSM calculations. 

The relative energies of the five surrounding structures were 0.0 kcal mol–1 (s=1), 5.6 kcal mol–1 

(s=2), 16.1 kcal mol–1 (s=3), 20.4 kcal mol–1 (s=4), and 22.9 kcal mol–1 (s=5). 

All QM calculations were performed with the program ORCA 4.2.021, while all MM 

calculations were performed with the program Gaussian09.16 Both ONIOM and MSM with ME and 

EE were implemented in the developer version of the program GRRM.70,71 Although these methods 

in GRRM are able to perform automated searches of multiple reaction pathways, we used a step-by-

step procedure with a targeted path search to compare their performances. First, an artificial force 

induced reaction (AFIR) method72 was used to obtain rough initial reaction paths. The artificial force 

was applied between two fragments (denoted as circles in Figure 1). The model collision parameter 

in AFIR was set to 200 kJ mol–1. TMSM in MSM calculations was set as 20,000 K for Claisen 

rearrangement and 50,000 K for hydroxylation. To take into account the contributions of all 

surrounding structures during AFIR calculations, we determined the large TMSM value at initial 

structures stage so that the weight factor of each surrounding structures satisfied the following 

conditions51:

𝜔(𝑠) =
𝑒 ―𝛽𝐸real ― MM(𝑠)

∑𝑁
𝑡 𝑒 ―𝛽𝐸real ― MM(𝑡) ≥  

1
𝑁 × 0.9  (13)
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Second, locally update plane (LUP) path optimization73 was used to relax the initial reaction 

path obtained in the first step. During LUP path optimization, all energy maxima were directly 

optimized for the actual TS using a quasi-Newton algorithm. Finally, IRC path optimization was 

performed. The enthalpy and free energy were computed using harmonic approximation. QM and 

MM calculations were performed using B3LYP/6-31+G(d,p) with the RIJCOSX approximation74,75 

and AMBER force field25, respectively. In all schemes, the vdW interaction between QM and MM 

regions is classically evaluated with the weight factor determined by eq. (9), while electrostatic 

interaction between QM and MM regions is treated by quantum mechanically in ONIOM-EE and 

MSM-EE schemes. To handle a QM and MM boundary region in the cofactor flavin hydroperoxide 

in p-hydroxybenzoate hydroxylase, the link atom method is employed in this study.11 In order to 

avoid over polarization of the electron density in the QM part, the charge redistribution approach76 is 

applied to the QM and MM boundary region as described in detail in S1. The atomic charges by a 

restrained electrostatic potential in QM regions for MM calculations were evaluated at optimized 

reactant structure. MM parameters were taken from generalized amber force field files, while 

missing parameters were created using Seminario’s scheme.77 

Page 10 of 32Physical Chemistry Chemical Physics



11

Figure 1. (a) Schematic of Claisen rearrangement in aqueous solution and in the Bacillus subtilis 

chorismite mutase, and (b) hydroxylation in p-hydroxybenzoate hydroxylase.

4. Results and discussion

4.1 Claisen rearrangement in aqueous solution

Figures 2(a)–(c) show the relative energies obtained through all methods and weight factors 

(ω(s)) using MSM along an AFIR path. In Figure 2(a), the energy profiles from all methods are 

almost the same around the first 15 AFIR steps. After that, the AFIR paths in all methods were 

obtained as a single peak, where the peak relative energies decrease in the order ONIOM-ME (31.5 

kcal mol–1) < MSM-ME (33.1 kcal mol–1) < MSM-EE (36.6 kcal mol–1) < ONIOM-EE (41.8 kcal 

mol–1). Around the peak in MSM-ME and MSM-EE, the favorable surrounding structures changed 

into s=5 for MSM-ME and s=4 as shown in Figures 2(b) and 2(c), respectively. Thus, the relative 

energy differences between ONIOM-ME and MSM-ME or between ONIOM-EE and MSM-EE are 

mainly due to the difference in favorable surrounding structure. The peak shows a clear difference 

between ME and EE. The approximate reaction energies are –32.0 kcal mol–1 from ONIOM-ME, –

41.2 kcal mol–1 from MSM-ME, –7.6 kcal mol–1 from ONIOM-EE, and–23.9 kcal mol–1 from MSM-

EE. This implies that the product state in ME is more stable than in EE.

Figures 3(a)–(c) show the IRC paths obtained by all methods and ω(s) by MSM. TS 

structures were obtained through LUP path optimization. The optimized LUP paths and variation of 

ω(s) are shown in S2, while geometric parameters at the stationary points are shown in S3. The 

computed barrier heights and reaction energies are listed in Table 1. The MSM-EE barrier is the 

highest in Figure 3(a), where the order of obtained barrier heights is ONIOM-ME (17.2 kcal mol–1) ≈ 

MSM-ME (17.5 kcal mol–1) ≈ ONIOM-EE (19.1 kcal mol–1) < MSM-EE (24.4 kcal mol–1). The 
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reaction energies from ONIOM- and MSM-ME were much lower than those from EE; those values 

were –30.2 kcal mol–1 from ONIOM-ME, –34.6 kcal mol–1 from MSM-ME, –15.1 kcal mol–1 from 

ONIOM-EE, and –15.8 kcal mol–1 from MSM-EE. In Table 1, the free energy, enthalpy, and reaction 

energy from MSM-EE agree reasonably well with the experimental results. However, both ME 

schemes overestimate/underestimate the reaction energy/barrier height compared with experimental 

results. While ONIOM-EE provides a reasonable reaction energy, the barrier height is 

underestimated by about 7 kcal mol–1. Continuum solvation models that have been used for many 

organic reactions can efficiently evaluate solvent effects without considering a large number of 

explicit solvent molecules and their arrangements and thus are much more efficient than the 

ONIOM/MSM-ME/EE schemes. However, the conductor-like polarizable continuum model without 

explicit water molecules estimated the enthalpy barrier height and reaction enthalpy values as 14.9 

kcal mol-1 and -20.2 kcal mol-1, respectively, underestimating their magnitudes. Thus, it is important 

to take into account the multiple surrounding structural contributions and electrostatic interactions 

during a reaction path search.

Regarding multiple surrounding structural contributions, the MSM methods provided lower absolute 

energies than the ONIOM methods throughout the IRC path. For example, the total energies for the 

reactant structure were –849.96898 (a.u.) for ONIOM-EE, –849.99787 (a.u.) for MSM-EE, –

850.060474 (a.u.) for ONIOM-ME, and –850.06857 (a.u.) for MSM-ME. Total energy lowering by 

MSM treatments between same embedding schemes is because favorable surrounding structures 

changed during AFIR, LUP, and IRC path calculations, and therefore no longer included a 

contribution from s=1. While a single surrounding structure (s=4) dominated through the IRC path in 

MSM-ME as shown in Figure 3(b), two surrounding structures were indispensable in MSM-EE, 

because the most favorable surrounding structural change from s=5 to s=4 around the product state 

was observed on the IRC path as shown in Figure 3(c).
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Figure 2. (a) Relative energies and variations of  (s) (b) in MSM-ME and (c) in MSM-EE along the 

AFIR path of Claisen rearrangement in aqueous solution.

a)

b)

c)
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a)

b)

c)

Figure 3. (a) Relative energies and variations of  (s) (b) in MSM-ME and (c) in MSM-EE along the 

IRC path of Claisen rearrangement in aqueous solution.
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Table 1. Potential energy (E), free energy (G), and enthalpy (H) barrier heights, and computed and 

experimental reaction energies of Claisen rearrangement in aqueous solution. The units are kcal mol–

1.

　 　 　 　 　 　 　 　

Barrier height Reaction energy

　 E G H 　 E G H

ONIOM-ME 17.2 15.7 15.3 -30.2 -30.8 -30.4
ONIOM-EE 19.2 17.8 17.5 -15.1 -15.4 -14.9
MSM-ME 17.5 15.5 15.5 -34.6 -34.9 -34.9
MSM-EE 24.4 23.1 22.9 -15.8 -16.2 -15.7

Exp60 24.5 20.7 -13.2

　 　 　 　 　 　 　 　

4.2 Claisen rearrangement in an enzyme

Figures 4(a)–(c) show the relative energies from all methods and ω(s) from MSM methods 

along the AFIR path. The energy profiles throughout the AFIR paths are almost the same between 

ONIOM-ME and MSM-ME and between ONIOM-ME and MSM-EE. The relative energies of the 

highest peak decrease in the order ONIOM-ME (14.1 kcal mol–1) < MSM-ME (15.2 kcal mol–1) < 

ONIOM-EE (23.4 kcal mol–1) < MSM-EE (25.4 kcal mol–1). Clearly, the main difference between 

ME and EE is that ME tends to stabilize transition and product states. This tendency is the same as 

for aqueous solution. In Figures 4(b) and (c), the two surrounding structures s=1 and s=3 dominate 

the first 30 AFIR steps. After 30 steps, the surrounding structure s=1 maintains a large contribution 

in MSM-ME and MSM-EE, resulting in AFIR paths almost identical to those in ONIOM methods.

Figures 5(a)–(c) show IRC paths in all methods and sin theMSM schemes. LUP path 

optimizations, which are shown in Figure S4, were performed before IRC calculations. The 

optimized geometric parameters at the stationary points are also shown in S5. Table 2 lists the barrier 

heights and reaction energies. The IRC paths are almost the same between ONIOM-ME and MSM-

ME and between ONIOM-EE and MSM-EE in the range from –8 to 4 (Å amu 1/2) in reaction 
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coordinates. The surrounding structure s=3 in MSM-ME and MSM-EE dominates throughout the 

IRC paths. These results clearly reflect the results for AFIR paths. A small multi-surrounding 

structural contribution is observed around 2.5 (Å amu 1/2) in MSM-ME. However, the IRC profile is 

not largely affected by its contribution. In fact, the computed barrier heights are the same between 

ONIOM-ME and MSM-ME and between ONIOM-EE and MSM-EE within 1 kcal mol–1. Because 

multi-surrounding structural contributions in MSM are small on IRC paths, differences in absolute 

total energy between ONIOM-ME and MSM-ME and between ONIOM-EE and MSM-EE are also 

rather small. The total energies in the reactant state are –888.46381 (a.u.) for ONIOM-EE, –

888.46577 (a.u.) for MSM-EE, –888.48761 (a.u.) for ONIOM-ME, and –888.49265 (a.u.) for MSM-

ME.

Table 2 compares the computed and experimental free energies and enthalpy barriers. The 

ONIOM-EE and MSM-EE enthalpy barriers agree well with the experimental values, while the free 

energy barriers in both methods are slightly underestimated by a few kcal mol–1. Previous work56 has 

shown that the zero-point and thermal energies has the small contributions and reduce the enthalpy 

barrier by about 1.6 kcal mol–1, which is consistent with our work. However, ME underestimates the 

free energy and enthalpy barrier heights by about 7–8 kcal mol–1 in this enzymatic reaction. Thus, EE 

treatment is necessary to obtain reliable results in this case.
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Figure 4. (a) Relative energies and variations of  (s) (b) in MSM-ME and (c) in MSM-EE along the 

AFIR path of Claisen rearrangement in an enzyme.

a)

b)

c)
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a)

b)

c)

Figure 5. (a) Relative energies and variations of  (s) (b) in MSM-ME and (c) in MSM-EE along the 

IRC path of Claisen rearrangement in an enzyme.
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Table 2. Potential energy (E), free energy (G), and enthalpy (H) barrier heights, and computed and 

experimental reaction energies of Claisen rearrangement in an enzyme. The units are kcal mol–1.
　 　 　 　 　 　 　 　

Barrier height Reaction energy

　 E G H 　 E G H

ONIOM-ME 9.6 8.9 8.5 -37.3 -37.1 -36.9
ONIOM-EE 14.4 13.0 12.9 -17.1 -16.9 -16.8
MSM-ME 10.5 7.1 9.6 -37.7 -37.2 -37.2
MSM-EE 14.2 12.4 12.3 -14.6 -14.6 -14.4

Exp63 15.4 12.7

　 　 　 　 　 　 　 　

4.3 Hydroxylation by p-hydroxybenzoate hydroxylase

Figures 6(a)–(c) show the relative energies from all methods and ω(s) from MSM methods 

along the IRC path, which were obtained after AFIR path and LUP path optimizations as shown in 

Figures S6 and S7. The optimized geometric parameters at the stationary points are also shown in S8.  

The computed energy barriers and reaction energies are listed in Table 3. In Figure 6(a), the MSM-

EE barrier is the highest. The order of obtained barrier heights is MSM-ME (7.7 kcal mol–1) ≈ 

ONIOM-ME (8.4 kcal mol–1) < ONIOM-EE (11.5 kcal mol–1) < MSM-EE (13.7 kcal mol–1). The 

enthalpy barriers computed in the ME schemes were underestimations, while those in the EE 

schemes agree well with experimental values. The difference between ONIOM-EE and MSM-EE 

along the IRC paths is that the most favorable surrounding structures are different. After AFIR and 

LUP path optimizations, the most favorable surrounding structure in MSM-EE is s=2 along the IRC 

path, while that of ONIOM-EE is s=1. This difference in most favorable surrounding structure 

lowers the total energy throughout the IRC path compared with that in ONIOM-EE. In this case, the 

total energies of the reactant states were –1574.39691 (a.u.) for ONIOM-EE and –1574.40567 (a.u.) 

for MSM-EE. The same tendency was observed in the ME schemes, where the total energies of the 

reactant states were –1574.42229 (a.u.) for ONIOM-ME and –1574.43430 (a.u.) for MSM-ME. 
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c)

Figure 6. (a) Relative energies and variations of  (s) (b) in MSM-ME and c) in MSM-EE along the 

IRC path of hydroxylation in an enzyme.
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Table 3. Potential energy (E), free energy (G), and enthalpy (H) barrier heights, and computed and 

experimental reaction energies of hydroxylation in an enzyme. The units are kcal mol–1.
　 　 　 　 　 　 　 　

Barrier height Reaction energy

　 E G H 　 E G H
ONIOM-

ME 8.4 6.0 8.3 -44.9 -44.3 -44.1 

ONIOM-EE 11.5 10.1 10.6 -17.6 -18.9 -18.3 
MSM-ME 7.7 6.9 7.1 -35.4 -35.6 -34.5 
MSM-EE 13.7 13.2 12.8 -19.3 -19.0 -19.4 

Exp65 12.0 

　 　 　 　 　 　 　 　

4.4 Performances

Table 4 lists the numbers of QM force and Hessian calculations. The number of force 

calculations in ONIOM-ME is the smallest among the methods in this study. The computational cost 

is higher by roughly a factor of 1.1 for ONIOM-EE, 1.2 for MSM-ME, and 1.3 for MSM-EE 

compared with ONIOM-ME. The extra computational cost in MSM-EE is due to changes in the most 

favorable surrounding structures during the LUP path optimization. Nevertheless, an extra cost of 

only ~30% is acceptable in many practical applications considering its relatively high accuracy. 

MSM-EE can be a more reliable alternative to ONIOM-ME, ONIOM-EE, and MSM-ME and can be 

used routinely in geometrical optimization and reaction path calculation.

However, it should be noted about how we choose the surrounding structure. In this study, 

we studied with a single step reaction, and the surrounding structures were prepared for the reactant 

structure by replica-exchange MD. Discussions on how to generate, where to generate along the 

reaction path, and how to select the surrounding structures generated that gives more reliable results 

are necessary to be examined in the future. Tackling other technical subjects, such as the screened 

charge treatment for a short-range electrostatic interaction78 and the polarizable embedding for taking 
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account of mutual polarization between the MM and QM parts,33-37 will also extend the MSM 

framework further.

Table 4. Number of QM force and Hessian calculations required for AFIR, LUP, and IRC path 

optimizations in the various methods.
　 　 　 　 　 　 　 　 　 　 　 　 　

AFIR LUP IRC Total

　 　 Force Hessian 　 Force Hessian 　 Force Hessian 　 Force Hessian

ONIOM-ME 67 0 591 0 256 3 914 3
ONIOM-EE 42 0 728 0 240 3 1010 3
MSM-ME 74 0 688 0 257 3 1019 3

Claisen in 
Aqueous 
solution

MSM-EE 63 0 824 0 278 3 1165 3

ONIOM-ME 79 0 273 0 235 3 587 3
ONIOM-EE 66 0 391 0 256 3 713 3
MSM-ME 92 0 400 0 231 3 723 3

Claisen in 
Enzyme

MSM-EE 82 0 399 0 259 3 740 3

ONIOM-ME 142 0 821 0 260 3 1223 3
ONIOM-EE 106 0 995 0 266 3 1367 3
MSM-ME 147 0 998 0 247 3 1392 3

Hydroxylation 
in Enzyme

MSM-EE 95 0 1189 0 279 3 1563 3

　 　 　 　 　 　 　 　 　 　 　 　 　

5. Conclusions

We have proposed the MSM-EE method, which extends MSM-ME to electrostatic 

embedding, to efficiently perform the reaction path search in large molecular systems while taking 

account of both electron density polarization in the reaction center and the surrounding structural 

transition. To avoid performing the same number of QM calculations as for the surrounding 

structures in each optimization step, we included the partial charge scaled by the weights of multiple 

surrounding structures into the electronic Hamiltonian and took into account the polarization effect 

of the electron density in QM region. MSM-EE is a simple extension of ONIOM-EE; MSM-EE is 

expected to provide a lower energy path than ONIOM-EE when there is a finite multistructural 
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effect, while MSM-EE is also expected to provide a similar path to ONIOM-EE when there is little 

multistructural effect.  Numerical tests showed that MSM-EE gave improved results compared with 

the ONIOM-ME, ONIOM-EE, and MSM-ME methods, and agreed well with experimental results. 

The additional computational cost is only increased by a factor of 1.3 compared with the least 

expensive ONIOM-ME. Therefore, it is expected that MSM-EE can be a more accurate alternative of 

ONIOM-ME and be applied to various chemical transformations routinely. Systematically 

uncovering cases in which the multistractural effects would be an exciting subject to be tackled in the 

future with MSM-EE. Another perspective is to use MSM-EE in an automated reaction path 

exploration and discuss kinetics of an enzyme reaction on the basis of a reaction path network 

consisting of numerous reaction paths.
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